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INTRODUCTLON

This 1s  the eighth annual report -of research activities on  speech
perception, analysis and synthesis conducted in the Speech Research Laboratury of
the Department of Psychology at Indiana Uni-ersity in Bloomington. As with
previous reports, our main goal has been to summarize various research activities
over the past year and maks them readily available to granting agencies and
interested colleagues in the field. Some of the papers contained in this report
are extended manuscripts that have been prepared for formal publication as
Journal articles or book chapters. Other papers are simply short reports of
research presented at professional meetings during the past year or brief
s.mmaries of "on-going" research projects in the laboratory. We alan have
included new information on instrumentation developments and software support
#hen we think this information would be of interest or help to other colleagues.

We are distributing veports of our research activities primarily because of
the ever increasing lag in journal publications and the resulting delay in the
disgsemination of new information and research findings in the field. Ve are, of
course, very interested in following the work of other colleagues who are
carrying out research on speech perception, production, analysis and synthesis
and, therefore, we would be grateful if you would send us copies of your own
»~»:ent reprints, preprints and progress reports as they become available so that
we can keep up with your latest findings. Please address all correspondence to:

Professor David B. Pisoni
Speech Research Laboratory
Department of Psychology
Indiana University
Bloomington, Indirna 47405
U.3.A.

Copies of this report are being sent primarily to libraries and reseaich
inastitutions rather than individual scientists. Because of the rising costs of
publication and printing and the ccntinued decline in funding for research it is
not possible to provide multiple copies of tnis report or issue copies to
individuals. We are ‘eager to enter into exchange agreements with other
institutions for their reports and publications.
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Acoustic-Phonetic Priming in Auditory Word Recognition: E

Some Tests of the Cohort Theory* E

- Louisa M. Slowiaczek and David B. Pisoni p
Speech Research lLaboratory ;

Department of Psychology i

Indiana University g

Bloomington, IN 4740% =

¥The work reported here was supported, in part, by NIMH grant MH-24027 and NIH
grant NS-12179 to Indiana University. We would like to thank Paul A. Luce for
his assistance in recording and preparing the stimuli and Thomas D. Carrell for
his help with the experimental control programs. We also want to thank Howard

Nusbaum for useful comments and suggestions throughout this study, particul: 1y
with regard to predictions of the Cohort theory.




Abstract

Cohort theory, as developed by Marslen-Wilson and Welsh (1978) proposes that
a "cohort" of all lexieal elements whose words begin with a particular
acoustic-phonetic sequence will be activated during the euarliest stages of word
recognition. The preusent experiment waa designed to determine the extent to

which cohorts are activated by the phonemes at the beginning of a gtimalus word.
Subjects performed a lexical decision task in which they responded “word" or L,
"nonword” to an auditory s!imulus. Accuracy and response times were recorded. i
The stimuli were monosyllabic words and nonwords controlled for frequency. Each i
target item was preceded by the preasentation of either a word or nonword prime. s
The prime was related to the target item in one of the following ways: 1)
identical, 2) first phoneme was the same, 3) first and second phonemes were the P
same, or 4) first, second, and third phonemes were the same. Results showed that o
response times and error rates decreased when the »rime and target item were E
identical. However, no facilitation was observed when the prime and the target 3
had one, two or threa2 initial phonemes in common. The results of the present
investigation demonstrate that not 1all words that begin with the same
acoustic-phonetic sequence are activated during word recognition. Thus, a major
prediction of the Cohort theory was shown to be incorrect.




Acoustic-Phonetic Priming in Auditory Word Recognition:

Jome Tests of the Cohort Theory

The perception of spoken language involves a complex interaction of
different sources of linguistic information. To comprehend a sentance, one neads
to analyze the phonetic, syntactic, prosodiec, and semantic information contained
in the speech signal. Word recognition and lexical access may be considered two
o€ the preliminary stages in this comprehension process, and as such, they have
received a good deal of attention in the literature in recent years. Word
recognition refers to those processes by which a listener extracts {recognizes)
the phonetic and/or phonological form of an utterance. lLexical access, on the
other hand, involves processes which activate the meaning or meanings of words
that currently exist in the listener's mental lexicon (Pisoni, Note 1).

Researchers interested in the structure of the mental lexicon and how
listeners locate the appropriate word during language processing, have focused
their investigations primarily on word recognition (i.e., recognition of the
phonetic form of an utterance). Over the years, this research has revealsd a
number of phenomena related to recognition processes. Specifically, word
frequency, word length, and context effects have all been discussed at length in
the literature. A number of models have also been proposed to account for thase
phenomena.

Word frequency in the word recognition literature refers to how often a
particular word occurs in the language on a statistical basis. The importance of
word frequency for the process of word recognition is illustrated by the large
number of articles which address themselves to this particular phenomena. The
word frequency effect is the tendency for high frequeney words to be responded to
more quicxly and more accurately than low frequency words (Rubenstein, Garfield,
% Millikan, 1970; S3tanners, Forbach, & Headley, 1971; Stanners, Jastrzembski, &
Westbrook, 1975).

Recently, however, several investigators have begun to question whether the
word frequency effect is a result of how often a word actually appears in the
language (i.e., its experienced frequency). Llandauer and Streeter (1973)
suggested that word frequency may, in fact, be due to structural differences
between high and low frequency words. They suggested two ways in which some
words might be perceptually more salient than others. First, there might be a
greater likelihood of confusing a particular word with other similar words. In a
study testing this hypothesis, Landauer and Streeter found that common words were
more confusable with a greater number of other words than rare words, when one
letter in the original word was changed. Also, the average frequency of the
similar words was higher for common original items. The second way words may be
perceptually more salient involves the nature of the distribution of letters
and/or phonemes which make up the word. In a second study, Landauer and Streeter
found that common and rare words contained different distributions of phonemes
and graphemes. From this observation, they concluded that assumptions of a
general perceptual equivalence between common and rare words may be unwarranted
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Acoustic-Phonetic Priming

and that word frequency effects may be due to structural differences between
wirds rather then experienced frequency.

Recently, Eukel (Note 2) has argued that word frequency effects may be
explained in terms of the phonotactic density of a4 .word; that is, the number of
"neighbors" whieh similar sounding words have in the 1lexicon. F®ukel asked
subjects to subjectively estimate the relative word frequencies of real and
nonsense words based on a magnitude estimation procedure developed by Shapiro
(1969) and Carroll (1971).  Subjects showed significant agrcement in 4 eir
Judgement of frequencies of nonsense words, and showed significant correlations
with lexical distance from English as measured by Greenberg and Jenkins (1964).
The implication of Eukel's findings is that subjects judge word frequency by
estimating the density of similar sounding words in the lexicon, rather %han by
referring to experienced frequency of occurrence in the language.

Recency has also been shown to he a factor which influences the word
frequency effect. Scarborcugh, Cortese, and Scarborough (1977) found that
although high frequency words were recognized faster than low frequency words in
a lexical decision task, there was little evidence for a word frequency effect in
a pronunciation task or an old-new recognition memory task. More importantly, in
the 1lexical decision task, earlier presentations of words (priming) produced
substantial reductions in the word frequency effect. Specifically, high and low
frequency words differed by about 80 msec with regard to recognition latency for
the first presentation. However, on the second presentation, the frequency
difference was reduced to 30 msec. Scarborough et al. suggested that the
modification of word frequency effects may be due, in part, to the recency with
which words have occurred in the experimental context as compared to their
experienced frequency of occurrence in the language.

From the previous discussion, it is obvious that regardless of what causes
the word frequency effect, it is an important phenomenon imn language processing.
Word frequency must therefore be carefully controlled in 1lexical access
experiments and accounted for in analyzing results or proposing new models of the
word recognition process.

Although little research has examined the effects of word length on word
recognition in great detail, results of several resent investigations report
evidence of a consistent word length effect. Specifically, Grosjean (1980) found
that as word length increases, the duration of the signal necessary for
recognition also increases (i.e., the word's isola‘ion time). One syllable words
were isolated more rapidly than twe-syllabls words, which, in turn, were isolated
more rapidly than three syllable words.

The importance of word lengtn in word recognition may be illustrated by
reference to the concept of critical recognition point (or optimal diserimination
point) preoposed by Marslen-Wilson (Note %). The critieal recognition point for
spoken words in isolation is the point at which a particular word, starting from
the beginning of that word, becomes uniquely distinguishable from any other word
in  the language beginning with the same acoustic-phonetic sequence
(Marslen-Wilson, Note 3). If Marslen-Wilson's concept is correct, then a decision
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about a nonword in a1 lexical decision task can be made at the point where the
nonword sound sequence diverges from the possible English entries in the lexicon.
A model which incorporates the concept of a critical recognition point would
predict that decision time relative to the critical phoneme offset should be
independent of where the critical phonems is in the linear phonemic sequence, and
of the total length of the sequence. Although decision time from critical

phoneme offset did remain constant for nonwords in the study conducted by
Marslen-Wilson, it is obvious that word length should influence word recognition

- since the critical recognition point will undoubtedly occur later in the sequence

for longer words than for shorter words.

The presence of context effects in word recognition demonstrates that
related context facilitates word recognition and unrelated context interferes
with word recognition. Context effects have Dbeen found when the context
consisted of word triplets which were related or unrelated in meaning
{Schvaneveldt, Meyer & Becker, 1976), incomplete sentences (Schuberth & Eimas,
1977), and low, medium or highly constrained sentences (Grosjean & Itzler, Note
4). In general, context effects have proven to be quite robust in affecting both
the speed and accuracy of word recognition in a number of different tasks.

In recent years, several models of word recognition have been developed
which attempt to account for word frequency, word length and context effects.
Each of these models contains certain assumptions about the representation of
words in the mental lexicon and how people access words stored in the 1lexicon.
ne of the first models of word recognition was the Logogen model, developed by
Morton (1979). This model uses the concept of a "Logogen" to account for how
words are recognized. In particular, Morton was initerested in accounting for
both the word frequency effect and context effects in recognition of isolated
words. To deal with these two diverse phenomena, Morton developed the concept of
a Logogen. A Logogen is a counting device which uses both sensory input and
higher levels of knowledge (i.e., context) to collect evidence that a word is
present as a stimulus, appropriate as a response, or both. The amount of
evidence needed to activate a particular Logogen determines its threshold. High
frequency wcrds are assumed to have lower thresholds than low frequency words, as
the threshold of a logogen is permanently reduced each time the logogen is
active. Contextual information serves to increment the logogen (or counter)
thereby making that word more sensitive and more available for response. In the
Logogen model, stimulus and context information combine directly via the logogen
for a particular word. When the threshold for the logogen is reached, the word
associated with the particular logogen is recognized. When a word is presented
in context, less information is needed from the stimulus in order to recognize
the word, thus, recognition occurs faster for words in context tnan for words in
isolation. As a consequence, the Logogen model is able to account for frequency
effects, and context effects In word recognition. ilowever, the model does not
take into account the internal structure of words (i.e., words can be
phonologically and morphologically related to each other). Moreover, the model

assumes that information ias uniformly represented from the beginning to the end

of a word.
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To account for frequency and context effects, Forster (1976) proposed 4
search model 1in which lexical access involves search of 4 master file and three
peripheral access files. The peripheral access files ineclude orthographic,
phonological and semantic/syntactic files which can he used to access an entry in
the mister file or lexicon proper. These files consist of bins containing
entries of similar descriptions. The entries are listed according to their
frequency of occurrence in the language such that high frequency words are
located at the %op of each bin. In this way, Forster's model predicts faster
reaponse times for high frequency words than for 1low frequency words, a
terminating search for worlds versus an exhaustive search for nonwords, semantic
relatedness effects between words, and various context effects in word
recognition. The most controversial assumption made by Forster is that of
autonomous levels of processing. His current search model does not support
interactive processing between various knowledge sources but assumes, instead,
that lexical access occurs using only sensory or bottom-up information contained
in the stimulus «nput. Context effects occur later in the system by means of
cross~-referencing between the peripheral and master files. Thus, top-down

knowledge can not be used to affect lower levels in the system which are involved.

in processing the acoustic phonetic input.

Recently, Marslen-Wilson and Welsh (1973) have proposed a model of word
recognition known as the Cohort model. This model assumes two separate stages in
the word recognition process. First, left to right sensory information in the
signal is used to activate a particular cohort -- a group of word candidates
which all begin with the same acoustic-phonetic sequence. Second, higher levels
of Knowledge and contextual information serve to deactivate those candidates
which are not likely to be the particular word, given additional information.
This deactivation process, therefore, reduces the size of the original cohort
set. However, despite this deactivation process, Marslen-Wilson and Welsh state
that an element in the pool of word candidates "may remain activated for a short
period thereafter" (Marslen-Wilson & Welsh, 1978, p. 56). Recognition is assumed
to take place when only one candidate remains active in the cohort.

The Cohort model assumes int2raction of sensory and contextual information,
as does the Logogen model. lowever, Marslen-Wilson and Welsh introduce thre
notion of deactivation of previously activated candidates into the word
recognition process. According to Marlsen-Wilson and Welsh, a word is recognized
at the point where it can be unijquely distinguished from all other words in the
cohort. The point a1t which potential candidates diverge from others in the
lexicon is called the "critical recognition point" of the word. Given a word's
initial cohort and a sentential context, it can be determined which candidates
will be deactivated due to inappropriate information. Thus, one can determine
when the stimulus word diverges from the other candidates in the lexicon and when
it will be .ecognized by analyzing the left to right acoustic informetion in the
signal. A major assumption of Cohort theory is the activation of all words in
the lexicon that begin with the same acoustic-phonetic sequence. This assumption
predicts that at any time, a large number of acoustically similar words are
active and could be recognized.
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As evident from this brief review, several models of word recognition .have
been proposed, and a numher of phenomena have been described in the word
recognition literature. One of the primary questions in word recognitica is how
words are represented in the lexicon and hence how they might be activated during
language processing. This question is the focus of the present investigation.
In particular, we are interested in whether or not possible word candidates are
activated during recognition of isolated words.

Cohort theory (Marslen-Wilson & Welsh, 1978) assumes that a "cohort" of all
lexical elements which begin with a particular accustic-phonetic sequence will be
activated during the earliest stages of lexical access. However, Marslen-Wilson
and Welsh do not specifically state what is meant by an acoustic-phonetic
sequence in this model. Although never made explicit, one assumption is that an
acoustic-phonetic sequence refers to the sequence of phon:mes present at the
beginning of a word. Although this assumption is implied Marslen-Wilson and
Welsh state explicitly that phonemes are not necessarily the input to the word
recognition system.

The wuse here of phoneme categories should not be taken as a
theoretical claim about human speech processing. In particular, I am
not necessarily claiming that the input to the word-recognition system
takes the form of a string of phonemic labels. (Marslen-Wilson, Note

3, p. 8)

...the use of a phonemic notation to specify the stimuli in the two
experiments here, and to determine recognitioa points, etc., should
not be taken as a theoretical claim. That is, I am not claiming that
the input to the human word-recognition system takes the form of a
gtring of phonemic 1labels. The reason that a phonemiec analysis has
been adequate here may mean only that phonemic labels tend to coincide
reasonably well with the sequential patterning of informationally
important variations in the speech signal. But as far as “he cohort
model is concerned, this sequential patterning could just as well be

delivered to the word recognition system in the form of spectral )

parameters or suditory features as in the form of segmental labels
(Marslen-Wilson, in press, p. 21).

The assumption that pho.uemes constitute an acoustic-phonetic sequence will
result in different predictions than an assumption that an acoustic-phonetic
sequence refers to morphemes or whole words or a sequence of power spectra
(Klatt, 1977). The present experiment was designed to determine the extent to
which cohorts are activated by the phonemes at the beginning of a stimulus word.

Given the robust effects context has on word recognition it seems
appropriate to use this effect tc learn more about the word recognition process.
Several researchers have found context effects in word recognition when using a
priming technique. This technique involves presenting stimulus items immediately
before 4 target item and recording the influence, if any, such prior
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Acoustic-Phonetic Priming

presentations may have on response to the target item. As mentioned earlier,
Scarborough, Cortese, and Scarborough (1977) found that frequency effects could
be modified by repetition of the stimuli during the test sequence.

Recently, Jakimik, Cole and Rudnicky (Note 5) conducted a study in which
subjects performed a lexical decision task with auditory stimulus items which
were related phonologically and/or orthographically. Jakimik et al. found
facilitation when successive words shared the same spelling. That is, the word
"nap" was recognized faster when it was preceded by the word "napkin". However,
there was no facilitation when successive words had the same pronunciation but
differed in their spelling (i.e., there was no facilitation of "spy" when it was
preceded by "spider"). This result susgests, therefore, that the 1lexicon
contains an orthographic representation of words and that subjects access a
word's orthographic representation in a lexical decision task.

To study the process of word recognition and, in particular, activation of s
word's cohort structure, we took advantage of the data obtained regarding context
effects in word recognition by using a priming technique in a lexical decision
tusk. If a set of cohorts is activated during word rucognition, then the
presentation of a prime sharing certain selected properties with a target, should
facilitate word recognition. That is, there should be a decrease in response time
to a target item sharing properties with a previously presented prime item. To
test this prediction we constructed several different primes. The prime items
were words or nonwords that were related to target items (words and nonwords) in
one of the following ways: 1) identical, 2) first phonemes are the same, 3)
first and second phonemes are the same, or 4) first, second, and third phonemes
are the same. In the identical prime condition, we predicted that the prime
should facilitate recognition of the target item. With respect to the shared
phoneme conditions, if cohorts are activated by the phonemes at the beginning of
words, then we would expect to find facilitation of the target for each of the
shared phoneme conditious, such that the condition involving three shared
phonemes will be faster than the two-shared phlonemes condition, which in turn,
will be faster than the one-shared phoneme condition. Since most models of word
recognition assume that nonwords are not stored in the lexicon, we expect that
the presence of a nonword prime should not facilitate a word target, and =
nonword target should not be facilituted by a word prime. Therefore, the response
to nonword targets should be slower overall than to word targets, regardless of
the priming condition used. However, Marslen-~Wilson and Welsh (1978) have arzued
that roaction times to classify nonwords should depend on the point where the
nonword diverges from all words in the lexicon beginning with the same sound
sequence (i.e., the critical recognition point). If this assumption is correct,
then nonword targets in which the critical recognition point occurs early in the
sequence of sounds for *hat item should be classified faster than nonword targets
in which the critical recognition point occurs later on in the sound sequence.

-10-
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Method

Subjects

Forty-two undergraduate students were obtained from a paid subject pool
maintained in the Speech Research Laboratory at Indiana University. Subjects
were paid $3.00 for their participation in the experiment. All subjects ware

-native speakers of English with no known history of hearing loss or speech

disorders.

Materials

Ninety~cight monosyllabic words (49 high frequency and 49 low frequency) were
obtained using the Kubera and Francis (1967) computational norms. The words were
sclected such that they included each of the following syllable types: 1) CVC 2)
CCvC, 3) CVCC, and 4) CCVCC. 1In addition, ninety-eight nonwords were formed from
the ninety-eight words by changing one phoneme in the word {e.g., best/besk).

Each of these one-hundred ninety-six target items were then paired with
seven separate primes such that the primes were related to the target in the

. following seven ways: 1) ident’ al, 2) a word with the same first phoneme, 3) a

nonword with the same first phoneme, 4) a word with the same first and second
phonemes, 5) a nonword with the same first and second phonemes, 6) a word with
the same first, second and third phonemes, and 7) a nonword with the same first,
second and third phonemes. Table 1 1lists some exemples of word and nonword
targets with their corresponding prime conditions.

A male speaker, seated comfortably in a sound attenuated IAC ©booth
(Controlled Acoustical Environments, No. 106648), recorded the target and prime
items on one track of a audio tape using an Electro-Voice D054 microphone and an
AG500 tape deck. The stimulus items were produced in the carrier sentence "3ay
the word ----- please™ to control for abnormal durations when words are produced
in citation form in isolation. The stimulus items were then digitized at a
sampling rate of 1C khz using a 12-bit analog-to-digital converter and then
ercised from the carrier sentence using a speech waveform editor (WAVES) on a PDP
11/%4 computer. The targets and their corresponding primes were stored digitally
ag stimulus files on a computer disk for later playback to subjects in the

experiment.

-11-~

b s
n




17

Table 1

Examples of Target Items and their Corresponding Primes

PRIMES

TARGETS 1 2 3 4
Word High

black . black burnt /brem/ bleed

drive ‘ drive dot /dalf/ drug
Nonword tligh

/bl f/ /olee f/ big /bav/ blind

[prazv/ /prarv/ point /pozxl/ priut
Word Low ‘

bald bald bank /brxl/ bought

dread dread cove /das/ drill
Nonword Low

/bald/ /bald/ bride /braxf/ bust

/drzd/ Jdrxd/ desk /dist/ drag

/blim/
/drat/

/blaz/

/prTl/

/b>f/
/drAb/

/bap/

Jdras/

bland

dried

blank

prime

balls

dress

bulb

drip

/blat/
/drarl/

/blaef/

/prazk/

/balf/

/drén/

/bain/

/drxs/

8
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Procedure

B LTS 22

Subjects were run in groups of four or less. The presentation of stimuli
and collection of data were controlled on-line by a PDP 11-34 computer. Subjects
heard the stimuli at 75 dB SPL with background t.ise at 45 dB SPL (re. .,0002
dynes/cm2) over a pair of TDH-39 headphones. Subjects were asked to perform a
lexical decision task for the one hundred ninety-six test items. The subject
reaponded "word" or "nonword" as quickly and as accurately as possible after the
presentation of each target stimulus item.

A typical trial sequence proceeded as follows: First, a cue 1light was
presented for 500 msec at the top of the subject's response bex to alert the
subject that the trial was beginning. Then there was a 1000 msec pause followed
by an auditory presentation of the prime item. The subject was not required to
respond overtly in any way to the presentation of the prime. An interstimulus
interval of 500 msec intervened between the prime and the presentation of the
turget item. The subject responded "word" or "nonword" to the presentation of
the target item on each trial. TImmediately following the subject's response, the
comput?r indicated which response was correct by illuminating the feedback light
above the aprropriate response button. The subject's response (i.e., word vs.
nonword) was recorded as well as response latency. Latencies were measured from
the onset of the target item to the subject's response.

3ix subjects were run in each of seven conditions for a total of forty-two
subjects. Subjects received ninety-eight word and ninety- eight nonword targets,
half of which were low frequency and half of which were high frequency. There
was an equal number of words primed by each of the seven prime types. The
distribution of primes for nonword targets was the same as for the word targets.
The prime-target pairs were counterbalanced across the seven conditions.
Presentation of prime-target pairs was randomized for each session, and subjects
were never presented with the same target nor prime on any of the one hundred
ninety-six stimulus trials.

Results

The data from the preseat experiment were analyzed with respect to two
dependent measures: response accuracy {(word vs. nonword) and response latency.
Mean response times and error rates were calculated across subjects and
conditions and subjected to an analysis of variance.

The main results avre shown in Figure 1. The top half of the figure displays
averaged response times, the bottom half shows percent errors for the four types
of target stimuli as a function of seven prime types.

>
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Insert Figure 1 about here

As typically found in lexical decision tasks, the lexicality (word-nonword) main
effect was significant for the response time data (F(1,41) = 42,78, p <.001) and
percent error dats ‘F(1,41) = .0.16, p < .002). The mean response time for words
was 968 msec and for nonwords 1041 msec.

In addition, as expected, there was a2 significant frequency effect for
response times (F(1,41) = 29.16, p < .001) and error rates (F(1,41) = 35.62, p <
.001). High frequency items were responded to faster and more accurately than
low frequency items. The overall mean response time for high frequency target
items was 990 mRec and for low frequency items 1019 msec. A frequency by
lexicality interaction was also observed. This interaction revealed that the
frequency effect was different for word and nonword items. A simple post-hoc
effects test confirmed that word targets were affected significantly by the
frequency manipulation (F{1,78) = 53.12, p < .01) but nonword targets were not
(F(1,78) = 1.37, N.S.). This result is illustrated in Figure 2. The top half of
this figure displays averaged response times for high and low frequency word
targets for each of the seven prime types, and the bottom half of the flgure
displays averaged response times for high and low frequency nonword targets as a
function of the seven prime types. Note that the curve for Thigh frequency words
shows consistently faster response times than the curve for low frequency words.
The lower half of the figure shows that this frequency effect was not obser-ed
for nonword targets.

- D D D D s S D e e P e O D D e S an

The overall analysis of variance also revealed a main effect of prime type
on response times {F(6,246) = 34.75, p < .0Cl) but this effect was not found for
error rates (F(6,246) = .23, N.S.). Figure 3 shows the response times of word
and nonword targets averaged over frequency as a function of prime type.
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Figure 1. Response times (top panel) and error rates (bottom panel) of four
types of target items (high frequency words, low frequency words,
nonwords derived from high frequency words and nonwords derived from
low frequency words) for the seven prime types (identical, word3,
word2, word!, nonwrd3, nonwrd2, nonwrdi).
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A oimple effects test of this interaction revealed that both word and nonword
target items were significantly different by prime type (F(6,492) = 16.%1, p <
-01, for words and F(6,492) = 21.01, p < .01, for nonwords). In the Newman-Keuls

- analysis, Identical primes were significantly different than all other prime

types (p < .01). However, the shared phoneme prime types (Word3, Word2, Wordl,
and Nonword3, Nonword2, Nonword!) were not significantly different from each
other. This result was found for identical word and nonword target items and can
be clearly seen in Figure 4. In this figure, word and nonword prime types are
collapsed and compared with identical prime type.

As shown here, the difference between identical prime type and word/nonword prime
types holds for both high and low frequency word targets (left panel) and nonword
targets (right panel).

Discussion

The results of the present investigation replicated several well-known
phenomena found in the word recognition literature. Specifically, our analysis
revealed a lexicality (word-nonword) effect that has been consistently found in
lexical decision tasks. The increased response time to a nonword target when
compared with word target items is a robust finding that has been incorporated
into most contemporary models of word recognition. We replicated this effect in
the present study.

Several theories have tried to account for this word-nonword effect by
proposing that nonwords are not stored in the mental lexicon. Accordingly, a
listener will only "recognize" a nonword as such after searching through the
stored list of words without finding the target item. The Cohort model proposes
a different process which predicts different results. According to Cohort
theory, a nonword is recognized at the point where it diverges from all of the
words in the cohort. This theory predicts that nonword items will only produce
slower response times to the extent that the nonword item diverges from the word
candidctes later in the item. In the present inveatigation all targets were four
or five phonemes in length. All nonword targets diverged from word candidates at
the fourth phoneme, 2and all word targets were only distinguished from other
candidates at the fourth or fifth phoneme (for twenty of the ninety-eight cases).
For these stimulus items, Cohort theory would predict that nonword targets should
show equal response times or possibly faster response times (for the twenty
previously mentioned items) when compared to word targets. This was not the
case. In terms of predicting response time our results do not appear to support
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the concept of critical recognition point for nonword targets as proposed by
Marslen-Wilson and Welsh (1978). Although Marslen-Wilson and Welsk would predict
faster response time to nonword targets ihan to word targets for the stimulus
items used in the present investigation, we found the opposite to be true. Our
results revealed faster response times for word target items than for nonword
target items, despite the fact that the critical recognition point occurred in
nonword targets at the same point, or earlier, than in word targets.

In addition to a word-nonword effect, we also observed a strong frequency
effect in the lesical decisicn task. High frequency target items werec responded
to faster and more accurately than 1low frequency items. However, subsequent
analyses revealed that this frequency difference was only present for words and
not for nonwords derived from high and low frequency words.

Two of the word recognition models summarized earlier have been successful
in trying to account for word frequency effects in word perception. Forster
(1976) proposed that words stored in the mental lexicon are ordered by frequency
with high frequency words at the top of the list in each bin. The Logogen model
(Morton, 1979) proposes that the frequency of a word modifies the threshold of
the logogen for that word, «uch that high frequency words have lower thresholds
than low frequency words. Surprisingly, the Cohort model (Marslen-Wilson and
Welsh, 1978) does not attempt to account for word frequency despite its presence
in word recogrition experiments. Of course, it would be relatively easy to
modify Cohort theory to deal with frequency by ordering members of the cohort by
frequency.

Several current explanations of the eoffects of word frequency can account
for the discrepancy in the frequency effect for words versus nonwords observed in
the present study. The traditional view of word frequency (i.e., word frequency
as "experienced" frequency) and frequency as recency (proposed by Scarborough,
Cortese and Scarborough, 1977) suggest that nonwords should not show a frequency
effect at all since one does not normally have experience with nonwords in using
the language. Thus, these accounts of word frequency might predict the pattern
of the word frequency effects obtained in this study.

On the other hand, the views of word frequency proposed by Landauer and
Streeter (1973) and Eukel (Note 2) are less successful in accounting for the
present results. Landauer and Streeter suggest that the phonotactic structure of
high and low frequency words may be the factor which influences the response
times to them, vather than their experienced frequency per se. In the present
investigation, all nonword targets were derived from word targets by changing one
phoneme in the word. In addition, the changed phoneme was balanced across each of
four phoneme positions. Therefore, the structure of the nonword targets was
closely related to the structure of the original word targets from which they
were derived and should seemingly produce a frequency effect if Landauer and
Streeter's structural hypothesis is correct. However, if the nonwords in the
present study did not maintain the structure of their corresponding word targets,
then Landauer and Streeter's explanation might account for the pattern of results
observed here.

-20-
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A similar situation arises when one considers Fukel's (Note 2) view of the
affects of word frequency. According to Bukel, word frequencies are judged by
estimating the deunsity of similar sounding words in the lexicon. Eukel found
that subjects' judgements of the frequency of nonsense words showed a significant
correlation with their judged distance from English. For example, ARTY can be
changed to ARMY, which can be changed to ARMS, by substituting oae phoneme for
each transformation. HlHowever, two substitutions are required %c change ARTY to
ARMS. Therefore, ARTY is closer to ARMY in the lexical space, based on a phoneme
substitution matrix (Bukel, Note 2). The implication is that word frequency is
Judged by estimating the density of similar words in the 1lexicon (i.e., the
frequency of ARTY would be judged relative to the frequency of ARMY). if Eukel's
proposal is correct, and the nonwords in the present study were similar enough to
the word targets from which they were derived, one would predict a frequency
effect for nonwords. Such an effect was not observed.

The effects of the different prime types on response time wers, of course,
of primary interest to us in this investigation. We expected that response times
to targets preceded by identical prime items would be faster than any of the
shared phoneme prime types. This prediction was confirmed consistently and very
strongly in our data. In addition, we expected to find facilitation of the
ghared phoneme conditions such that response times to three-shared phonemes would
be faster than two-shared phonemes, which in +turn, would be faster than
one-shared phoneme. Our vesults were not consistent with this prediction. The
six shared phoneme prime types did not differ significantly from each other.
These results demonstrats that response times to target items were not primed by
words with the same first, second or third phonemes as the target. The results
suggest that the repetition effect found by Scarborough, Cortese and Searberough
(1977), as well as the priming effects seen in the present investigation for
identical items, may Ve caused by semantic priming rather than some exact
acoustical correspondence between the structure of prime and target items. In
short, our specific rnredictions, derived in part from Cohort theory, were not
confirmed.

The pattern of results we obtained in the lexical decision task appears to
b2 in conflict with results recently reported by Jakimik, Cole and Rudnicky (Wote
5). These investigators found that response times decreased when auditcrally
presented target items were preceded by items which shared the same initial
spelling (e.g., "nap" preceded by "napkin"). However, they found no facilitation
of response times to a target item when it was preceded by an item which did not
share the same initial spelling (e.g., "spy" preceded by “"spider"). An analysis
of the orthographic relationship between the primes and target itemc used in the
present study revealed that of the 1,372 primes used, only 155 of them were not
orthographically rvrelatei to the target (e.g., in the Word! prime coniition,
"come" was usad to prime the low frequency word target "quill"). However,
despite the large number of primes ani turgets which were orthographically
related, we did not replicate the priming effect repurted by Jakimik et al.

An examination of the Jakimik et al. study revealed one major difference.
Jukimik et 2l. included an unrelated priming condition as a control. 1In the
present investigation, results from the sharedi gheneme conditions were compared
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to an identical priming condition. OQur results revealed no acoustic priming,
whereas Jakimik et al.'s intsrpretation suggested the presence of acoustic
priming. 1If an unrelated condition was incorporated into our design, we might
very well find that this condition has the slowest response time of all. If this
result was obtained, the interpretation would be quite different than the preseant
one. Under such circumstances, it would appear that the shared phoneme
conditions do facilitate reccgnition of the target item. However, the number of
shared phonemes (i.e., three, two or one) would not be the critiecal variable as
shown by the results of this investigation. Rather, such a result would suggest
that only the first phoneme is critical in priming a target item. In the present
study, we found no effects of acoustic similarity or overlap on response times
(i.e., three, two and one phoneme priming did not differentially affect response
times as we predicted). Further, this result could be used as evidence that an
acoustic-phonetic sequence, as proposed by Marslen-Wilson and Welsh, is, in fact,
constituted by only the first phoneme in the stimulus. Thus, a major prediction
nf the Cohort theory with regard to activation of words sharing an initial
acoustic-phonetic sequence appears to be incorrect.

In summary, the results of the present investigation revealed both word
frequency and word-nonword (lexicality) effects, as commonly reported in the word
recognition literature. With regard to primed conditions, identical prime-target
pairs resvlted in decreased response times and error rates for the target item,
a8 anticipated. However, no differences in acoustic priming were found when the
target item shared one, two or three initial phonemes with the prime item. OQur
results, therefore, do not support a major assumption of cohort theory that a set
of word initial cohorts are acitvated by the acoustic-phonetia information at the
beginning of a stimulus item. This conclusion is based on the finding that the
first three phonemes in the prime items d4id not differentially aftect responae
times t> phonetically related target items.
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Abstract

This paper describes a new method of measuring cognitive processing 1load
while listening to spoken passages of text. 1In a. analog of sentence-by-sentence
reading tasks, subjects controlled the latency to output successive sentences of
the passages. To test the measure's validity, a number of key factors that have
proven to be reliable in studies of written texts were manipulated. Several of
the factors pertained to the texts' structure, such as normal vs. random order of
the parts of the text, height or centrality of the ideas, and narrative vs.
expository genre. Another factor involved manipulation of the subjects' goals in
listening. One group of subjects 1listened in order to answer questions
(comprehension condition) while another group listened to produce verbatim recall
protocols. In reading studies, latencies of recall subjects typically are higher
than those of comprehension subjects, and 1latencies of subjects reading
randomized texts are higher than of those reading normally ordered texts. Both
results were replicated in this study. The height factor was not as important to
these subjects as it was in earlier reading studies. The texts' genre was almost
irrelevant. . An unexpected factor was text length. Subjects produced shorter
latencies for shorter texts: .ue data supported an interpretation that the
beginning sentences of a text contain clues to the text's lengih.
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Over the past 10 years there has been a profound shift in the level of
analysis that psycholinguists deal with. Whereas the primary ecmphasis used to be
on the sentence (Johnson-laird, 1974; Levelt, 197&), it has now shifted to
larger, text-level units such as paragraphs, stories, or expository discourse
(Kintsch, 1974; de Beaugrande, 1980; Tannen, 1982b). These studies have
investigated a number of issues with a variety of experimental techniques.
Severel researchers (Kintsch and Keenan, 1973; Cirilo and Foss, 1980; Haberlandt,
1980) have used sentence-by-sentence reading time to measure input processing.
Others (Graesser, Hoffman, and Clark, 1980; Brunner and Pisoni, 1982; Hildyard
and Olson, 1932) have used question-answering after input as a3 comprehension
measure of what is derived from the text. Still others (Fredericksen, 1972;
Kintsch, Kozminsky, OStreby, MHeKoon, and Keenan 197%; Mandler anrd Johnson, 1977;
Thorndyke, 1977) have had subjects produce recall protocols to measure what is
retanined over time. Reder (1980) provides a comprehensive review of the
literature in the entire area.

A primary drawback of research on text comprehension is that it has been
based almost entirely on studies of reading. What has been done with spoken
passages has generally used post-input measures, either recall (Fredericksen,
1972; Rubin, 1978) or comprehension (Hildyard and Olson, 1982). Of course, the
main reason for this is the ephemeral nature of spoken language. While writing
is fixed in space and thus can be held for a controlled period of time (by
experimenter or subject), the transitory nature of spoken language makes it much
more difficult to control, and thus more difficult to do experimental work with.
This is unfortunate, because it means thut our conception of discourse processing
is almost entirely based on reading, a self-paced language process which requires
yeurs of training and practice (Kavanagh and Mattingly, 1972).

Th2 present research was directed at three goals. The first concerns our
interest in developing a better measure of spoken language processing and
comprehension. Levelt (1978) describes the lack of good "on-line" measures of
speech processing at the sentential level. Since that review, Grosjean (1930)
has developed a reliable measure through excising small segments of each word's
waveform, and Wingfield and Nolan (1978) have measured the locations of where
subjects stop a taperecorder while listening to compressed speech ({speech with a
higher information load per unit time than normal speech). However, both of
these measures are fairly gross since they do not focus on response latencies.

This study is a preliminary step in the direction started by Wingfield and
Nolan toward a more precise on-line measure of speech processing. The greater
precision comes from using a computer-controlled digital waveform rather than the
taperecorder's analog waveform. In this report, a procedure from research on
reading has been borrowed: break a passage into units of sentence length, ~nd
allow subjects to determine the speed of presentation by pushing a button for
cach successive sentence.

At first glance, this approach may not seem entirely reasonable for use with
spoken text, for while an entire written sentence can be presented at once and
reading time measured, a spoken sentence is an acoustic stimulus presented over
time and presumably processed during that time (Marslen-Wilson and Weleh, 1978).
Vur common experience is that spoken conversation takes place very rapidly. with
2 minimum number of extended pauses between sentences. However, in conversation,
speakers are exchanging information (both verbally and non-verbally if in person)

J4
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and they share common knowledge of each other or the topic and use other
contextual factors to support understanding (Kay, 1977). It is quite a different
situation not only to listen to a passage on what ray not be a familiar topice
spoken by someone who cannot be communicated with (whether on tape, TV, or radio)
but moreover to 1listen to that passage for a particular reason. Therefore it
does seem reasonable that a sentence-by-sentence listening task could produce
meaningful and reliable results in an experimental situation. Given that such an
on-line measure of spoken text processing is logically possible, initial studies
with it should examine two major issues which have been explored in the reading
literature, text structure and the reader's goals.,

Text Structure

Texts encode a hierarchy of information. Some ideas are more central and
thus are given more processing time at input (Cirilo and Foss, 1980; Cirilo,
1981) and are recalled better over time (Kintsch, 1974; Kintsch et al., 1975).
Kintsch's (1974; Turner and Greene, Note 1) method of describing text structure
in terms of semantic propositions accounts for these data nicely. It alsc
accounte Jor sentence-by-sentence reading times better than simple measures base¢
on the number of words in a sentence or text (Kintsch and Keenan, 197%),
Maintaining an equal number of words but doubling the number of propositions in a
sentence caused reading times to double as well.

A c¢ifferent approach has been used to describe the structure of stories in
terms of episodic constituents (Thorndyke, 1977; Mandler and Johnson, 1977).

An episode is defined from the point of view of a protagonist who is faced
with a problem and tries to solve it. The problem is triggered by events in the
beginning (B) of the episode. Then the hero reacts (R) to the problem, he or she
formulates a goal (G) and attempts (A) to achieve the goal, producing a certain
outgome (0). The episode concludes with an ending (E) .... (Haberlandt, 1980, P
100

Recall is best for the events which form the beginning of the episode, the
actions which constitute the hero's attempt to achieve the goal, and the outcome
of his efforts. Controlling for serial position, Haberlandt (1980) found that
reading time is elevated above a story's mean for the beginning and ending
segments of episodes, and he attributed the results to greater encoding for
initializing or finalizing an episode as s unit.

The robustness of a story's intrinsic order has been examined in several
studies which presented the constituents in scrambled order (Kintsch, Mandel, and
Kozminsky, 1977; Rubin, 1978; Haberlandt, 198Mn). Haberlandt (1980) found that
reading time for the beginning and ending segments was higher than the mean of
sentences in the story even when those two segments were not the first and 1last
sentences presented. Kintsch et al. (1977) found that overall reading times were
longer for a story whose paragraphs were scrambled compared to normal order.
However, recall time and recall protocols of scrambled stories were not
significantly different from those of normal-order stories. Kintsch et al.
concluded that subjects re-ordered the stories while reading them.
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In contrast to the number of studies done explicitly on narratives, very
little experimental work has been done on expository texts or essays. Recently,
Olson, Mack and Duffy (1981) found that this genre produces a flat serial
position curve in reading times for sentences, whereas narcatives produce a
downward sloping curve. "he downward slope follows from the predictable
structure of a narrative described above, whereas the flat curve for essays
results from a less predictable, more open-ended format (Olson, Duffy, and Mack,
1980). Graesser et al. (1980) found that wsubjects' ratings of texts'
"narrativity" was the most significant factor in a regression analysis of
sentence~by-sentence reading time, accounting for 0% of the variince.
Narrativity was defined by the experimenters as "events unfolding in time."
Texts low in narrativity {(i.e. expository passages) had significantly higher
reading times than those high in narrativity.

In summary, four major findings dealing with the structure of texts have
been revealed by reading time studies. The number of propositions in a sentence
is more important than the number of words, episodic units wure psychologically
salient, reading times for randomly ordered pacsages are longer but the original
order is recoverable, and expository texts produce longer reading times overall
than narratives.

The Reader's Goals

The second major set of findings in text-processing may be summarized by
stating that a person's initial goals in reading a passage markedly affect how
the passage is read, what information is derived from it, and what is retained
(Fredericksen, 1972; Aaronson, 1976; Aaronson and Scarborough, 1976; Graesser et
al., 1980; Cirilo, 1981). Fredericksen (1972) had subjects listen to one passage
and perform a task together four times in succession. All subjects wrote recall
protocols at the end of four repetitions. At that time, subjects who had listened
to the passage and recalled it each +ime produced better verbatim recall
protocols with fewer inferences and elaborations than subjects who had listened
each tim2 only to solve the problem stated in the passage.

Using Rapid Serial Visual Presentation (RSVP), a technique developed by
Forster (1970), to study sentence reading, Aaronson and Scarborough (1976} found
a number of important differences in reading times between subjects instructed to
read for the purpose of recall and subjects instructed to read for comprehension.
Recall subjects spent more time reading, and their word-by-word response
latencies reflected the surface syntactic structure of the sentences. OCn the
other hand, comprehension subjects' reading times reflected the semantic
structure of the sentence materials. Their reading times were longer for Kkey
content words in sentences and decreased with contextual redundancy. Thus,
different classes of structural components affected reading “imes only as a
function of the reading task presented to subjects and their consequent
processing goals.

Graesser et al. (1980) also found elevated reading times under recall
instructions in sentence-by-sentence reading of passages. The effect was
marginally significant, however, probably because the 'recall’ subjects were
actually told they would have to write an essay about the passages. Regression
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analysis showed that these essay subjects were more sensitive to macro-structural
variables in the passage than were the question-answering subjects, who were
presumed to be carrying out analysis appropriate for comprehension. These
recults indicate that these recall subjects were reading for gist meaning more
than either the question-answering group or the subjects in Aaronson and
Scarborough's recall group.

More recently, Cirilo (1981) had subjects read passages under instructions
which emphasized either macrostructure (general comprehension) or microstructure
(recall). The macrostructure instructions produced shorter sentence-by-sentence
reading times than the microstructure ones. More importantly, however, the
macrostructure reading times were affected by the propositional height or
centrality of co-references in the text. Reading times in the microstructure
condition were not only longer, but they were also affected more by the presence
¢r absence and the distance of co-references in the text. Once again, reading
times under recall instructions were longer and were affected more by superficial
properties of text structure, while reading times under comprehension
instructions were affected more by the underlying semantic structure of the text.

The Present Study

We were interested in examining how listeners process spoken texts. More
specifically, we wanted to measure listening times and assess whether these would
be affected %y the same text variables and processing goals that affect reading
times. The first variable we manipulated in this study was normal- vs.
random-order presentation of the sentences i1 the texts, a between-subjects
factor. The basic predictions for this factor were that sentence latencies for
the random-order condition would be higher than in the normal-order condition and
that there would be no decrease in latencies over serial position for the
random-order narratives, whereas there would be a decrease for the normal-order
narratives. As noted earlier, Olson et al. (1981) found that the predictable
structure of normally ordere’ narratives created shorter reading latencies for
sentences later in the passage.

The second variable was related to processing gcals. One group of subjects
was told they would have to answer questions about the content of the texts
(comprehension condition); the other group was told thzy would have to recall the
texts verbatim (recall condition). Recall subjects were expected to have higher
sentence latencies than comprehension subjects. Moreover, we expected their
latencies to be affected more by surface properties of the syntactic structure
than comprehension subjects, whose listening times should be affected more by
semantic factors and the macro-structure of the texts. These predictions follow
directly from the findings of studies on the reader's goals that were discussed
earlier.

In order to assess the effects of manipulating processing goals, several
measures of surface structure and of semantic organization were obtained. Surface
structure measures that were computed for each sentence included: the number of
words, the number of propositions, the number of predicate propositions, the
number of modifying propositions, the number of connecting propositions, the
physical duration of the individual sentence. We also determined the overall
length of each entire text. For a syntactic measure, the number of syntactic
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units, i.e. clauses, verb phrases, noun phrases, prepositional phrases, =tc. was
computed.

The semantic measures that were selected for our analyses were based on
Kintsch's (1974) propositional system. Kintsch divides a passage into meaning
units consisting of a relational operator, or predicate, and arguments {Turner
and Greene, Note 1). Kintsch and Keenan (1973) found that sentence reading times
were rel: .ted more closely to the number of propositions than the number of words
in a text. Thcs also found that the number of propositions recalled was a
function of the propositions' height in the propositional structure, a measure of
how 'central' an idea is %0 a story. Cirilo and Foss (1980) found that
increasing a sentence's propositional height elevated reading times for that
sentence, independent of its serial position. The height of individual sentences
across texts was not controlled systematically in this study, although we
expected to find an elevation of reading times for sentences with greater
propositional height.

The propositional structure of a text could affect listening times in two
other ways. First, the change in propositional height from one seuntence to the
next might cause an elevation in listening times rather than simply the absolute
height of a single sentence. Propositional height decreases when an idea is
elaborated on with details that are not central to the text as a whole. Height
then increases whet the elaboration stops and discussion of another central idea
begins. The jump to a new idea should increase processing time partly because it
is new or different information and partly because the listener recognizes the
centrality (importance) or height of the new idea. To see the height effect
alone, the effect of 'new ideas' would have to be controlled for. Indeed,
Graesser et al. (1980) found that the number of new argument nouns in the
propositions of a sentence was a significant factor in accounting for reading
times. Thus, a count of the number of new argument nouns, as well as the number
of new content words, was made for every sentence in each of the stories. The
height in the propositional text base was determined by methods described in
Kintsch (1974) and Kintsch and van Dijk (1978). An ordinal level of height was
determined for every proposition, and a sentence's height was simply the mean of
all its propositions' levels. The difference in height for a sentence was
determined by subtracting the height of the previous sentence.

The second way for the propositional structure to affect input time : seen
in the processing model of Kintsch and van Dijk (1978). As a reader or listener
moves from sentence to sentence, his limited short-term memory capacity retains
only a subset of the propositions from the previous sentence(s). New
propositions are linked to those propositions via shared arguments. In the
Kintsch and van Dijk model, each period of linking is called a cycle, and through
the cycle a coherent representation of the text is formed. However, sometimes
there is no argument overlap between propositions in the buffer and incoming
propositions. In this case, long-term memory must be searched to provide an
overlap, and this operation requires additional time. To determine a specific
value for the extra processing time spent on each sentence, a count was made of
how many cycles back one would have to search to find an overlapping argument and
how many propositions one would have to retrieve to 1link the incoming
propositions with the propositions in the buffer. This measure was approximately
a combination of two factors which Kintsch and Vipond (1978) considered to
contribute to the extra load, reinstatement searches and reorganizations.
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Parameters for the Kintsch and van Dijk (1978) model also include the size
of the processing cycle (number of propositions, clause, sentence, or whatever)
and the number of propositions carried in the buffer between cycles. Kintsch and
Vipond (1978) found that a buffer size of 4 propositions and a cycle size of one
sentence fit their data best. To determine which propositions were carried, they
ugsed a ‘'leading edge' strategy, starting with the highest proposition in the
vuffer at the end of the cycle and taking it plus the next three connected to it,
giving priority to the latest additions. But this strategy often brings in
propositions which may not have had any new propositions linked to them for
several cycles. Thus, we also used a strategy in which the first proposition
chosen for the buffer was the highest one to which a new proposition (or one from
memory) had been linked in that cycle. Because the criterion for choosing the
first proposition was the recent linking of another proposition, we called this a

'recency’ strategy. After choosing this proposition, three additional

propositions were chosen as in the leading-edge strategy.

Linking a text's propositions together as a coherent structure may be
considered a macro-process, a process very different from the micro-processes of
reading or listening to words or parsing syntactic units. Graesser et al. (1980)
found that macro-processing accounted for a larger proportion of the variance in
reading times than did micro-processing, whether subjects read texts to answer
questions or to write an essay. The single largest component of the
macro~processing was narrativity, as judged by the subjects. Olson et al. (1981)
found a significant difference between reading times for narrative passages and
reading times for essays or expository texts. 1In order to assess whether there
were differences in sentence-by-sentence listening times due to text genre, this
factor was included in the design by using two fairy tales and two expository
texts. :

Method

—————— 0.

Subjects and design

A total of 60 subjects participated in the experiment. Half of them heard
the texts in normal order and half heard them in random order. Within each
order, half of the subjects (15) were given comprehension instructions and half
were @given recall instructions. Subjects in the normal-order condition
participated to fulfill a research requirement for an Introductory Psychology
class. Subjects in the random-order condition were paid three dollars for
participating. All subjects ran in the experiment one at a time.

Materials

Four passages were used in the study. Two were expository texts modified
from articles in a newsmagazine. One of them (Dormitories) was short (12
sentences), the other (Locomotion) was long (19 sentences). The two narrative

texts were modified from those used by Cirilo (1981) in order that the number of

sentences, i.e. the number of output units for a subject, and their syntactic
complexity, i.e. use of conjunctions, participial phrases, etc., approximated the
expository texts (1). One narrative (Hanuman) was short (13 sentences) and the
other (King's Ring) was long (20 sentences).
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The =uthor reccrded the texts on audiotape with a professional-quality
microphone (Electroveice DN%54) and taperecorder (Ampex AG-500) in a
sound-attenuated IAC bootnr. These analog recordings were then converted via a
12-bit A/D to digital form s that precise measurements of sentence duration
could be made, so tha: precise "splicing" of each sentence from the whole story
into its own unit for presentation could be done, and so that sentences could be
presented directly from a computer, thus allowing millisecond accuracy in the
collection of response latencies.

The random-order versions of the texts were created at the time of the
experiment by the -experiment control program. A random number generator
determined which sentence would be presented at a given serial position for every
text. Thus, every passage was presented in a unique random order to every subject
in this condition.

Table 1 provides a description of the stories.

Ingert Table 1 about here.

Despite containing more sentences, the narratives were physically shorter
(6%3.15 secs) than the essays (79.05 secs). The ‘'duration' measure is the sum of
the sentences and does not include natural pauses between sentences during the
reading of the text because experimental output units ended precisely at the end
of the acoustic stimulus. The longer durations for expository passsges were
partly a function of there being more words in these texts, but not entirely so.
While the Dormitory passage was %0% longer than the Hanuman passage, it contained
only 12% more words, and while the Locomotion passage was 23% longer than the
Ring passage, it had only 4% more words. These differences can be seen directly
in the fact that the average duration per word was longer in the expository texts
(mean = 307 msec) than the narratives {mean = 263 msec).

Olson et al. (1981) have recently described the difference between these two
text genres; narratives have a well-known structure so that the last half of the
text is easy to predict and rveading times should decrease. HEssays do not
typically have such a well-defined structure and reading times should therefore
remain at text-initial level. Assuming that the two genres have approximately
the same latencies at their beginnings, essays should take 1longer to process
overall. The measurement data from the productions indicate that the talker was
sensitive to the differential need at input and therefore spent more time
speaking the expository texts than the narratives.

The fact that the speaker accounted for the different needs for the two
genres is also shown by the correlations of number of words in a sentence with
the time per word in production. One factor that would make a text easier to read
or to listen to is the redundancy of its information. Redundancy would be
expected to show up most clearly in the longer sentences of a passare, where the
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Table 1

Sentence-by~Sentence Listening

Description of Texts

Title of Text

1 2
Variables Dormitory Locomotion
Length
Duration 64.97 93.13
Number of
sentences 12 19
Mean sentence
duration (sec) 541 4.90
Duration range 2.5=9.45 1.2-9.97
Vords
Number 202 319
Mean number
per sentence 16.83 16.78
Range
per sentence 9-32 5=-30
Msec per word 522 292
Correlation of
number of words
and msec - 15 42
per word,
by sentence
Propositions
Number 91 158
Mean number
per sentence 7.58 8.27
Range of number
per sentence 3=14 3-16
4

3

Hanuman

50.50

13

3.88

1 . 6"‘50 87

-.36

78

6.0

4
King's Ring

7579

20

3,78
1-0 8‘70 77

307

15.35

6=28

246

‘001
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greatest amount of information could be encoded if the passage was not redundant.
The predicted effect is that word-by-word reading times would be shorter in long
sentences of easy texts than in short sentences of easy texts. Of these four
passages, a strong negative correlation of sentence length and time per word in
production was found only in the Hanuman passage, the short narrative. Both
length of text, in the Ring passage, and the expository genre, in the Dormitory
passage, sharply attenuate the affect, and when these two factors are combined,
in the Locomotion passage, they turn the correlation positive. When the entire
text was long or of a less well~-structured genre, the speaker maintained or
slowed his rate of speaking on longer sentences rather than increasing it.

The final poi-t to make in the description of the texts is that the number
of propositions ~i tsch, 1974, Turner and Greene, Note 1) is greuter for
expository texts t.an for narratives: 17% more propositions in the Dormitory
text than in the Hanuman story and 15% more propositions in the Locomotion text
than in the Ring story. This is interesting because these percentage increases
are closer tc the increases in total duration than are the percentage increases
in number of words. As Kintsch and Keenan (197%) found for silent reading times,
propositions account for duration better than words do.

The questions to be answered in the comprehension condition were of a very
specific design. Five questions were composed for each story. The first two
simply probed memory for specific words in the passage to test recognition of
surface structure. One word was from a high propositional level in the text base
(as described by Kintsch, 1974), and the other was fiom a low propositional
level. ''wo more questions probed memory for information contained in one or more
clauses in the passage, in order to test integration and storage of information
across a set of ideas. Again, one question was from a high propositional level
and one was from a low level. Finally, one question could not be answered
directly from information in the text, but required an inference derivable from
the text. These questions were all answerable with a True or Yes response, and
for every question, a corresponding False or No question was formed, often by
just negating the affirmative. For the single words, an antonym uot containing
the root replaced the key word. Two sets of questions were created, each set
contained half True or Yes answers and half False or No answers. Questions whose
positive form was in the first set had their negative form in the seconi.
Comprehension subjects were randomly assigned to receive one or the other set of
questions.

Procedure

The experiment was controlled by a PDP-11/34 mini-computer. Subjects ran
o.e at a time so they could control the latency to output each sentence. They
sat in a booth with a CRT monitor mounted at eye level and a 7-button response
box on the table in front of them. The stimulus materials were presented over
TDil~%9 headphones at 80 dB SPL (0dB = .0002 dynes/cm2) with a background of %0 dB
white noise to mask the low-level transie.cs at the onset and offset of each
sentence. Instructions were presented on the CRT. However, eight sentences were
output over the headphones to give subjects some experience with the experimental
procedure before the presentation of a practice story. These auditory
instructions actually contained no critical information about the procedure, but
either reiterated what subjects had already read or explicitly described what
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they were experiencing; e.g. "You now know that each senience starts almost
immediately after you push the button, and never before."

After all the instructions were presented, subjects were given a practice
text to familiarize themselves with the task and the presentation method in an
experimental situation. While the practice text's genre was expository, its topic
was "The Myth of Santa Claus" and thus gave it a fairy-tale quality akin to the
experimental narratives. Immediately before this text, and before each test
passage, the sentence "New Story Coming Up !!!" was displayed on the CRT until
the subject pressed button 4, which was marked "Continue." Then, after a one
secont pause, s/he heard the word "Ready", and after another one second, the
first sentence of the passage +as ypresented. The subject then pressed the
Continue button when 8/he was ready to hear each successive sentence.

After listening to the Santa Claus passage, subjects in the recall condition
wrote down the story in as close to verbatim format as they could remember.
Comprehension subjects were shown a set of questions on the CRT and pushed button
%3 to respond False/No and button 5 to respond True/Yes. Subjects were then given
a chance to ask questions about the procedure; they were told that four test
passages would be presented in. sequence, after which they would perform their
respective task. The order in which the texts were presented was completely
random.

Subjects in the random-order condition were not told that the texts’
sentences had been randomized until after the experiment was completed. llowever,
the sentences in the practice story were presented in random order, so that
subjects were somewhat prepared for the main task.

The final task involved listening to a text as quickly as possible, neither
for comprehension nor recall. This control measure was used to obtain simple
reaction times in this task-situation. Subjects in the random-order corndition
heard this text's sentences in random order as well. This condition was included
to remove as much extraneous variance from the data as possible. Before any
analyses were performed on a subject's experimental latencies, the mean of the 12
sentences in this control text was comprted and subtracted from all other

Sentence latencies.

Resulgg

Manipulated Design

Sentence-by-sentence listening latencies were initially exsasmined with a
2x2x2x2x10 ANOVA on the factors of Sentence Order (normal vs. random), Listening
Goals or Instructions (comprehension vs. recall), Text Genre {expository vs.
narrative), Text Length (short vs. long) and Serial Position. Each text had a
different number of sentences and thus a different number of serial positions. To
normalize for these differences, some sentences were paired and averaged to
obtain one value. The choices of sentence pairs were made s0 as to leave the
beginning and ending sentences unchanged if possible, because these positions are
most sensitive to serial position effects. This pairing created 10 serial
positions for every passage. For the Dormitory text, sentences 4-5 and 6-7 were

-38-

43



11
Sentence-by-Sentence Listening

paired, for the Hanuman story sentences 3-4, 5-6, 7-8, for the Locomotion text
all but number 11 were paired, and for the Ring story, all sentences were paired.

The nain effect of Sentence {rdur was significant. Normal~order latencies
(968 msec) were faster than those obtained in the random-order condition (1220)
(t(56) = 1.77, p < .05, one-tailed). Figure 1 shows the difference of the two
orders, including the breakdown by listening goals.

Insert Figure 1 about here.

Although the t value is not large, pairwise comparisons of the data at each
serial position for every story across both conditions revealed that 66 of 80
points had normal-order latencies less than random-order orus (sign test 2z =
5.81, p < .0000001). ‘This result was obtained for both irscructional conditions.
For the comprehensiza condition 31 of 40 comparisons were in the predicted
direction (z = 5.48, p < .001), and for recall, 35 of 40, (z = 4.74, p < .00001).
There was not a significant interaction between sentence order and serial
position (F(9,504) = 1.77, p > .05).

The main effect of listener's goals was significant across orders
(comprehension = 875 msec, recall = 1314 msec; F(1,56) = 9.46, p < .005) as well
as within each order (normal order 810 vs. 1127; t(56) = 1.94, p < .03,
one-tailed; and random order 940 vs. 1501; F(1,28) = 5.74, p < .03). See Figure
1. There was no interaction o” order and instruction (E_( 1). However, the two
different listening instructions did produce very different serial position
curves (F(9,504) = 2.61, p < .006 ). As shown in Figure 2, the serial position
function for the comprehension subjects had a fairly flat curve, whereas the
serial position function for the recall subjects had a downward slope.

Insert Figure 2 about here.

At first glance, these results appear to be the reversc of what would be
predicted by Aaronson (1976). That is, serial position curves for listening time
should be flat or rising for recall subjects and should drop for comprehension
subjects. But Figure 3 resolves the conflict by showing a three-way interaction
of Order by Instruction by Serial Position (F(9,504) = 4.14, p < .0001 ).
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Insert Figure 3 about here.

In this figure, the slopes of the serial position curves for random~order
subjects are reversed from the predictions: the comprehension curve is flat while
the recall curve slopes down. The curves for normal-order subjects are in the
predicted direction, albeit not significantly (E < 1). The reason for the lack
of significance even for normal-order subjects is shown by their three-way
interaction of Instruction by Text Length by Serial Position (2(9,252) = 2.88, p
< .003 ) in Figure 4.

Here, regardless of text length, the curves for recall subjects are fairly
flat, showing only nonsystematic variations. Subjects listening for
comprehension, however, show a different pattern of results. It can be seen
that, whereas there is a decrease in listening latencies across serial position
in short texts, latencies in long texts actually rise slightly with serial
position. This interaction of instruction with text length was not predicted,
but shows up in many places throughout these data.

On the other hand, effects on listening latencies were predicted for text
genre but were not obtained. We predicted that the serial position curve for
narrative texts would slope downward while the curve for expository texts would
remain flat. This effect was not obtained either across or within Order
conditions. The only systematic interaction was genre by serial position for
normal-order subjects (F(9,252) = 1.94, p < .05 ). Figure 5 suggests that the
interaction may be due to a U-shaped curve for the narratives contrasting with a
possibly W-shaped curve for the essays.

DD D D D D D MD P D D - D S D SR ap S G S ey

Trend analysis supported this interpretation. The quadratic trend was
significant for the narratives (F(9,261) = 14.96, p < .00001 ), and the 4th power
trend was significant for the essays (F(9,261) = 188.8, p < .00001). There is no
theoretical justification for the expository trend, but since Haberlandt (1980)
found a significant rise in latencies at the beginning and end of stories, this
trend for narratives may be considered genuine.
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The final main effect to be tested was Text Length. This factor was
significant across Orders. Average latency for short texts (1044) was faster than
the latency for long texts (1145) (F(1,56) = 8.59, p < .005). It was also
significant for normal-order subjects ( 914 vs. 1023, F(1,28) = 5.9, p < .02 ),
but only approached significance for random-order subjects (1174 vs. 1267,
F(1,28) = 3.17, p < .09). The two lengths also displayed significantly different
serial position curves (F(9,504) = 6.06, p < .0001 ), as shown in Figure 6.

Insert Figure 6 about here.

Subjects tended to spend more time on the beginning sentences of short texts than
on the sentences in the middle or the end. In the contrast, they spent a
constant amount of time across the serial positions of long texts. A breakdown of
the date by Instructional condition shows %that this interaction exists for both
comprehension and recall, even though the exact form of the interaction is
different enough to cause a three-way interaction (F(9,504) = 2.40, p < .02).
Figure 7 shows that for comprehension subjects, latencies for short texts diverge
from those for long texts, but for recall subjects, the curve for ehiort texts
falls well below that of the long texts in the first half, then meets the curve
for long texts in the second half of serial positions.

Insert Figure 7 about here.

Post-hoc Analyses

Further analyses of the data were conducted by applying multiple regression
techniques to all the factors described in the Introduction. The purpose of
these analyses was to determine whether the sentence-by-sentence listening times
would reveal the same text structures that word-by-word and sentence-by-sentence
analyses of reading times have provided.

Separate regressions were run for subjects in the normal-order condition and
for subjects in the random-order condition. Within each condition, separate
regressions were run for subjects in the two different instructional sets,
comprehension and recall. Since these factors were varied within subjects, the
first step in each regression was to remove uncontrolled, between-subject
variance by regressing z-scores of the subjects' overall performances onto the
dependent measure. This was done by computing the mean response latency over the
64 experimental sentences for each subject, and then converting these 15 grand
means into z-scores. In the normal-order condition, z-scores accounted for 29% of
the variance in comprehension subjects' datas and 40% of the variance in recall
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subjects' data. In the random-order condition, z-scores accounted for 35% of the
comprehension variance and 31% of the recall variance.

The proportions of variance accounted for by the significant independent
variables are shown ir Table 2.

In the normal-order condition, the instructional manipulation strongly
affected which factors were loaued into the regression equation. Across all
stories, the comprehension subjects were most sensitive to text length, syntax,
the number of new argument nouns, and genre, in that order. Recall subjects, on
the other hand, were sensitive to the Kintsch and van Dijk processing load as
computed with the leading edge strategy, serial position, and the Kintsch and van
Dijk processing load computed with the recency strategy.

Since two of the factors loading into the comprehension subjects' regression
were bi-leveled, further regressions were performed on the two levels of text
length (short vs. long) and genre (expository vs. narrative). These results are
displayed in Table 3.

Insert Table 3 about here.

For +the short texts, serial position is the dominant factor (cf. Figure
4), with genre, number of new argument nouns, and the propositional height of
each sentence also playing a role. For the long texts, syntax entered the
equation first, followed by number of new argument nouns, serial position, and
two of the three sub-classes of propositions, modifiers and connectors. In sum,
the two text lengths shared two factors, new argument nouns and serial position,
but were very different on the remaining factors. For short texts, the
whole-text factors of genre and propositional height entered the equation, but
for the long texts, the more localized, surface factors of syntax and number of
certain types of propositions in each sentence were important.

While genre was a small factor over-all for the comprehension subjects in
the normal-order condition, the breakdown of the subjects by genre showed very
different factors being correlated with the data for each genre. For expository
paussages, text length was the most highly correlated factor. Word length in
production and the number of connecting propositions entered the equation next as
very weak factors, and they were followed by two factors, new argument nouns and
syntax, that had higher correlations. For narrative passages, three factors
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Table 2

Variables which correlated significantly

with listening time data for normal-order subjects

Instructional set Variable F-to- R2
Comprehension Text length 18.2 013
Syntax 6.0 . 004
New argument nouns 14.6 .010
Genre 6.5 « 005
Recall Kintsch & van Dijk,
leading-edge strategy 21.1 013
Serial position 11.9 007
Kintsch & van Dijk,
recentist strategy 6.1 .003

Note. The F-to-enter statistic has no simple relation to F values that are
normally tabled, so significance levels cannot be reported. For further ses
Dixon and Brown (1979), Appendix C2.

e
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Table 3%

Variables which correlate significantly with

listening time data for normal-order comprehension subjects

Division of texts Variable F-to-enter R2
Short Serial Position 381 . 066
Genre 9.2 015
\eW argument nouns 8.6 .01%
Propositional height 4.2 . 007
Long Syntax 12.3 .014
liew argument nouns 75 .008
Serial position 8.2 .009
Modifying propositions 4.2 «005
Counecting propositions 5.6 . 006
Exposi tory Text length 28. 1 «040
Msec per word 8.3 .010
Connecting propositions 4.2 . 006
New argument nouns 15.5 « 020
Syntax 9.5 011
Narrative Propositional height 8.8 012
Msec per word 9.6 013
Change in prop height 5¢5 .008

-51-




15
Gentence-by-Sentence Listening

entered the equation with approximately €qQual corelations. These were
propositional height, word length in producvion, and change in propositional
height from sentence to sentence.

The regressions for the random-order subjects did not include as many
factors because the texts did not form coherent passages and thus did not have
genuine values for propositional height, change in height, or either of the
Kintsch and van Dijk processing measures. Furthermore, since the number of new
argument nouns in each sentence is dependent on the nouns of previous sentences,
this factor would have to be computed for every presentation of every text, and
this was not done.

The most striking aspect of the regressions for the random-order subjects is
the relatively few number of factors that were significant determinants of the
dependent measure. For comprehension subjects, only text length (f}to-enter =
34.49 (2), proportion of variance = 2.27%) and sentence duration (F-to-enter =
6.35, proportion of variance = 0.42%) were included. Mo factors correlated
highly enough with the recall subjects' data to be included. Analyzing the
comprehension data separately by text length revealed the same lack of
contributing factors. For short texts, serial position (F-to-enter = 5.1,
proportion of variance = C.83) was the only factor (as it was the first and
strongest factor for this cell of the normal-order data). For long texts, only
sentence duration (F-to-enter = 7.5, proportion of variance = 0.8%) was included.

One last point about the random-order data is worth noting here. Ve
observed a significant correlation of the recall subjects' data with the
propositional height of each sentence as determined from the normal-order
propositional structure (E}to-enter = 14.39, proportion of variance = 1.48%).
This observation suggests that despite the random presentation order of the
sentences, subjects were able to determine which sentences in the texts were the
most central or highest in the propositional structure.

Discussion

In the introduction we outlined three broad purpcses to this study: 1)
testing a new experimental paradigm, 2) examining the structure of spoken texts,
and 3) examining the effects of a listener's goals on listening performance. In
this discussion, we will synthesize the findings in the latter two areas and
validate the new paradigm by showing the similarity of the findings to those
obtained in studies of written texts.

First of all, the fact that there is some structure to texts is indicated by
the elevated listening times for random-order subjects over normal-order
subjects. Whether that structure is seanantic or prosodic or both, the normal
order of texts was easier to listen to. This was also found in a study of
written texts by Kintsch et al. (1977), who claimed that the texts were being
re-orderea to the original state during input. That claim is supported in this
study by the fact that random-order subjects in the recall condition were also
sensitive to the propositional height of sentences as they would occur in the
normal-order story. Apparently these subjects were trying to find the texts'
natural structure and were spending additional time linking the text information
to the central ideas. Still, most of the texts' structure was not discernible,
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for very few factors correlated highly encugh with the random-order subjects'
data ‘o be significant in the regression analyses. Those factors that were
significant were only the very global ones at both the text level (text length,
serial position) and sentence level (sentence duration).

Different text genres evidently have different structures (Olson et al.,
1080). Narratives have a well-known structure so that input times should
decrease ovei serial position. Essays have a less-defined structure, so input
times would not be expected to decrease over serial position. In this
experiment, serial position curves faor both genres started much higher than they
ended. The essay curve may have dr-ovped becuause subjects knew they would be
tested only after all texts were listeued to: since it would be very hard to
remember all the details, they may have spent more time at the beginning of each
text to be sure to get the main ideas and structure of the passage.

Although both curves did start higher than they ended, the shapes of the two
functions were significantly different. The curve for narrative texts was the
same as that of an episodic unit (Haberlandt, 1980). To really test whether
listening time is a function of episodes, narratives with more explicitly defined
episodes would have to be used.

A structural effect that was not predicted but was found concerned the
effects of text length. While this appears to be only a very global structure
parameter, the faster listening times for the shorter texts strongly suggest that
clues to length are encoded within the text structure. Thus, for sho.ter texts
with 1less total information, subjects do not have to spend as much time
integrating the entire text. Kintsch et al. (1977) have shown integration of
text information during visual presentation. The results of the present study
(see Figure 6) show that latencies at the beginning of short texts are as high or
higher than beginning latencies for long texts. However, the former decrease over
serial position while the latter stay roughly the same. These findings suggest
that clues to text length are encoded at the beginning of the texts, so that
subjects can quickly determine how much more is in the text and thus what pace
they should set in listening to the sentences.

Three structural factors should be mentioned because they did not produce
the strong effects that they have in earlier reading studies. The first is the
number of propositions in a sentence. The total number of propositiuas did not
show wup in any regression analysis, although the number of connecting
propositions and modifying propositions were significant factors for
comprehension subjects listening to normally ordered texts that were either long
or expository. The second factor is propositional height in the text. While it
was a factor in the data for random-order recall subjects, it was not a factor in
the main regressions for normal-order subjects. It did figure into two of the
subdivided regressions, however. Subjects 1listening to texts in their normal
order for the purpose of comprehension were sensitive to rropositional height
only if the texts were either short or narrative. The third factor is change in
propositional height, which was only significant for comprehension subjects
listening to normal narratives and here it was the least significant factor.
Although none of these three factors played major roles in this listening study,
the fact that they did correlate significantly does indicate that they were much
more important than most of the other factors described in the Introlduction, and
therfore should not be abandoned.

(3
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The instructional manipulation of 1listening goals was very significant.
Comprehension subjects spent less time 1listening to sentences than recall
subjects, indicating that they were processing the material differently than the
recall subjects. In a8 more detailed comparison of the two instructionsal
conditions, Aaronson (1976) predicted that RSVP 1latencies for comprebension
subjects would fall over serial position of a sentence while those for recall
subjects would remain constant or rise over a sentence. Because other effects of
instructions have been found in studies of text processing (Fredericksen, 1972;
Graesser et al., 1980), we expected to find this difference over serial positions
in a passage. However, the serial position effect was displayed only in the
normal-order condition for short texts. For long texts, Figure 4 shows that
latencies of comprehension subjects start downward in the first three serial
positions, but then rise. This is further support for the interpretation that
important clues to a text's length are encoded in the beginning sentences. For
random-order texts, the prediction derived from Aaronson (i976) was actually
reverscd; the comprehension curve is fairly flat while the recall curve drops
markedly (see Figure 3). The comprehension curve probably flattens due to the
increased difficulty of the random ordering. The recall curve may fall because
these subjects expend more effort at the texts' beginnings in order derive as
much of the gist as possible before hearing a 1long list of poorly related
information.

A major difference between subjects in the two instructional conditions is
revealed in the regression analyses for normal-order subjects. Whereas the
recall subjects were sensitive to the Kintsch and van Dijk (1978) macro-structure
factors, the comprehension subjects were more sensitive to the general measures
of text length and genre and the surface measure of syntax. At first glance, it
would appear that these data are reversed from the prediction that comprehension
subjects would be affected more by semantic factors while the recall subjects
would attend more to surface factors. But since the recall subjects had to
remember four different passages before writing about any of them, they may have
adopted (a strategy of 1listening for gist meaning with the intention of
reconstructing each text at output (Fredericksen, 1972). This account is
supported: by Graesser et al's (1980) finding that subjects reading texts in order
to "write an essay about them", i.e. derive the gist meaning, were more sensitive
to macro-structure than to micro-structure. While verbatim recall was emphasized
in the current study, it is nearly impossible to memorize the 64 sentences with
cne listening, so the gist-plus-reconstruction strategy is a very reasonabl: way
to approximate rote memory.

Finally, the data shcwn in Table 3 suggest that for the normal~-order
comprehension subjects, there was a relation between long and expository texts,
and another between short texts and narratives. The long and expository texts
share three factors in their regression equations, syntax, new argument nouns,
and number of connecting propositions. This is more overlap than in any other
pair of regressions, and the factors are simple counts of sentence components.
On the other hand, while short texts and narratives share only one factor, it is
propositional height, a semantic factor which is determined by a sentence's
relation to all others in the text. Thus, there is a fairly tight relation of
long and expository texts in that both are processed in terms of their
micro-structure, and there is a corresponding, though looser, relation of short
and narrative texts in terms of macro-structure processing.
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These pairwise relations in the comprehension subjects' data are also seen
in Figure 4, where short texts have a downward-sloping serial position curve and
long ones have a flat curve. Thiu difference in the curves was exactly what is
predicted, ©but not obtained, for the narratives and ex) sitory texts
respectively. Thus, from the serial position curves and the regression analyses,
it appears that either short texts or narratives are feirly easy to process and
can be listened to for their meaning, but long or expository texts are more
difficult and comprehension subjects attend more ¢o sentential or surface
factorse.

Summary and Conclusions

The sentence-by-sentence listening measure proved reliable by revealing
effects of text structure and listener's goals that have been reported in the
reading literature. Subjects listening to randomly ordered texts had longer
latencies than subjects listening to normally ordered texts, indicating a lack of
semantic structure which could facilitate processing of individual sentences.
Subjects listening in order to recall the passage spent longer on each sentemnce
than subjects listening to answer questions. The Kintsch and van Dijk (1978)
processing model predicted latencies for the recall subjects, Jjust as it
predicted ‘readability' for subjects in Kintsch and Vipond's (1978) study. An
unexpected effect was the overall length of each passage: short texts revealed
shorter average latencies for each sentence. This factor has not been
manipulated in reading studies, so no comparisen can be made. However, the
strength of the ¢ffect leads us to predict that it would be found in reading as
well. This prediction is supported by the relationships of long texts to
expository texts and short texts to narratives in the latencies of comprehension
subjects. Each of the pairs shared their own regression factors, and the length
factor behaved as the genre factor was predicted to behave in the interactions
with serial porition and listening gouals. Genre has proved a significant factor
in reading st.dies, so the close relation of genre and length in this listening
study suggests that the length effect will be revealed in reading as well.

A number of predictions were either not supported o: only weakly supported.
Latencies for comprehension subjects were expected t> drop across serial position
but they did not. Simila. '« “tencies for narrative texts were predicted to drop
over gerial position, by w¢y did not either. The number of propositions and
the height of propositions were expected to predict listening times for all
conditions, but they did so only for a few. The effects of text genre, number of
propositions and propositional height have been firmly supported in the reading
literature, so the weak support here is surprising. A couple of reasons may be
offered for why the effects may actually exist in listening but were not revealed
in this study.

First, only four texts were used, so it is possible that some of these
results are text-specific. One of the passages, the Hanuman text, is a fairy
tile of India, and although the storyline is very typical, some of the elements
are unusual. Tor exampie, many subjects could not correctly say the hero's name
(Hanuman) even though they had heard it six times in the story. Testing the
sentence-by-sentence listening t‘me measure on a broader sample of texts will
certairly be necessary to validaire it.
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Second, the output unit of a sentence may be too gross to pick up some of
these effects. As shown in Table 1, the sentences' durations ranged from 1.2
seconds to 9.9 seconds. Ninety percent of the sentences were over 2.5 seconds in
length, and subjects apparently came to expect long sentences because listening
times for the short ones were much higher than predicted by the sentence length
factor. Thus, the mandatory output unit was highly variable and appeared to add
some noise to the data. Wingfield and Nolan (1980) let subjects choose the size
of the output unit themselves by giving them complete control over where the
acoustic stimulus started and stopped in a passage. Until the technology to give
subjects complete control of the digital stimuli is available in our lab, clouses
may proeve a better unit than sentences. Clauses are significant language
processing units for listeners and readers (Jarvella and Herman, 1972; Hurtig,
1978; Wingfield and Nolan, 1980) and Cirilo and Foss (1980) have used clauses as
output units for readers. Furthermore, measurements of the production data in
“nis study showed pauses averaging about half a second at clause boundaries
(Klatt, 1976). Since long sentences often have several clauses, the clausal unit
would allow closer analysis of the on-line computational processes carried out by
the listener during sentence comprehension. Thus, the propositional measures of
the texts might be revealed more clearly, and extraneous effects of sentence
length would be removed.
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Reference Note
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Footnotes

Thanks to Randolph Cirilo for providing the stories from his study.

See Note, Table 2.
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Abstract

It has been proposed that the English syllable consists of an onset and 4
rime. The onset contains an initial consonant or consonant cluster; the rime
contains the vowel and any following consonants. The two experiments repourted
here tested the hypothesis that the onset behaves as a cohesive unit in a phoneme
moni toring task. Experiment 1 found that when subjects monitor for the
fricatives /f/ and /s/ in syllable-initial position, they display increased
response times and errors with CCV (uvonsonant-consonant-vowel) syllables as
compared to CVC and CV syllables. Similar results were obtained in Experiment 2,
in which subjects monitored for stop consonants 1in the same three types of
syllables. These results provide evidence for thL. psychological reality of the
onset. They further suggest that the onset acts as a unit in the perception of
speech.
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Syllable Structure and Phoneme Monitoring

Linguistic and behavioral evidence suggests that the syllable has a
hierarchical internal structure. According to linguists such as Fudge (1969) and
Halle and Vergnaud (1980; Vergnaud & Halle, Note 1), the English syllable
consists of an onset and a rime. Tha onset, which is optional, contains one or
more consonants. The rime contains an obligatory peak, or vowel nucleus, and an
opt10na1 coda con31st1ng of one or more consonants. Word flnal syllables may end
here. Dlstrlbﬁsznal evide.ce supports this account of syllable structure.
Virtually any onset can co-occur with any rime, but there are severe constraints
on which codas can occur with which peaks (e.g., Fudge, 1569). Stress phenomena
also provide evidence for this account of syllable structure. In English, rules
of stress assignment refer only to the rime (Chomsky & Halle, 1968). The onset
of the syllable is irrelevant.

Analyses of errors in spontaneous speech suggest that onsets and rimes
function as units at some level of the speech production process. In Spoonerisms,
for example, entire onsets are often exchanged, as in the example sweater drying

-> dreater swying (Fromkin, 1971). Errors such as brake fluid -> blake fruid

(Fromkin, 13971), in which the onset is divided, are less frequent (Mackay, 1970).
While errors of the latter kind show that individual phonemes can function
separately, their scarcity has been taken to support the hypothe31s (MacKay,
1972) that syllables are first specified for production in terms of their initial
consonant group plus remainder. Only late in :she production process are initial
clusters recoded into their constituent phonemes. Studies of blend errors, in
which two roughly synonymous words combine to produce an unintended form (e.g.,
start + go => sto), provide additional support for the claim that consonant
clusters often behave as units in speech production (Mackay, 1972). Blends such
as S0, in which the initial consonant cluster of the first word is divided, have
been found to be less frequent than blends in which the consonant cluster remains
intact (MacKay, 1972).

Further behavioral evidence for the division of syllables into onset and
rime units comes from studies of word games. Existing word games, such as Pig
Latin, divide syllables at the onset/rime boundary (Hockett, 1967). In addition,
adults learn novel word games that retain the onset and the rime more readily
than games that divide these units (Treiman, submitted). For examrle, a rule by
which two syllables are broken at the onset/rime boundary and bleni: into a new
syllable (e.g. /krint/ + /glap® -> /krap8/) is relatively easy to learn. (See
Table 1 for a key to the phonetic notation used in this paper.) Rules by which
the syllables are broken after the initial consonant (/krznt/ + /glap®/ ->
/klApe/) or after the vowel (/krxnt/ + /glap®/ -> /krip®/) are more difficult.
Treiman's (submitted) recent findings suggest that when learning word games--a
task that requires a fairly high level of metalinguistic awareness--adults often
treat onsets and rimes as separate units. They can bring these units to
consciousness and actively manipulate them when performing various tasks.

Children's ability to analyze spoken syllables into phonemes is also
affected by syllable structure. Treiman (1980) asked S-year-olds to judge whether
apoken syllables began with a target phoneme. The fricatives /s/ and /f/ served
13 targets. Syllables that began with the target had one of three structures: CV
(consonant-vowel), as in /sa/; CVC, as in /san/; or CCV, as in /sna/. The
postulated structures of these three types of syllables are displayed in the form
of three tree diagrams in Figure 1.
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Insert Figure 1 about here
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As the figure shows, the initial consonant of a CCV syllable is at a lower
level in the hierarchy than are the initial consonants of CVC or CV syllables
(which are equivalent). That is, the initial consonant of a CCV syllable is
embedded within the onset. The initial consonant of a CVC or CV syllable is the
onset. Consistent with this account, Treiman (1980) found that children were more
likely to miss the target phoneme when it began a CCV syllable than when it began
a CVC or a CV syllable. Error rates to CVC and CV syllables were
indistinguishable. Treiman (1980) therefore suggested that children have
lifficulty analyzing onsets into their constituent phunemes. Barton, Miller, and
Macken (1980) have recently made a similar proposal.

The experiments reported here examined the role 2f the onset for adult
listeners. While the evidence revie'red above suggests that the onset functions
as a cohesive unit for adults in the production of speech and in the learning of
word games, its role in speech processing has not been studied. The present
e. eriments employed a phoneme monitoring task in which subjects were asked to
Judge as quickly as possible whether spoken syllables began with a target
phoneme. As in Treiman's (1980) earlier study with children, CV, CVC, and CCV
stimuli were used. If the onset functions as a unite-a unit that takes some
additional time to analyze into its constituent phonemes--response times to
phoneme targets in CCV syllables should exceed response times to those same
targets in CVC and CV syllables.

Experiment 1

Method

Subjects. Thirty-three students from Indiana University participated to
fulfill an introductory psychology course requirement. All subjects were native
English speakers with no known history of hearing loss or language disorder.

Stimuli. The fricatives /f/ and /s/ served as target phonemes. The
yllables that began with the target--the experimental syllables--were the same
ones previously used by Treiman (1980). They were constructed in groups of three:
a CV syllable, a CVC syllable, and a CCV syllable. The items in a group
overlapped in their phonemic composition. Samples are shown in Table 1.
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CV SYLLARBLE
cv

N

CvC SYLLABLE
cvC

N

CCv SYLLARBLE

ccv
N

Figure 1. Postulated structures of CV, CVC, and CCV syllables.
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Syllable Structure and Phoneme Monitoring

Table 1

Sample Stimuli for /s/ Target

Syllable Structure

cv CVveC CCV

Experimental /sa/ /san/ /sna/
/so/ /son/ /sno/
/si/ /sik/ /ski/

Filler /t9/ /van/ /kwa/
/ri/  /nik/ /gls/

/he, /nep/ /gru/

Key to phonetic notation:

i beet u  boot
I bit o boat
e bait 2 bought
a hot © bath
A but
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Four groups of experimental syllables were constructed for the /f/ target.
Bight groups were constructed for the /s/ target, and were divided into two sets
of four groups each. Added ‘to each set of twelve experimental syllables--one /f/
set and two /s/ sets--were twelve filler syllables. These were syllables that did
not begin with the target phoneme. The fillers were counterbalancesi with regard
to syllable structure, as shown in Table 1. All stimuli were phonologically legal
in English, and most were not real words. Those stimuli that were real words were
evenly divided among the CV, CVC, and CCV categories.

Three sets of practice syllables were also constructed, one with the target
/£/ and two with the target /s/. Each set of practice syllables contained three
experimental syllables and three filler syllables, which were different from
those used in the experiment proper.

A male speaker read the syllables in citation form from printed cards. The
stimuli were recorded using a professional microphone (Electro-Voice Model #
DO54) and tape recorder (Ampex AG-500) in a sound-attenuated IAC booth. The
stimuli were then low-pass filtered at 4.8 KHz, digitized at a 10 KHz sampling
rate via a 12-bit A/D converter, and stored digitally on a PDP-11/34 computer for
later use during the experiment.

Procedure. The entire experimental procedure was run in real-time by a
PDP-11/34 computer, which presented stimuli, recorded subjects' responses, and
provided feedback after each trial. For each stimulus set, an experimental block
of 120 tr’als was generated by repeating each of the 24 syllables in the set five
times. The experimental session consistrd of three blocks of trials, one /f/
block and two /s/ blocks. Each block of test trials was preceded by a practice
block of 18 trials, which consisted of three repetitions of each of the six
practice syllables. The practice block used the same target phoneme as the
subsequent test block.

Experimental sessions were conducted with groups of three to six subjects.
Subjects listened to the syllables over TDH-39 headphones. At the start of each
block of trials, subjects were t)ld the target phoneme for that block. The
experimenter pronounced the target phoneme in isolation and in sample syllables.
The letter name was not used. Subjects were required to detect as quickly and
accurately as possible whether or not each syllable began with the previously
specified target phoneme. On each trial, subjects responded "Yes" or "No" by
pressing the appropriately labeled button on a response-box in front of them.

EBach trial proceeded as follows: A 500-millisecond cue 1light on the
subject's response box marked the beginning of a trial. Following & one second
pause, the syllable was presented at 77 dB SPL (re. .0002 dynes/cmg) through the

subject's headphones. After the subject entered his or her response, the
feedback light above the correct response was illuminated for one second. The
next trial sequence began after a three second interval.

Subjects' "Yes"/"No" resvonses and 1lftencies were collected by a
computer-controlled experimental program. Latencies were measured from the
beginning of the spoken presentation of a syllable. In each session, the order
of target blocks was random. Within each block of 120 trials, the stimuli were
presented in random order. All subjects heard a total of 54 practice syllables
and 360 test syllables. The experimental session lasted about one hour.
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Results and Discussion

For each subject, both the latencies for the correct responses and the error
data were collapsed across the five repetitions of each stimulus. The error data
were expressed as percentages. These data are shown in Figure 2. While the
figure shows the results for /f/ and /s/ targets separately, there were no
significant differences in response latencies or errors between the two target
phonemes (F(1,32) < 1.0 for both). In subsequent analyses, therefore, the data
were collapsed across both phonemes.

The latencies for correct detections were submitted to a repeated measires
analysis of variance with syllable structure and syllable group as fixed
variables. A main effect of syllable structure was found (F(2 62) = 46.97, p <
.0001). The mean response times were 963 milliseconds for CV syllables, 968
milliseconds for CVC syllables, and 1005 milliseconds for CCV syllables. Planned
comparisons showed that the latencies for CVC syllables did not significantly
exceed those for CV syllables (F(1,64) = 1.17, p > .25). This result was
expected, since both CV and CVC syllables begin with singleton consonant onsets.
Latencies for CCV syllables, however, significantly exceeded the average
latencies for CV and CVC syllables (¥(1,64) = 97.15, p < .0001). That is,
subjects were slower to respond correctly to a target phoneme when it was part of
an initial cluster than when it was not. A main effect of syllable group was
also found (F(11,352) = 2.33, .01), as was an interaction between syllable
group and syllable structure (%(22 704) = 7. 79, p < .0001). These effects are
apparently due to phoneme-spec1f1c differences among the various syllable groups.

The error data were submitted to the same analysis as the latency data. A
main effect of syllable structure again emerged (F(2,64) = 19.12, p < .0001). The
mean error percentages were 5.0%, 6.6%, and 10. 9%-for CV, CVC, and CCV syllables,
respectively. Planned comparisons showed that more errors were made to CVC than
to CV syllables (F(1,64) = 16.16, p < .001). Also, errors on CCV syllables
31gniflcantly exceeded the mean number of errors ou CV and CVC syllables (F(1 64)
= 22.18, .001), As with the latency data, a main effect of syllable group
(F(11 352}1 4.64, < .0001) and an interaction bhetween syllable group and
syllable structure \F(22 704) = 8.42, p < .0001) were found in the error data,
reflecting phoneme-spe01fic differences.

Responses to the filler items were also examined. Analyses of variance
revealed main effects of syllable structure for response latencies (F(2 64) =
4.92, p < .01) and for error percentages (F(2,64) = 12.46, p < .001). Since the
structure of the filler items was not controlled, these effects are confounded
with phoneme-specific differences and are, therefore, not interpretable.

Ia view of previouvs suggestions that adults have difficulty rejecting filler
items that begin with phonemes that are similar to the target phoneme (Newman &
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Dell, 1978), similarity effects were examined using two different indices of
phonetic similarity. Correlation coeffi:ients were calculated between these
indices and both response time and error data. The first -index of phonetic
similarity was a linguistic one--the number of distinctive features in the
Chomsky and Halle (1968) system that aiffered between the phonemes in question.
As number of different features incieased, latencies and errors tended to
decrease, but these correlations were not significant (for response times r =
-.246, p > .1; for errors r = =252, p > 1),

The second index of phonetic similarity was a psycholinguistic measure
obtained by Singh, Woods, and Becker (1971). These investigators asked subjects
to rate the subjective similarity of pairs of consonants followed by the vowel
/a/ using a seven-point scale. A rating of 1 indicated a high degree of
similarity; a rating of 7 indicated extreme dissimilarity. As ratings increased,
response latencies tended to decrease (g = -.335, p < .07). Apparently, subjects
lass quickly rejected filler items whose initial phonemes were more similar to
the target phoneme than filler items whose initial phonemes were more similar.
The correlation)betneen error rates and similarity ratings was not significant (g
= -.,102, P> .3).

In summary, Experiment 1 found both incwreased response latencies and error
rates to target phonemes in syllable-initial consonant clusters as compared to
syllable-initial single consonants. Latencies to CV and CVC syllables were
indistinguishable, although more errors were made on CVC than CV syllables.
These results are similar to earlier findings reported by Treiman (1980). In that
study, children made more errors in recognizing /f/ and /s/ in CCV syllables than
in CVC and CV syllables, which were indistinguishable. Taken together, the
results of the two studies suggest that syllable-initial consonant clusters, or
onsets, are psychologically more complex than singleton consonants. Both
children and adults have difficulty analyzing such clusters into their
constituent phonemes.

A possible limitation of the present study stems from the use of a 10 KHz
sampling rate in digitizing the stimuli. Much of the acoustic~phonetic
information for the perception of fricatives is located at high frequencies
(e.g., Stevens, 1960), and this information was filtered out by the digital
samp.ing process used to prepare the stimulus materials. Also, since the
syllables were pronounced in citation form they may have had abnormally long
durations (e.g., Shoup & Pfeifer, 1976). This may have contributed to the 1.ng
response times that were observed. To overcome these limitations, we carried out
a second study. Experiment 2 differed from Experiment 1 in using syllables
beginning with stop consonants. The critical acoustic-phonetic information for
the perception of stops is located at lower frequencies than the information for
fricatives. 1In addition, the stimulus syllables for Experiment 2 were recorded
in a fixed sentence context, thus eliminating the problems associated with
syllables produced in citation form.
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Experiment 2

Method
Subjects. The subjects were 18 new students drawn from the same pool as for
Experiment 1.

Stimuli. The six English stop consonants (/p/, /t/, /kx/, /v/, /d/, /&/)
served as target phonemes. For each target phoneme, there were nine experimental
syllables organized into three groups. £Each group contained a CV, CVC, and CCV
syllable, as in Experiment 1. For each target, nine additional syllables served
as filler items, yielding a stimulus set of 18 items. All stimuli were
phonologically legal in English. Those that were real words were evenly divided
among the CV, CVC, and CCV categories.

A set of practice syllables using the target phoneme /s/ was also
constructed. It contained three experimental syllables and three filler
syllables.

A male speaker produced the syllables in the carrier sentence "Peter saw a
lovely --=-- today." The sentences were recorded, low-pass filtered, and
digitized using the same procedures as in Experiment 1. All stimulus syllables
were excised from the carrier sentence using a digital waveform editor that
permitted fine control over the onsets and offsets of the signal of each spoken
syllable.

Procedure. The 18 stimuli in each target set were repeated three times each
to produce a block of 54 trials. An experimental session consisted of one
practice block of 12 trials (two repetitions of each of the six practice
syllables), followed by the six test blocks. All subjects heard a total of 324
test trials. In all other respects, the procedure was identical to that of
Experiment 1.

Results and Discussipn

For each subject, correct response latencies and error rates were collapsed
across the three repetitions of each stimulus item. Repeated measures 2nalyses
of variance were performed with syllable structure and syllable group as fixed
variables.

- e AP Pt P En e P En D Gn ey En En S S . - e e = - -
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Figure % shows the response latency data for correctly detected stop
consonant targets. A main effect of syllable structure for was found (2(2,34) =
20.01, p (< .0001). The mean response times in milliseconds were 559 for CV
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syllables, 570 for CVC syllables, and 598 for CCV syllables. Planned comparisons
showed that response times to CV and CVC syllables did not differ significantly
(F(1,34) = 2.66, p > .1). However, response times to CCV syllables exceeded the
mean response times to CV and CVC syllables (F(1,34) = 32.8¢, p < .0001). Thus,
as for the fricatives in Experiment 1, subJects were slower to detect a stop
consonant target when it was part of a cluster than when it was not. A main
effect of syllable group (F(17 289) = 5.06, D < .0001) and an interaction between
syllable group and syllable structure (F(54 578) = 2.82, p < .0001) also emerged.

The interaction between syllable group and syllable structure observed here
reflects a tendency for response times to ~aster stimuli to be longer for
unvoiced target phonemes (/p/, /t/, /k/) than for voiced target phonemes (/b/,
/da/, /e/). The 1interaction between voicing and syllable structure was
significant for response latencies (F(2,32) = 3.42, p < .0%), although there was
no main effect due to voicing (F(1, ,17) < 1.0). As shown in Figure 4, voicing
only affected the speed of eubJects responses to CCV syllables: Response times
to unvoiced CCV syllables were slower than response times to voiced CCV
syllables. This result was not anticipated on the basis of previous work.
Earlier studies comparing response times to voiced and unvoiced stop consonant
targets in phoneme monitoring tasks (e.g., Cutler, 1976; Martin, 1977) have not
reported differences. However, these previous studies did not report
experimental control of the structure of the onsets in which the target phonemes
occurred.

The results of Experiment 2 differed from those of the previous experiment
in that they failed to show an effect of syllable structure on errors (F(2,34) =
1.358, p > .25). This difference may have arisen because the error rate on target
items was 6.4% in Experiment 2, as compared to 7.5% in Experiment 1. Since
subjects were closer to ceiling performance in Experiment 2, there was less room
for syllable structure to influence the error rate.

Main syllable structure effects were found for response latencies and error
rates for the filler items (F(2,34) = 3.11, p < .06, and F(2,34) = 8.65, p <
.001, respectively). As in Experiment 1, however, these effects are not
interpretable due to phoneme-specific differences among the filler items.

Tests for the effects of phonetic similarity between initial consonants of
filler items and target phonemes were carried out using the two indices described
in Experiment 1. The number of different distinctive features (Chomsky & lialle,
1968), correlated negatively with both response times (r = -.422, p < .01) anu
error rates (r = -.306, p < .02), as predicted. Correlations with ratings of
phonetic similarity (Singh et al., 1971) failed to reach significance (r = -.049,
p > .5 for response times, and r = -.156, P > 2, for error rates) The
significant correlations based on “the linguistic index of phonetic similarity
suggest that subjects made more errors on and were slower to respond to filler
items whose initial consonants were phonetically similar to the target phonemes.
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In summary, adult listeners were slower to correctly detect syllable-initial
stop consonants when they occurred in clusters than when they occurred as
singleton consonants. This result interacted with the voicing feature of the
target phoneme.

General Discussion

Experiments 1 and 2 showed that adults tfrke longer to detect
sylliavle-initial consonants when they occur in clusters than when they occur
gingly in CV and CVC syllables. This pattern was observed for the two fricatives
tested in Experiment 1, as well as for the stops tested in Experiment 2. The
results suggest that sequences of syllable-initial consonants form a coherent
perceptual unit, the syllable onset. In order to detect the first consonant of an
onset, subjects must analyze this unit into its constituent phonemes. The need
for such analysis leads to lengthened response times and, in Experiment 1, to
increased errors.

Although similar effects of syllable structure were found in the two
experiments, response times were faster in Experiment 2 than in Experiment 1.
Several factors differ between the two experiments, but the difference in phoneme
category--stop versus fricative--may be important. Previous phoneme monitoring
studies (e.g., Foss & Swinney, 1973; Morton & Long, 1976; Rubin, Turvey, & van
Gelder, 1976; Savin & Bever, 1970) have found faster responses to stop targets
than for fricative targets. The difference may arise, in part, because the
acoustic cues to fricatives are longer in duration than those for stops (Cutler &
Norris, 1978).

While adults have more difficulty detecting syllable-initial consonants in
clusters than singly, this difficulty emerges primarily in increased response
times for correct responses. Error rates on target phonemes were less than 8% in
both experiments. For young children, the difficulty of analyzing onsets into
their component phonemes appears to be more severe. Treiman (1980) found that
5-year-olds missed the target phoneme in CCV syllables in over 25% of cases. The
error rates for CVC and CV syllables were less than 15%. For both children and
adults, however, onsets appear to be cohesive units. Additional effort is
required to segment them intc their constituents.

As noted earlier, evidence fror several different sources has been used
recently to support the proposal that syllables are organized into onset and rime
units. The present results provide an additional source of converging evidence to
the linguistic and behavioral evidence cited earlier. While several previous
studies suggested that onsets funciion as units in speech production (e.g.
MacKay, 1972) and in the learning of word games (Treiman, submitted), the present
results indicate that onsets also play & role in speeded tasks requiring the
perception and overt identification of speech sounds.

The present results are also relevant to the long-standing controversy on
the units of speech perception, a controversy that has been reviewed recently by
Mehler, Dommevgues, Frauenfelder, and Segui (1981) and Pisoni /Note 2).
Investigators have debated over the units into which the continuous speech stream
is segmented, with some theorists (e.g., Cutting, 197%; Foss, Harwood, & Blank,
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1980; Studdert-Kennedy, 1976) arguing for the primacy of phonemes as the basic
perceptual units and others (e.g., Massaro, 1972; Savin & Bever, 1970) arguing
for the primacy of syllables. Still other investigators (e.g., Healy & Cutting,
1976) have suggested that both phonemes and syllabies may play important roles in
speech perception. The present results support the view that phonemes and
syllables should not be considered to be mutually exclusive possibilities.
Rather, a hierarchy of units appears to be involved in the perception of speech.
This hierarchy includes syllables, phonemes, and intra-syllabic units such as
onsets and rimes.
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Phonemic Restoration

Abstract

When a portion of a spoken word is replaced by noise, listeners tend to
perceptually restore the missing information. Recently, it has been shown that
this phonemic restoration illusion is facilitated by the presentation of an
intact version of a word prior to the same word with noise replacement (Samuel,
1981). The effects of this intact word prime on phonemic restoration have been
attributed to an increase in expectations for each phoneme in the test word as a
result of lexical access for the prime. If access to the phonological structure
of a word is automatic upon word recognition, an intazt word prime that is
identical to the test word should always facilitate restoration. To test this
hypothesis in the first exporiment, we confined the restoration manipulation
(noise-replacement/noise-addition) to the final syllable of the ‘sst words. We
found that an identical intact word prime reduced phonemic restoration instead of
~nhancing restoration. 1In a second experiment, subjects were given extensive
practice with a small set of test words. The increased familiarity with the test
words should have increased phonological expectations for each test word, thus
enhancing the restoration illusio.. Instead, phonemic restoration was reduced
with practice. Together, these experiments suggest that the generation of
phonological expectations by lexical access is not an sutomatic consequence of
word recognition. Thus, for auditory word perception, the recognition of word
patterns seems to be mediated by a mechanism that is different from the lexical
access system.
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Phonemic Restoration

Controlled Perceptual Str.tegies in Phonemic Restoration

Speech perception entuils a complex interaction between two sources of
information. One source is the phonetic (or segmental) structure of an utiverance,
derived from a bottom-up analysis of the speech waveform. The second source of
information is the top-down flow of knowledge following lexical access. In the
process of understanding fluent speech, top-down and bottom-up mechanisms must
cooperate (and sometimes compete) to provide a coherent interpretation of an
utterance (e.g., Foss & Blank, 1980; Pisoni & Sawusch, 1975). Perhaps the best
demonstration of this interplay between top-down and bottom-up processes is the
phonemic restoration illusion.

To produce phonemic restoration, a phoneme in a word is replaced with some
other sound such as a cough or white noise. This is done by locating all of the
waveform in the original word that perceptually corresponds to a target phoneme
like the /m/ in "demoerat." This acoustic segment is then removed from the
waveform and replaced by noise of the same duration as the excised segment. When
noise has replaced a phoneme in a sentence, subjects have a difficult time
determining which phoneme is replaced (Warren, 1970; Warren & Obusek, 1971).
Listeners tend to hear this type of uttevance as an intact sentence with a bit of
extraneous noise added to it.

Recently, Samuel (1981) developed a new methodology for investigating
phonemic restoration that utilizes the subjective experience of this illusion.
Samuel presented subjects with two versions of each test word. 1In one version,
noise replaced a phoneme in the test word, while in the second version, the noise
was added to the same phoneme. Therefore, in the first version, a phoneme was
missing from the word and in the second version, the word wes intact -- all
phonemes were present. When a missing phoneme is perceptually restored in a
word, the resulting percept should be similar to the word with noise added to the
phoneme. On each trial, subjects heard one of the two different versions of a
word. The subjects were asked to decide whether noise had replaced a phoneme or
was added to a phoneme in the test word. The propurtion of noise-replaced words
identified as "noise-added" is closest to the neasure of phonemic restoration
used in previous research (cf. Warren, 1970). This proportion indicates the
extent to which words missing a phoneme were perceived as intact. Unfortunately,
this measure of restoration is confounded with any bias the subjects might
develop for a particular response. In order to dissociate response bias from
perceptual gsensitivity, Samuel used a signal detection analysis (see Green &
Swets, 1966). He computed d' as a measure of the ability to discriminate between
noise-added and noise-replaced versions of the same word. A d' of zero is
assumed to indicate that noise-replaced words cannot be discriminated from
noise-added words. This implies that the listener would have compiately restored

the missing phonemes in noise-replaced words.' Any increase in d' is interpreted
as a reduction in the strength of the restorstion illusion. When fewer phonemes
are per~eptually restored, the discriminability of noise-~added and noise-replaced
words improves. Thus, d' provides a direct measure of the perceptual salience of
phonemic restoration.

One of the most interesting experiments reported by Samuel (1981) involved a
ccmparison of phonemic restorslion in words and nonwords. This experiment used a
priming paradigm. Ia the control conditions, n~n each trial, a single noise-added
or noise-replaced tast (tes wa. vresented. In the primed condition, the test

- 8y



5

Phonemnic Restoration

word or nonword was preceded by an intact version of itself without noise. For
example, the test word "funeral" with noise added %o or replacing the /n/ was
preceded by the intact prime "funeral" with no noise in it. The effects of the
prime on phonemic restoration were determined by comparing 4' in the control and
primed conditions for words and nonwords.

Insert Figure { 2“out here

R s D AR G G G AP W G AT AP N G G P an WD GV G O an

Figure 1 shows the change in d' produced by priming, relative to the control
conditions in Samuel's experiment., Clearly, priming had very different effects
on phonemic restoration in words and nonwords. For nonwords (shown by the solid
bar on the right), priming significantly incieased 4’ compared to the control
condition. The presentation of a prime before a nonword test item facilitated
the subjects' ability to determine whether or not a phoneme was missing from the
test nonword. Subjects could perceptually compare the nonword prime and test
items to locate the missing information.

However, when the test items were words, priming significantly reduced da'
compared to the control condition {shown by the striped bar on the left). That
is, the presentation of a prime word before a test word facilitated the phonemic
restoration illusion. Priming made it harder to determine whether noise was
added to a phoneme or replaced a phoneme in the test word. Samuel's (1981)
interpretation of this effect was that the prime word activated its
representation in the lexicon, increasing th. expectation of each phoneme in the
test word, thus enhancing restoration.

The most apparent Adifference in the perceptual processing of words and
norwords is the presence of an entry in the lexicon for wo as. It is this stored
lexical representation that must generate the top-down flow of information
responsible for perceptual restorations. According to associative theories of
perception (e.g., Shiffrin & Schneider, 1977), lexical access is an automatic
consequence of word recognition. In this type of theory, the lexicon is viewed
as a content-addressable system in which an input word pattern directly accesses
the appropriate 1lexical knowledge. In other words, access to the meaning and
phonological structure of words occurs as a direct and mandatory consequence of
word pattern processing. As a result, phonemic restoration should always be
facilitated by priming with an intact version of the test word. T

In contrast, it might be possible for the listener tu actively control word
recognition and lexical access. This would imply that under appropriate task
constraints, listeners should be able to adopt different strategies of word
perception. Fonr example, if a listener directed attention to the sound structure
of a word insteaa\of to its meaning, the prime might be effectively used to
determine if a phoneme is missing in the test word. This would produce a
decrement in phonemic restoration (increasing d') similar to the nonword priming
results obtained by Samuel (1981). On the other hand, if lexical access is an
automatic consequence of word,K recognition, phonemic restoration should be
enhanced by priming regardless of the task constraints.
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Exgeriment _1_

in this experiment, the relationship between the prime and test word was
varied to manipulate the type of expectations that might develop from processing
the prime. In one cnndition, no prime was presented before the test word to
provide a baseline measure of phonemic restoration. A second baseline condition
involved presenting prime words and test words that were different in meaning and
phonological structure. In this condition, subjects might hear the word
“attachment" as a prime followed by the test word "civilized" with noise added to
a4 phoneme or replacing a phoneme in the test word. Presumably, prucessing a
different word as a prime should not generate any phonological or semantic
expectations relevant to processing the test word. 1In a third condition, the
prime and test words were the same word. In the test word, noise either replaced
a phoneme or noise was added to the same phoneme, while the prime was an intact
word with no noise at all. In this condition, subjects might hear the test word
"communion" preceded by the prime "communion." According to Samuel (.981), in
this condition the prime word should increase the expectation of each phoneme in
the test word rroducing better phonemic restoration than the baseline conait:ons.
However, in cur test words, the noise replacement/addition manipulation was
always confined to the final syllable in the test word and the number of
syllables was constant for all the stimuli. As a result, uncertainty about the
location of the manipulated segment was minimized relative to Samuel's experiment
w.ere both location and word length varied. If lexical access is a mandatory
consequence of word recognition, the uncertainty of the 1location of the
manipulated segment gshould nct matter; the top-down flcw of phonological
expectations generated by lexical access for the prime should increase phonemic
restoration. This would be reflected by a lower d' when the test word is primed
by an intact version of itself compared to the baseline conditions. However, if
word recognition does not automatically entail 1lexical access, the subjects
should be able to focus attention on the perceptual analysis of the final
syllable. That is, they should bLe able to perceptually compare the pattern
structure of the prime aand test words to better determine if a phoneme was
replaced by noise in the test word.

In the final priming condition, the prime was a nonword that was constructed
from the test word. These nonword primes were matched to the test words in all
but the initial phoneme. For example, the prime for the test word "democrat" w-s
"lemocrat." This condition allowed us to assess the extent to which priming
effects depend on the phonological relationship between the prime and test words.

Egﬁhod

The test items in this experiment were derived from 90 three-syllable words.
Two versions of each test word were created by replacing a phoneme in the third
syllable with white noise or by adding noise to the same phoneme. An additional
40 words and 20 nonwords (all three syllables long) were used as primes. The
test words and primes were all natural tokens produced in isolation by a single
male talker. These stimuli were digitized at 10 kHz and were stored on dise.
The noise replacement/addition process was accomplished using a software digital
waveform editor with 200 microsec resolution. All the stimuli (the primes and
the test words) were presented in real time under computer control and were low
pass filtered at 4.8 kHz.
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Insert Figure 2 about here

Seventeen subjects identified each of the teast words as either "noise-added"
or "noise-replaced" in eight conditions. These conditions are shown in Figure 2.
After a practice condition, subjects received one control condition without
priming. This condition provided one baseline measure of phonemic restoratiom.
The subjects also participated in three different priming conditions at each of

_twe different interstimnlus intervals. The interval batween the prime and the

test word was either 350 msec or 1500 msec. In one of the three priming
conditions, the prime was an intact version of the test word without noise. In a
second priming condition, the prime and test items were different words. In this
condition, the prime words and test w.ude differed in YbYoth meaning and
phonological structure. In the final priming :<ndition, the primes were nonwords
differing from the test words only in the initial phoneme. The order of
participation in the different conditions following practice was randomly
determined. The subjyects were instructed to listen to the rrime (when a prime
was presented) and then determine whether mnoise replaced or was added to =a

‘phoneme in the subsequent test word. The subjects responded by pressing an

appropriately labeled button on a computer-controlled response box.

Results and Discussion

The effects of a different-word prime on phonemic restoration are shown in
Figure 3. The dashed line represents d' for discriminating noise-added and
noise-replaced test words when no prime was presented. The solid line indicates
the effect of a different-word prime preceding the test word by 350 msec or 1500
msec. The different-word primes did not significantly affect phonemic
restoration compared to the control condition at the %50 msec ISI (3(16)= .82,
n.s.) or at the 1500 msec ISI (t(16)= .37, n.s.). Thus, performance was not
significantly different in the two control conditions. This lack of a priming
effect for different prime and test words indicates that the effects reported by
Samuel (1981) for words and nonwords were due to the relationship between the
primes and test items; the results were not simply due to the presence of some
arbitrary utterance before the test item.

LD s A ED Ep AG IO v GP S W G S P R En S GR AL eGP S =B am

A two-way analysis of variance was performed on the d' values with the type
of prime (different-word, same-word, OT nonword) serving as one factor and
interstimulus interval as the second factor. The results showed that only the
type of prime produced a significant change in a* (F(2,32)= 5.68, p<.01). The
duration of the interstimulus interval did not significantly affect a' (E(1,16)=
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CONDITIONS

PRIME ISl TEST WORD

PRACTICE "UNAWARE”
NO PRIME "PENTAGON"
H " n

SAME WORD “CoMMuN I ON" . . COMMUN I ON
NOKHORD " LEMOCRAT” l ' } “DEMOCRAT”
DISSIMILAR  “ATTACHMENT” ' f "civiLizep”

¥IORD — =
——i 350 msec¢
' - 1500 msec
Figure 2. Trial structure for the practice, no-prime and various

priming conditions of Experiment 1.
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Phonemic Restoration

.06, n.s.). Moreover, there was no significant interaction between the type of
prime and [5I (¥(2,32)= 1.27, n.s.).

DA P S ES o s AP SO W) D WP S am S s M s My YR M A WS O up

Figure 4 shows the effects of a same-word prime on phonemic rsztoraticn
compared to the different-word control. The dashed 1line represents baselinu
phonemic restoration measured by &' in the different-word prime control
condition. A post-hoc Newman-Keuls test revealed that the same~-word primes
produced a significant increase in d' compared to the different-word prime
control. This indicates that phonemic restoration was significantly reduced by
the presence of the same-word prime. These results are opposite the priming
results obtained by Samuel (1981) with words, but are similar to the results he
obtained for nonword prime and test items. Samuel found that the same-word prime
facilitated phonemic restoration, while in our same~word priming condition,

restoration was inhibited. The primary difference between the procedures was
that, in Samuel's experiment, the length of the words and the location of the
manipulated phoneme in the words varied to a greater extent. In our experiment,
the number of syllables was constant and the manipulated segment was always in
the third syllable. This may have prompted subjects to focus attention on the
final syllable. The same-wordl prim- would then have allowed listeners to
directly compare the third syllable of the prime word and the third syllable of
the test word to determine if a phoneme was missing.

Finally, Figure 5 shows the data from the nonword priming condition compared
to the different-word prime baseline. If the same-word primirg advantage
level, the nonword primes should have been as effective as the same-word ﬁffﬁgé
in increasing 4'. However, the Newman-Keuls analysis® showed that 4' was not
significantly different in the nonword prime condition and the difflerent-word
control zondition. Further, d' was significantly greater for same-word priming
compared to the effects of the nonword primes. These results suggest that the
reduction in phonemic restoration conferred by the same-word primes may occur at
a level of processing responsible for word recognition. Even though the
phonological structures of the nonword prime and the test word were matched for
the critical syllable, apparently subjects could not use this information for
reducing the salience of phonemin restoration. These results could be explained
if the effect of the same-word primes is at the word recognition stage of
perception. Since nonwords cannot be successfully matched to the stored
representations of word patterns, nonword primes should have no effect on this
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Thonemic Restoration

process. This implies that in the same-word prime condition, subjects did not
simply compare each phoneme in the prime with the corresponding phonems in the
test word to detect a discrepancy. If that was the case, the nonword primes
should have ieen equally effective ia reducing phonemic restoration. Instead, it
appears tvhat to determine that a phoneme was missing in the test word, subjects
matched the input pattern of the test word against its stored pattern
representation that had beea previously activated by the same-word prime. Since
the nonword prime could not activate this stored representation of the test word,
the nonword prime could not serve to locate a missing segment in the test word.

If lexical access is an automatic process, the presentation of the same-word
prime should have facilitated phonemic restoration. Instead, the effect of the
same-word prime was tv inhibit phonemic restoration. These results ohtained with
prime and test words are similar to the resnlts Samuel found with identical prime
and test nonwords. Thus, it appears that our subjects were able to process the
words without accessing lexical knowledge for the test items. This indicates
that listeners can actively control lexical access and word perception to some
extent. :

Experiment 2

In the first experiment, we found that priming with the same word used as a
test item does not always enhance phonemic restoration. Indeed, it appears that
vhen the location of the manipulated segment in a word is constrained, subjects
are able to use the same-word prime as an aid in reducing phonemic restoration.
If the  presentation of a word automatically generates a top-down flow of
phenological information about the presunted word, listeners should not have been
able to reduce restoration. Assuming that lexical access is the process %hat
produces phonemic restoration by filling in missing phonemes, this process was
apparently not +triggered by the same-word primes i1 our experiment. This
suggests that subjects can hear a word and yet avoid or inhibit lexical access.
It appears that listeners are able to process the acoustic-phonetic pattern of 1
word vithout accessing more detziled information about the word in the lexicon.

To test the generality of this conclusion, we conducted a second experiment
using a completely different paradigm. Previous research on auditory word
perception has indicated that the initial portions of words are critical for
lexical access (e.g., Cole & Jakimik, 1980; Grosjean, 1980; Marslen-Wilson &
Welsh, 1978). According to this research, the initial syllable {approximately)
provides sufficient information for identifying many words. Samuel (1981)
provided some support for this claim by demonstrating that there was less
phonemic restoration for the initial syllable of a word compared to subsequent
syllables in the word. This indicates that identification of the first syllable
in a word is primarily the result of bottom-up pattern analysis, while subsequent
syllables are generated by 1lexical access and then simply "confirmed” by
bottom-up processes (see Foss & Blank, 1980). Presumably, these top-down
expectations are responsible for the enhanced phonemic restoration in the
remainder of the word. Accessing the lexicon with the initial portion of a word
generates expectations about the yphono.ogical structure of the remainder of the
word. 1 lexical access and the concomitant flow of phonological expectatiouns
are automatic consequences of the pattern analysis of word-initial syllables,
enhancing the listener's expectations from this word-initial information should
increase phonemic restoration.
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Giving subjects extensive rractice with a small set of words would provide a
test of this hypothesis. As subjents become familiar with a small set of words,
they should find it easier to predict the rest of a word from its initial
syllable. (Assuming, of course, that the beginnings of the words in the set are
sufficiently distinctive.) Thus, we might expect that extended perceptual
experience with a small set of words would increase the phonological expectations
produced by lexical access, thereby enhancing phonemic restoration. If lexical
access automatically rvesults from wWori-initial pattern recognition, a listener
should be unable to adopt a strategy that prevents or inhibits phonenmic
restoration. Moreover, if subjects are presented with a novel set of words
following practice, we would not expect any transfer of the enhanced phonological
expectations.

To test these predictions, we presented feedback about the identity of a
test word ("noise-added" or "noise-replaced") after each trial, in addition to
providing extensive practice with the test words. This feedback should not
affect performance if lerical access is automatic; phonemic restoration should
increase with experience with the word set. However, if phonemic restoration
decreases with practice (indicated by increases in d'), we would have evidence
that subjects were able to use the feedback to focus attention on their pattern
analysis of the test words. Furthermore, if the effects of practice transferred
to a novel set of stimuli, it would indicate that subjects had adopted a more
general gtrategy of word pattern analysis than Jjust 1learning the specific
differences between noise~adied and noise-replaced versions of the training
worde. This would further support the hypothesis that listeners cau exercise
some control over lexical access and argue for the separation of word recognition

- and lexical access into diffe.ent stages of processing.

Method

The stimuii for this experiment were derived from 20 three-syllable words.
As in the first experiment, two versions of each word were created. In one
version, a phoneme in the third syllable was replaced by white noise. 1In the
second version, white noise was added to the same phoneme. To avoid the
possibility that any changms in 4' might Ue masked by ceiling or floor effects
for the small set of woris, we used two different classes of phoneme as the
targets for the noise replacement/addition manipulation. For half the words,
noise replaced or was added to a stop consonant. For the other half, white noise
replaced or was added to a nasal corsonant. Samuel {1981) found that d4' for
discriminating noise replacement from noise addition was significantly higher for
nasals than for stops. Thus, we were assured of a fairly wide range of d' values
for our restricted stimulus set. All the test words were read in isolation by »
gingle male talker. The stimuli were digitized, prepared, and presented using
the procedures described in the first experiment.

fwenty-one subjects participated in four blocks of trials in a single 1-hour
session. In the first three blocks (the training blocks), the subjects wers
presented with half of the words with a nasal phoneme manipulated and half of the
words with a stop consonant manipulated. 1In the fourth and final block (the
traasfer block), the subjects heard the remaining ten words (five words with a
manipulated nasal and five with a manipulated stop). The assignmeni of words to

the training and transfer blocks was counterbalanced across subjects.
-96- 0
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In each block of trials, the subjects were presented with four repetitions A
of each of the two versions of the test words. The subjects identified each test
word as either "noise-added" or ."noise-replaced" by pressing the appropriately
mirked button on a computer-controlled response box. The computer then indicated ke
which version of the test word had been presented by turning on a light over the

correct label. This feedback was provided on every trial in the itraining bLlocks
and in the transfer block.

Results and Discussion
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The effects of training on phonemic restoration are shown in Figure 6. The

dashed line indicates d' for the words in which noise replaced or was added to a

nasal consonant. The solid line represents the effects of training on d' when a

stop consonant was the manipulated phoneme. In this figure, it can be seen that

d' for the mnasals is significantly higher than d' for stop consonants

o (£(1,20)=3%.28, p<.001). This replicates the difference in discriminability

‘ previously obtained by Sumuel (1981) of noise-added and noise-replaced woris for
stops and nasals.
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There was also a significant effect of training on d' (F(3,60)=5.02,
3(.005). Post-hoc Newman-Keuls tests revealed that d' in the second and third
blocks of training was significenily higher than d' in the first block. Also, d'
in the transfer block was significantly higher than d' in the first training
block. Moreover, the second and third training blocks and the transfer block did
not differ significantly in 4d'. Furthermore, there was no significant
interaction between the type of manipulated phoneme (stop vs. nasal) and trial
block (F(3,60)= 1.27, n.s.).

Two conclusions can be drawn from these results. First, increasing the
amount of practice did not increase phonemic restoration. Since this practice
should have stirengthened lexical expectations, a decrease in d' should have been
observed. Instead, subjects were able to wuse the training to improve
performance, decreasing the salience of phonemic restoration. If lexical access
is an automatic consequence of pattern recognition processes operating on the
initial portion of a1 word, subjects should not have been able to inhibit the
top-down flow of phonological expectations. The improvement in d' resulting from
training indicates that subjects were able to focus attention on processing the
pattern structure of the test words. These results clearly parallel the results

of our first experiment indicating that subjects can dissociate the analysis of
ruditory word patterns from lexical access.

The second conclusion is that the strategies adopted by subjects were not
item-specific. Rather, the strategies that subjects learned by the second block
of trsining were equally effective with the training words and the transfer
(novel) words. Instead of 1learning perticular differences Dbetween the
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noise-added and noise-replaced tokens thut were idiosyncratic to the training
words, subjects seem to have adopted a more general strategy of attending to the
phonetic patterr structure of words. This provides more evidence for the
separation of word recognition and lexical access.

General Discussion

In our first experiment, we found that phonemic restoration could be
inhibited by the presentation of a prime that was the same word as the test word.
This result was opposite the result obtained by Samuel (1981) for same-word
priming. In fact, our results wcce much more similar to the results Samuel found
for priming test nonwords with identical nonwords. The major methodological
dif ference between the two studies that might account for this was that in
3amuel's experiment there was a great deal of uncertainty about the location of
the manipulated phoneme, while in our experiment, the noise-added/noise-replaced
manipulation was confined to the last syllable of the test words. This may have

allowed subjects to use the same-word prime as an aid in detecting the absence of -

a phoneme. Moizover, it would seem that the cowparison of the prime and teot

words occurred at the stage of processing responsible for word recognition. This

hypothesis is supported by the lack of a significant priming effect for nonwords
thut were phonologically matched to the test words. If the effects of the
snme-word prime were due to a phoneme-by-phoneme comparisoa of the prime and test
words, the nonword primes should have been as effective as the same-word primes.

These results suggest that word recognition and 1lexical access 2re not
intrinsically bound together either as a single process or as an automatic
associative system. If lexical access is a mandatory consequence of word
recognition (pattern analysis), phonemic restoration should always be facilitated
by a same-word prime. Since in our experiment the same-word prime inhibited
restoration, it seems reasonable to conclude that word pattern processing can
occur without lexical access. This conclusinn is bolstered by the results of ouv
second experiment. If phonemic restoration is produced by phonological
expectations generated by 1lexical access, these expectations should be
strengthened by practice with a small set of words. However, we found that
subjects were able to use this training to reduce the salience of phonemic
restoration. Furthermore, since the effects of training transferred to a novel
set of words, it appears that subjects adopted a general perceptual strategy to
inhibit restoration rather than 1learning word-specific differences. Taken
together, these exp2riments argue that word recognition does not automatically
entail the top-down generation of phonological expectations trom lexical access.
Subjects can adopt strategies that focus attention on either recognition or
lexical access.

At first glance, it may be hard to understand how word recognition and
lexical access can be truly separate processes. However, it is possible to
conceive of a word recognition system that is independent of lexical access (see
Thibadeau, Just, & Carpenter, 1982). For example, Klatt (1980) has proposed a
model of word recognition that does not involve accessing the meaning of words.?2

The LAF3 system is a network of acoustic templates that represent stored patterns

of words. Traversing the network from start to finish only means that a

particular sequence of acoustic features -- a word -- has been recognized: this

recognition process does 10t involve nor does it yield any lexical knowledge

beyond the stored pattern. Moreover, the LAFS systeg) has no provision for
gt
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"storing or retrieving semantic, syntactiec, pragmatie, or phonological information

pertinent to a recognized word pattern. Access to this detailed knowledge must
be accomplished by subsequent processes.

Clearly then, it is not necessary to envision word recognition and lexical
access as inextricably bound into a single mechanism (see Thibadeau et al.,
1982). A model of word recognition need only be a system for the analysis and
recognition of word patterns and lexical access is not a requisite component of
this type o¢f system. In addition, it would seem necessary to have one such
mechanism for auditory word recognit.on and a different mechanism for visual word
recognition, since the pattern structures of words in these modalities are quite
different. Of course, once a word is recognized, its internal representation may
be different (abstract) from its original pattern structure. As a result, only
one mechanism should be needed for lexical access regardless of a word's original

modality (see Forster, 1978). The purpose of this lexical access mechanism would

ve to retrieve the lexical knowledge appropriate to a particular recognized word.

Insert Figure 7 about here

Figure 7 shows the outline for one possible model of auditory word
perception. The earliest stages of processing are devoted to acoustic-phonetic
recognivion. The output of this phonetic recognition mechanism is used for word
pattern recognition. Note that in this model, word recognition and access have
been separated into different stages of processing (see Pisoni, 1981). To some
extent, this separation is dictated by the present results. Our results, in
comparison with those obtained by Samuel, indicate that listeners can modify the
strategies used in word perception to take advantage of different task
constraints.

In our aodel, word recognition refers to the process that matches input
phonetic patterns against stored phonetic representations of words. We assume
that phonemiec restoration occurs at this stage of processing, produced by
feedback derived from lexical access. In this model, wcrd recognition and
lexical access together form an interactive system that mediates word percejtion.
The effects of the same-word primes and training may be at the earlier stage of
word pattern processing. Since nonwords cannot be accessed in the lexicon and
differ from the test words in internal acoustic structure, these primes cannot
affect phonemic restoration at either stage of lexical processing. Whether or
not our processing model is correct in its detail, we have found evidence that
lexical access is not completely automatic upon the presentation of a word.
Therafore, it appears that word pattern recognition should be considered as
distinct from lexical access.
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A model of auditory word perception in which word recognition
and lexical access are assumed to constitute separate stages

of prucessing.
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Footnotes

i 1Of course; 2 small d' does not, by itself, indicats that subjects arc e
. perceptually restoring phonemes to the noiss~replaced version of test words. A '
amall d' could be produced if phonemic restoration for the noise-replaced items
seldom occurred and the white noise in the noise-added test items effectively
masked the target phoneme. lowever, in this situation subjects would most often
respond "noise-replaced” rather than "noise-added" indicating that in most cases
the test words seemed to be missing a phoneme. This could be determined eaaily =
from the pattern of subjects' responses. K

We have used the term "word recognition" to refer to the processes that
analyze the pattern of a word and match this pattern against stored lexical
representations. FHowever, Klatt (1980) uses "lexical sccess” to refer to this .
process. Thus, in our terminology, Klatt has proposed a model o1 pattern i

) recognition, which is not lexi.al access. We reserve the term "lexical access" '
-l to refer to those processes that follow the selection of a lexical candidate.
- The lexical access sy-tem ie responsible for determining the meaning, use, and
g phonological structure of an identified word pattern. This same distinction has

been made recently by Thibadeau et al. (1982), using similar terminology four
visual word perception.
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Abstract

A technique was developed to study word recognition in sentence contexts.
Subjects listened to increasing durations of conient words in either meaningful
or semantically anomalous sentences. Initially, each target word was replaced by
envelope-shaped noise. In consecutive presentations of 3 test sentence, 50-msec
increments of the original speech waveform replaced either the initial or final
segment of the noise until the entire word was presented on the last trial.
Subjects identified the words in the sentences after each presentation.
Recognition points were collected and incorrect word responsss were analyzed in
detail. In normal sentences, recognition occurred with less acoustic-phonetie
information when the signal increased from the beginning of each target word than
from the end of each target: the mean difference was 50 msec. The difference
between forward and backward gating did not occur in the anomalous sentences.
Error analyses indicated that both top-down and bottom-up sources of knowledge
interact to generate a set of potential word candidates. The results support a
~lass of models ir which word recognition processes produce a set of lexical
candidates that are specified by both the early acoustic-phonetic input and the
syntactic and semantic constraints of the sentence context. -

~U8
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; sources of Knowiedge in Spoken Word Identification

The last thirty years of research in the field of speech perception has
focused almost exclusively on the processing of phonemes, syllables and isolated
words. The results of studies on phenomena such as categorical perception,
dichotic listening, the lag effect, selective adaptation, cue trading, feature
sharing and duplex perception, have provided an important source of knowledge
concerning the perception of the acoustic-phonetic properties of spoken language,
particularly English. These studies have also provided the empirical data base
for the development of high-quality synthesis-by-rule systems (e.g. Allen, 1981).

Degspite the fact that 4 great amount of literature currently exists on the
perception of phonemes, nonsense syllables and isolated words, relatively little
is actually known at this time about the perception of fluent speech. 1In this
paper we are concerned with the perceptual and cognitive processes employed in
understanding fluent, continuous speech. 1In perceiving speech, we assume that
the human listener computes a variety of perceptual codes at different levels of
abstraction. In order to extrait the linguistic message from the physizal speech
signal, the listener is assumed to use &ll available sources of knowledge. We
will assume that there are several additional sources of knowledge, possibly of
different types, that are used in perceiving continuous speech compared to the
perception of isolated speech tokens. Furthermore, we assume that listeners are
extremely flexible in their reliance on these knowledge s~ .rces. When one source
of knowledge 1is impoverished, degraded, or possibly obliterated, listsners are
capable of adjusting their "normal" perceptual strategies quite rapidly to
reallocate attention and processing resources to other sources of knowledge, thus
ensuring that the linguistic message is understood.

The problems of studyins the perception and comprehension of fluent speech
Are enormous when compared to those encountered in studying single tokens (Cole,
1980). In addition to difficulties surrounding the linguistic specification of
the early acoustic-phonetic sensory input, another, perhaps more difficult,
problem confronts investigators: WNamely, the effects of top-down context brought
abou. by the listener's knowledge of morphology, syntax and semantics in the
perception and compi.hension of fluent speech. A multitude of 1linguistic,
pragmatic and situational variables contribute to top-down knowledge. It seems
likely to us that the mechanisms or processes by which this knowledge affects the
perception 2 .4 comprehension of fluent speech will be complex and fairly general
in nature.

Evidence that listeners' perception of speech suffers when semantic and
syntactic constraints are removed from the linguistic message was demonstrated by
Miller, Heise and Lichten (1951) and Miller and Isard {1963). With extremely
impoverished aspeech signals presented against high levels of noise, lister.rs
were abla to extract the linguistic content of the message so long as they had
access to the semantic and syntactic information. When these top-down knowledge
sources were experimentally removed or modified in some way (Miller & Isard,
1963), listeners' perceptual performance suffered substantially as they tried to
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Knowledge Sources in Word [dentification

make use of the extremely limited and often unreliable information in the speech
signal that was the only resource at their disposal. Findings of "trade-offs" in
knowledge sources used to recognize words in studies with degraded stimuli may be
generalized to the normal fluent speech processing situation, if the potential
disruption of the speech signal at any moment is acknowledged. The problem of
how top-down context is used to support perception and understanding of fluent
speech is perhaps the most important question in the field of speech perception
today; it is clearly the central problem that many investigators have concerned
themsslves with at the present time.

In this paper we are concerned with sources of knowledge available during
sentence processing that are employed specifically in the processes leading to
spoken word identification. While smaller linguistic units such as phonemes and
syllables may not enter into the conscious perceptual and production processes of
speaker-listeners of a language, words are undeniably units that are brought to
conscious awareness. We will assume, then, that at some stag2 of perceiving and
processing the speech input, words are identified or recognized by listeners. Ve
will adopt the term word identification to stand for the correct belief (and a
response contingent on that belief) that a particular word has just occurred. We
will reserve the term word recognition for the results of the low-level sensory
pattern-matching process that is assumed to occur upon hearing a spokern word.
Thus, the word identification process involves a2 number of component stages
including word recognition, lexical access and retrieval, and response execution.
By lexical access we mean contact of some consequence of the speech input with a
lexical representation (i.e., a word) in memory and retrieval or nactivation of
that item in working memory (Pisoni, 1981). The candidate mechanisms proposed
for achieving this contact have been search (Forster, 1976) and direct access
(Marslen-Wilson & Welsh, 1978). For the present, decision mechanisms may be
characterized as controlled processes (cf. Schneider & Shiffrin, 1977) that
impose both response biases and criteria on the output of the other word
identification processes.

While it is apparent that additional knowledge sources in fluent speech,
lumped together often as sentence context, facilitate word identification
processes in comparison to identification in isolation, the locus and mechanism
of these context effects are poorly understood. By controlling access to a number
of knowledge sources, both "bottom-up" sensory-derived information and "top-down"
linguistic contextual constraints, we examined several assumpticns about spoken
word identification that pervade current theories.

Questions about the operation and precise mectanisms of context effects in
speech processing have focused on the issue of autonomous vs. interactive
processing (Marslen-Wilson & Tyler, 1980; Norris, 1982; Swinney, 1982; vyler &
Marslen-Wilson, 1982a; 1982b; Cairns, Note 1) and to the special status given to
word-initial phonetic segments 1in 1lexical access processes (Garrett, 197S;
Cairns, Note 1). The last decade has witnessed increasing interest toward the
plausibility (or implausibility) of an autonomous, specialized modular linguistic
processor system in the human cognitive system (e.g. Fodor, 1979; Forster, 1976;
1979; #arslen-Wilson, 1981; Norris, 1982; Swinney, 1982; Tyler % Marslen-Wilson,
1982a, 1982b; Cairns, Note 1). According to the autonomy principle (e.g. Swinney,
1982, p.164), lexical processing consists of "a set of isolable, autonomous
substages, where these substuges constitute domain specific processing modules".
Lexical access, for -example, has been assumed to be autonomous or
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coatext-independent (Forster, 1979; Marslen-Wilson & Tyler, 1980; Swinney, 1982).
Support for this assartion comes from lexiecal ambigui ty studies, in which bhoth
meanings of an ambiguous word are shown to be briefly sensitive to semantic
priming in a lexical decision task, even when sentence context strongly predicts
the unrelated meaning of the word (e.q. Seidenberg, Tanenhaus, Leiman &
Bienkowski, 1982; S3winney, 19793 Tanenhaus, Lleiman & Seidenberg, 1979). Garrett
(1978), Forster (1979) and more recently, Swinney (1982) have all suggested that
lexical access processes are not sensitive to semantic biases in the sentence
context. According to their account of context effects st the lexical level,
contextual semantic constraints influence post-access decision stages of word
identification and earlier stages of processing are fully determined by bottom-up
Aacoustic information, with the possible supplementation from syntactic sources in
Garrett's formulation (1978).

The argument is somevnat more complex than just automatic, obligatory access
processes (Tyler & Marslen-Wilson, 1982b) contrasted with controlled, decision
processes. The failure to distinguish clearly between automatic (cf. Shiffrin &
Schneider, 1977) and obligatory processes by Tyler and Marslen-Wilson (1982a,b)
makes the derivation of experimental predictions from their position difficult.
In addition, the level at which responses in tasks seen as relevant in this
argumant are output from the processing system become critical (Forster, 1979).
The necessary assumption for evaluating any data in this debate is that the
experimental tusk indeed taps the level of processing under investigation,
whether lexical access or post-access decision gtages. This is not a trivial
assumption in many casés, given the controlled nature of lexical decisions and
detection tasks used to support autonomy positions, e.g. mispronunciation and
rhyme detection (Cole, 197%; Tyler & Marslen-Wilson, 1977).

As Cairns (No*e 1) hnas pointed out, to date the ambiguity research has had
the greatest impact on the issue of autonomy. Two problems pervade this field of
research: First, the work addresses meaning interpretations assigned to words,
and thereby augments the influences of higher-level post-access processes.
Second, homophone processing may not be typical of spoken word identification
processes. Therefore, this source of «vidence requires supplementing from other
phenomena. Thus, the theoretical question of the autonomy of lexical access in
fluent speech processing remains largely untouched by current investigations of
normal word identification. Nevertheless, it is a profitable research strategy
to test aspects of the strong constraints of the autonomy hypothesis in order to
gain a more accurate understanding of word identification processes and a more
powerful processing model of them.

o

. 7

One particular manifestation of the autonomy principle (not always
acknowledged as such) is the special status given to the acoustic-phonetic
information contained in the speech signal. In Forster's autonomous search model
of 1lexical access (1976), the master file in the 1lexicor contains all the
phonetic, syntactic and semantic information stored with a word token that is
used by the decision processor. Entrance to that master file can only proceed, in
the case of speech processing, via the peripheral phonetic file. Thus, one
direction for testing Forster's sperific implementation of the autonomy principle
is to determine whether, in certain conditions, words can be accessed from
knowledge sources other than the initial acoustic-phonetin information.

1.
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A astronger claim about the role of word-initial acoustic-phonetic
information 1is Marslen-Wilson's "principle of bottom-up priority" (1981;
Marslen-Wilson & Tyler, 1980; Tyler & Marslen-Wilson, 1982b), central to the
conort theory of spoken word identification. Unlike the selection of a single
word token in Torster's search model, according to the cohort theory, an entire
get of lexical candidates, the word's acoustic-phonetic cohort, is directly
activated during 1lexical access. These word candidates overlap in their
word-initial phonetic representation with the speech input. Despite the
differences bstween the two accounts, the proposed initial processing stages of
both are autonomous, as Swinney (1982) has pointed out.

The initial content of word cohorts is fully determined by acoustic-phonetic
input (Marslen-%ilson & Welsh, 1978; Oden & Spira, 1978; Swinney, 1979; Tyler &
Marslen-Wilsor, 1982a, 1982b). How:ver, once the cohort is activated, it is
proposed that both continuing bottom-up acoustic-phonetic information and all
other sources of information (including syntactic and semantic constraints) are
available to interactively deactivate lexical candidates that are incompatible
with any relevant source of information. A word is identified "optimally", at the
point where it becomes "uniquely distinguishable from all of thie other words in
the language beginning with the same sound sequence" (Tyler & Marslen-Wilson,
1982b, 1©D.175). Thus, in the nominally "interactive" cohort theory, the
cohort-establishing processes involved in lexical access are still viewed as
acoustic-phonetically determined and context-independent, i.e., autonomous.

Given the dependence of ! .rslen-Wilson's "principle of bottom-up priority"
on word-initial acoustic-phonetis information, the proponents of the e¢ohort
theory uare committed to demonstrating how word beginnings are identified in a
continuous speech waveform. Words are not physically discrete units and their
rhysical boundaries can only be 1locatad after +heir identification. To
accommodate this state of affairs, Cole and Jaximik (1980) have proposed a
sequential speech recognition account proceeding from left to right, with
immediate word identification dacisions for one word allowing identification of
the beginning of the next word. The "word initial sounds" are responsible for
determining the product of lexieal access, in Cole and Jakimik's view (1980). One
proulem with this approach is the observation that human listeners recover from
identification errors in the middle of sentences remarkably well and that failure
to identify (or misidentify) a word in midsentence is not typically problematic
for identification of the following words or comprehension of the intended
message.

Tyler and Marslen-Wilson (1982b) have, by default, located the effects of
context at post-access decision stages of processing. The phenomena to be
accounted for here include the well replicated result that words 1in normal,
meaningful sentences can be identified before their physical duration has been
processed (e.g. Grosjean, 1980; Marslen-Wilson & Tyler, 1980), and a handful of
studies in both visual and auditory domains that demonstrate better perception,
pwoduction and memory for words when their initial fragments, as opposed to their
final fragments, are presented {Bruner & 0'Dowd, 1958; Nooteboom, 1981).

Analysis of 1listeners' responses in an identification task in which the
signal duration of target words was gated or strictly controlled (Grosjean,
1980), constituted the first attempt to operationalize Marslen-Wilson's
theoretical cohort concept. Grosjean (1980) interpreted his response data as
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evidence against the claim that an entirely acoustic-phonetically controlled set
0.7 lexical) candidates is accessed before a word is identified. Grosjean (1980)
suggested that both acoustic and nonacoustic sources ¢f knowledge can interact to
select potential word cardidates in lexical acc.ss. PBasad on Grosjean's study
using the gating technique, w2 examined the contextual and sensory knowledge
sources used to identify words in sentences.

Experiment 1

The present study investigated the knowladge sources employed in the
identification of words in spoken sentences using a sentence gating paradignm.
With regarl to bottom-up information, we were concerned with the differential
informativeness of the acoustic-phonetic properties of the beginnings and endings
of words. Our interest in top-down knowledge focused primarily on semantic and
syntactic cues. Specifically, the three questions we addressed were: First, is
word-initial acoustic-phonetic information obligatory for successful continuous
word identification? Second, how does the reliance on acoustic-phonetic
information change among normal, meaningful sentences, and syntactically normal,
but semantically anomalous sentences? And, third, how are "word-initial" (or
"word-final") incorrect response distributions related to the amount of signal
duration required for ‘:dentifying spoken words?

The content words in spoken =sentences served as target items to be
identified by subjects after each presentation of the sentence. On the first
trial, the waveform of each target word was vreplaced completely by
envelope-shaped noise. This noise removed all segmental acoustic-phonetic cues,
W4hile at the same time preserving prosodic and duration information. On each
congecutive trial, 50-mse~ increments of thre original waveform replaced selected
parts of the noise mask. The 50-msec increments accumulated on successive
repetitions of the sentence uiatil, on the final trial, the entire waveform of the
original word was presented. Since this sentence gating procedure involved
repeated presentations of spoken sentences, in which the physical waveform varied
in degrees according to the experimental manipulation, it may be thought of as an
extension of the psychophysical method of limits. Our use of the term "gate"
therefore refers to the incremented duration of the intact speech signal of the
target words. 1

Method
Subjects

- - .

The subjects were 194 introductory psychology students, who received course
credit for their participation. All subjectas were native speakers of English with

no known hearing loss. None had been subjects in previous experiments using
gpeech or sreech-like materials.

Materials

. i - o

Two sets of experimentsal sentence materials were used. Eight Harvard
Psychoacoustic sentences (Egan, 1948) were chosen for the meaningful context
condition. These sentences coverel a wide range of syntactic structures and were
balanced according to word frequency and phonological density counts in English
usage, e.g. "The stray cat gave birth to kittens". The Harvard sentences

- -aa1- 113
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contained semantic (interpretive) and syntactic (structural) econtextual cuss
typical of active declarative English sentences. The second context condition
consit ted of eight sentences selected from a set originally developed for uge in
the evaluation of synthesized speech (Nye & Caitenby, 1974; Pisoni, 1982). These
materials, known as the Haskins sentences, were syntactically normal and
contained high frequency words. Unlike the Harvard sentences, however, they were
semantically anomalous, e.g. "The end home held the press". As such, the Haskins
sentences represented a class of impoverished contexts, in which rales of
intrasentential semantic relations had been deliberately violated. The two sets
of materials will be referred to as meaningful and syntactic sentences,
respectively.

All the content words from the meaningful and syntactic sentences served as
targets for this study.2 The target words were also excised from the sentences
and presented in isolation. This condition served as a control for the
contribution of any sentence context Pper se in word identification processes
(Miller, Heise & Lichten, 1951). Thus, there were three major context
conditions: words in meaningful sentences, words in syntactic sentences and words
in isolation.

Two properties of the target words were varied orthogonally: first, the
amour.t of acoustic-phonetic information in the waveform, defined by gute
duration; and second, the location of that informaticn within the word, defined
by gating-direction. The stimulus duration varied in Y0-msec increments between
successive trials. The two levels of gating-direction were forward, with signal
increasing left-to-right from the word beginning, and backward, with increaslng
amounts of signal, right-to-left, from the end of the word.

Audio tapes of the original sentences, read by a male speaker, were low-pass
filtered et 4.8 kHz and stored digitally on a PDP-11/34 computer. Beginnings and
endings of target words were located with a digital wavelorm editor. The gated
conditions of the target words in each sentence were produced by simply replacing
the apjropriate number of consecutive 50 msec intervals with envelope-shaped
noise {Horii, House & Hughes, 1971), using a waveform time-domain processing
program. For each digital sample of the waveform, the direction of the amplitude
was reversed while the absolute value of the amplitude and the RMS energy were
preserved. This procedure maintained the prosodic and durational cues of the
speech signal, while at the same time obliterating the spectral information (i.e.
formant structure) used to identify segmental phonemes.

for each original sentence, two sequences of 2xperimental sentences were
produced, one each for the forward and backward gating conditions. In both sets
of materials, the first and last trials were identical: On the first trial, all
target words were replaced by noise masks, while the last trial was the original,
intact, spoken sentsnce. In the forward- and backward-gated sequences, the second
to penultimate trials contained acoustic-phonetic information increasing in
50-msec  increments from +the beginning and ending of <ach target word
respectively. Figure ! shows speech spectrograms of the first, third, fifth and
last trials (from top to bottom) of both the forward-gated and backward-gated
sequences of a meaningful sentence used in the experiment. The isolated word
sequences were created by simply excising words from their parent sentences
(Pollack & Pickett, 1963). Forward-gated and backward-gated sequences were
created separately for each target word using identical procedures. Ea:h gated
word presentation was treated as a trial similarly to each parent test sentence.
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Knowledge Bources in Word ldentification

Sixteen experimentsal tapes were created from the digitally stored stimuli
using a 12-bit D/A converter and a Crown 800 Series tape rccorder. Tor each of
the two sets of materials, eight blocks of experimental trials were generated, so
that for each gating direction there were two counterbalanced random orders for
each context condition.

Procedure

Groups of six or fewer subjects were tested simultaneously in ad jacen?
booths in a sound-treated experimental room. Each group heard one experimental

v tape at 77 &3 SPL peak levels over TDH-39 matched and calibrac<ed earphones.

ir ~Thus, between 20 and 26 subjects heard each context type by gating direction

condition.

Subjects were told they would Y:ar a number of sentences {or words); each
one would be repeated so that it wouv!d become clearer on each successive trial.
Subjects were instructed to write dow. after each presentation of a test sentence
(or word), the word or words they heard. Subjects were encouraged to guess if
they were not ce-tain. For both the sentences and isolated word controls, the
inter-sequence interval was four seconds. The experimenter stopped the tape
recorder manually after each sentence presentation and continued only when all
subjects had finished writing their responses in prepared answer sheets. In the
isolated word condition, the tape ran without interruption; the intertrial
interval was three seconds long; cue tones indicated the start of a new stimulus
sequence.

In the sentence context conditions, response sheets contained the syntactic
frame for each experimental sentence. The function words and geparate lines for
each target content word in the sentence were marked on the answer sheet. (7The
function words remained acoustically intact during every spoken sentence
presentation.) Thus, subjects presumably had some access to top-down knowledge
provided by the information on the anaswer sheets, ¢.g. the possible form class of
words following function words, the number of words in the sentences, etc.
Subjects were required %to respond to each word after each stimulus presentation
with either a word or an 'X' if they could not identify a word.

ngults

Two types of dependent measures were obtained. Firstly, we computed the
"identification point" for all turget words. This was defined as the duration of
the signal present on the trial during which the word was first correctly
identified and maintained thereafter by a subject.’ Secondly, we collected and
carefully categorized subjects' incorrect word responses in order to examine the
regponse distribution of word candidates that was generated in a given gating
condition before a target word was correctly identified. We considered these
responge distributions to be empirical word cohorts (Grosjean, 1980). That is,
wa assumed that the incorrect word responses before a word was correctly
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Knowladge Siurces in Word Identification

identified would reflect individual word candidates generated in lexical acceas.
In our analyses, we were interested in two properties of these response
distributions: first, their overall size; and second, their distribution and
structure in terms of the various knowledge sourczes that were used in spoken word
identification.

Initially, the data from the two material sets were analyzed separately for
gating-direction effects and then planned comparisons between the material sets
were carried out. The data for the words in each sentence position were ponled
across the eight test sentences. This was done to test for serial order effects,
e.g. that recognizing words early 1in +‘he sentence might influence the
identification of words occurring later in the same sentence. The results for
the identification point data and our analyses of the 1incorrect wori response
data will be examined separately below.

[dentification Point Results

- -

First, we computed the identification points, which were based on the mean
performance of each subject. The data for words in the meaningful and syntactic
sentences (solid lines) and their isolated controls (broken lines), are shown in
the left and right panels of Figure 2, respectively. The actual measured,
physical duration of sach word at each sentence position is also included as a
baseline for comparison (dotted lines). Forward-gated identification points are
shown as triangles and backwurd-gated ones as squares. Also shown in each panel
are the mean identification points averaged over all sentence positions.

The raw identification points were converted into proportions of the mean
total word duration in each sentence position, to compensate for ditferences in
duration as a function of syntactic structure.® Statistical analyses were then
carried out on arcsin transformations ot the proportions. Analyses of variance
by subject and *reatment were performed. Gating direction and sentence position
(or srhjects) were treated as fixed and random factors respectively and F'

statisvics were calculated (Clark, 1973). Unless otherwise stated, all
significance levels are less than p=.01.

Examining the data for words in the meaningful senteace context shown in the
"mean" column of the left-hand panel of Figure 2, a main effect due to
gating-direction was observed: The backward-gated condition required 40 msec
greater signal duration than the forward-gated condition, F'(1,78) = 6.56. The
same words presented in isolation needed 30 msec more signal duration for
identification in the backward-gated condition than in the forward-gated
condition, F'(1,90) = 7.30. Thus, either in the presence or absence of
meaningful Ssentence context, an advantage for word-initial acoustic-phonetic
information was observed. Combining over gating-direction conditions, word
identification in isolation (open symbols) required 96 msec more signal duration
than in the meaningful sentence context (filled symbols), t(78) = 6.22.
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No effact of serial pousition of words in meaningful sentences was observed,
§ﬁ4,44) = 1,67, p > 1. later-occurring words were not recognized with less
signal duration than words occurring prior to them in the sentence. This result
indicates that words earlier in a sentence conveyed no predictive information
that could be used to facilitate identification of fcllowing words. In the
present task, subjects were not successful in using *the information available
from an already identified word to predict the following word. More importantly,
in meaningful sentences, subjects did not appeur to be hampered by failures to

recognize early-positioned words in their identification performance of
later-occurring words.

The raw identification points for words from the syntactic materials are
shown for each sentence position in the right panel of Figure 2. Unexpectedly,
in the syntactic sentence context, there was no significant gating direction
difference (F'(1,56) = 1.26, p > .1), indicating the absence of an advantage for
the use of word-initial acoustic~phonetic information. The mean signal duration
required for identification was 2%2 msec. As for the words in the meaningful
context, sentence position had no main effect on the identification points in the
syntactic context (F¢ (3,129) < 1.0, p > .44 and F. (3,29) = 1.4%, p > .25).°
While there was no gating-direction effect in the syntactic context (filled
symbols), there was a S4-masc advantage for forward-gated conditions  for the
tsolated words excised from the syntactic sentence contexts (open symbols),
F'(1,80) = 13.84.

The amount of signal required for word identification in +the syntac.ic

~ sentences was directly proportional to the measured word duration, r(3t) = .92,

This can be seen as the parallel identification point and word duration functions
in the right panel of Tigure 2. This correlation was observed also for the
isolatad words from both materials sets (r(%9) = .89 and r(31) = .76, for the
Harvard and Haskins isolated controls, respectively). No such relationship was
observed for the identification points and durations of words in the meaningful
sentences, as evidencad by the identification curves that are not paiallel with
the duration curve in the left panel of Figure 2,_3(39) = 24, p > +10.

Interestingly, the presence of the syntactic sentence context interacted
with the manipulation of gating-direction. Less word-initial acoustic-phonetic
information was sornetimes required to recognize words in isolation than in the
presence of semantically anomalous, but syntactically normal, sentence context.
It appears that misleading context inhibited the normal reliance on
acoustic-phonetic information for word indentification.

The identification point data for both material sets after transformation
into proportions of signal duration are shown in Figure 3.

- W) T ) D E ES W P s G T D EE me R S Ap G WP s e

When the identification point data were compared across the two sentence
context types, no di:ferences were observed in the isolated control conditions:
Words excised from the meaningful Harvard and syntactic Haskins material sets
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were identified with .83 and .81 of the mean word duration, respectively.
However, in the syntactic sentence context, .72 of the mean word duration was
needed for identification, while only .56 was necessary to identify the words
from the meaningful sentences. This difference between the two context types was
significant, t(82) = 3.31. Of the four context conditions, only in the syatactie
sentence context was there no  observed advantage for word-initial
acoustic-phonetic information over word-final acoustic-phonetic information.

Analysis of the Response Distributions

- - — - - a  wn i -

We were also interested in the structural organization of the incorrect word
candidates generated by listeners before they correctly identified the target
words. The number of different incorrect word responses proposed by at least one
subject were examined as a measure of response output. Analyses of variance with
gating-direction and sentence position as factors and sentences as rvepeatsd
measuresd were performed on these output measures.

The mean number of different word responses in each sentence position in the
meaningful and syntactic sentences (excluding correct identificaticn responses)
are shown in Figure 4. A marginally significant gating-direction effect was
found in the meaningful sentences (left panel), F(1,14) = 4.94, p < .05. The
presence of only word-final acoustic-phonetic information yielded more word
candidate responses than word-initial acoustic-phonetic information. n
addition, an effect of the serial position of a word in the sentence was found:
Fewer incorrect responses were proposed by subjects for words that occurred later

in a meaningful sentence than for words that occurred earlier in the sentence,

£(4,56) = 5.75. This is shown in the decreasing slope of the two curves in the
lef't panel of Figure 4.

R D ) S an SO WD S WP %P WD e W s W WS WL G s S WS WS = e e

For the response distributions in the syniactic context (right panel of
Figure 4), no gating-direction effects were observed in the incorrect response
data (F(1,14) < 1.0, p > .56). However, sentence position effects, F(3,42) =
8.68, can be seen in this figure: A larger number of word candidates was
generated for words in the second and fourth sentence positions than in the first
and third positions. In this way, the data reflect the variations in the
corresponding identification point data for the syntactic context condition (see
Figure 1 and Footnote 3). The correlation between the identification points and
the number of incorrect word responses for the syntactic context was significant,
r(31) = .96, suggesting that both of our iependent measures, identification
Points and number of incorrect word candidates, are indeed related to the same
underlying processes involved in continuous spoken word identification.

To compare the incorrect word response data of the two sentence contexts,
ench with a different number of contributiong subjects, the datus were normalized

by dividing the raw number of word responses by the total number of responses for
each word in a condition. This comparison confirmed that more lexical candidates

were proposed in the syntactic sentences than in the meaningful sentences,
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Knowledge Sources in Word Identification

t(70) = 5.41, despite the fact that the sentence frame was fixed in the syntactic

sentences.

To examine the structure of the word candidate responses in greater detail,
analyses of the sources of knowledge underlying each proposed lexical candidate
were carried out for =z2ach subject's rwesponse protocol. Each incorrect word
response was categorized as oviginating from one of three possible sources: (1)
acoustic-phonetic analysis of the signal; (2) syntactic contextual information;
and (3) "other" sources (nonwords, words from an inappropriate form class, or
intrusions). GEvery word candidate from each gating direction condition was
classified as belonging to only one of the three categories. In this scoring
procedure. preference was given to acoustic-phonetic information as a knowladge
source, 50 that the remaining two categories contained no candidates that were
phonetically similar to the target word.® Thus, we chose a conservative measure
of the nonsensory contributions to the set of words hypothesized before a word
was actually identified correctly.

As might be anticipated, the two sentence contexts differed substantially in
the extent to which semantic and syntactic cues controlled the response
distributions. We assumed that i1n %the meaningful sentences, normal pragmatic,
semantic, and syntactic constraints were operative. In contrast, we assumed that
no normal pragmatic or semantic relations could be derived from the syntactic
gentences. In fact, whatever semantic cues might be generisted were incompatible
with the normal syntactic cues in this condition. The criterion we adopted for
scoring membership in the syntactic knowledge category was based solely on
appropriate form class (in the absence of correct acoustic-phonetic information)
for both meaningful and syntactic sentence context conditions. Although this
knowledge source was not present in the isolated word identification task,
response distributions in those conditions were nevertheless scored for this
category also, simply as a control measure.

Finally, the "other" category contained primarily response intrusions from
other sentences or from other serial positions in the test sen%tsnce. Also, in
this category were phonemically dissimilar nonwords and words from inappropriate
form classes. Since the "other" word responses were not based on the knowladge
sources with which we were concerned, they were omitted from analyses of variance
performed on the response distributions.

Figure 5 shows the results of analyses of the source of lexical candidatas
generated for the words in the meaningful sentences (upper left panel) and in the
syntactic sentences (upper right panel) and their isolated controls in the lower
panels, respectively. The data are shown as proportions of all responses for each
sentence position, thus enabling comparisons to be made across different context
types. Correct identification responses, "other" responses and null responses
(i.e. X's) constituted the remainder of responses not shown in the figure for
each guting-direction. Triangles represent responses bhased on acoustic-phonetic
information; squares represent responses based on syntactic information. Filled
symbols stand for forward-gated conditions and open symbols stand for
backward-gated conditions.

In the meaningful sentence context shown in *the upper ieft panel, three main

effects were found: first, a knowledge source effect, 3(1,28) = 9,83%; second, a
gating-direction effect, _E(1,28) = §.83; and third, a word position effect,
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.3(4.168) = 5.61. Overall, more incorrest word resnonses were based on correct
acoustic-phonetic information than on correct gyntactiec, but incorrect
acoustic-phonetic information. That is, subjects displayed a clear prefevence
for incorrect responses (i.e., potential word candidates) to be controlled by the
acounstic-phonetic input. The main effect of word position, in the aboence of an
interaction between knowledge sources and word position (F(4,112) = 2.14, p >
.08), simply reflected the serial order effect of the overall number of incorrect
word responses as already observed in Figure 4. Thus, when word candidates were
generated, they were controlled, in large part, by the acoustic-phonetic
information in the signal, conforming to the principle of bottom-up priority in
spoken language understanding.

In the analyses of the lexical candidates in the isolated condition for
words from the meaningful sentences, the knowledge sources underlying the
response distribution was found to have a highly significsat main effect, Eﬂ1,28)
= 286.68. This result was expected, since in isolation no syntactic or semantic
cues are avallable. In addition, a marginally significant gating direction
effect was observed, F(1,28) = 4.74, p < .04. A nmarginal interaction (F(1,28) =
4.87, p < .04) located this gating-direction difference solely to the
acoustically-based lexical candidates: When only word-final acoustic-phonetie
information was available, the number of acoustic-phonetically based word
respcnses increased. No directional effect was observed for the number of
syitactically based word responses. Nonacoustic, i.e. syntactic, sources played
a stable, though minimal, vrole in supporting word responses in both
gating-direction conditions.

When the data for the same words in meaningful sentences and in isolation
are compared, the effects of the meaningful sentence context are apparent. The
number of incorrect lexical responses based on acoustic-phonetic information,
represented by triangles, is significantly smaller in the meaningful sentence
context than in the isolated words (F(1,28) = 160.94). At the same time, the
contribution of the ncnacoustic syntactic knowledge sources in isolation or in
context, represented by squares, remains fairly stable overall (F(1,28) = 1.36, p
> .25). Nevertheless, an interaction between gating-direction and sentence
context, ‘3(1,28) = T.77, was observed for the syntactically based responses
(squares): When only word-final acoustic-phonetic information was present in the
meaningful sentences, the number of responses based on correct syntactic
knowledge (open squares) increased compared to the forward-gated condition
(filled sguares). Thus, the presence of meaningful context decreased the
contribution of acoustic-phonetiz information to the set of hypothesized lexical
candidates, Moreover, the presence of meaningful context co-occurring with the
absence of word-initial acoustic-phonetic information, increased the reliance on
syntactic contextual knowledge to hypothesize word responses.,

Next, the incorrect response distrihutions for words in the syntactic
sentences were examined. The right panels of Figure 5 show the results for the
words in the syntactic context, and for their isolated controls. In the sentence

-122-

b

-
-«

£
o

{



B ettt

i o et AL 7 AL 0" S T SR B L L84 e o e a1 v
G s CARAR R PP ph N

MEANINGFLUL CONTEXT SYNTACTIC CONTEXT

0. 10
000 IN SENTENCE IN SENTENCE
0. 04} .
A
A 0. 05f A :
0« 02- .
| . N { ] L 1 1
0. 10 2
n 0. 2 0,10
5 & I1SOLATED A
S tn -
:_’(5 A o I . A
o A s A, -
(T8
n S 0.05 & 0,05F
[
o S
S . &
¥ | =
1 2 3 4% 5  MEAN 1 2 3 n NEAN
VORD ORDER IN SENTENc - ACOUSTIC-PHONETIC FORMARD o o oo

A ACOUSTIC-PHONETIC BACKWARD
& SYNTACTIC FORWARD
® SYNTACTIC BACKWARD

Figure 5. Distribution of incorrect word responses based on acoustic-phonetic and
purely syntactic sources (triangles and squares) for words in Experiment 1.
Data for meaningful and syntactic contexts are shown in the left and right
panels, respectively. Words in sentence context are shown in the top panels;
their isolated controls are in the bottom panels. Forward-gated conditions
are shown as filled symbols; backwari-gated conditions as open symbois
connected by dotted lines.

150




14
Knowledge Sources in Word Identification

context (upper right panel), no gating-direction differences were observed,
(F(1,28) < 1.0, P > :35). Unlike the data for the meaningful context, the

. availability of word-initial acoustic-phonatic information in the syntactic

sentences did not result in fewer acoustically based incorrect word candidates to
be generated when only word-final acoustic-phonetic information was present in
the signal. Like the isolated response distributions, there was significantly
greater reliance on acoustic-phonetic information than on syntactic knowledge,
F(1,28) = 225.59. A main effect for word position, F(3,84) = 9.71, and an
interaction between the source of word candidates and the sentence word position,
_2(3,84) = 8.47, were also observed: In the third aserial position, fewer
incorrect lexical candidates based on acoustic-phonetic information were proposed
than in the other word positions. This result reflects the confounding of word
duration, form class and sentence position in the syntactic sentences. (See
Footnote 5). No other interactions were observed.

In the isolated word condition (lower right panel), no gating-direction main
effect was found, F(1,28) = 1.82, p > .17, while a highly significant source
effect was observed, .2(1,28) = 428.11. As for the isolated words from the
meaningful sentences, most incorrect word responses were acoustic-phonetically
based.

We ihen compared the incorrect response distribution of the isolated words
to that of the words in semantically anomalous, syntactic sentence context. More
word candidates based on correct acoustic-phonetic information were generated for
isolated words, than for the same words embedded in the syntactic context,
F(1,28) = 37.46. The observed sentence position effect (F(3,84) = 10.38) was due
to the words occurring in the third sentence position. For only those words, all
verbs, the number of word responses based on acoustic-phonetic information
decreased in the presence of the anomalous sentence context. Unexpectedly. the
role of the nonphonetic, top-down knowledge sources changed in the response
distribution for the syntactic sentence context and isolaied word conditions
(F(1,28) = 13.53): More incorrect lexical candidates were based on compatible
syntactic knowledge (but incompatible acoustic-phonetic information). Thus, even
in the absence of helpful semantic information (in the syntactic context),
subjects relied more on syntactic knowledge than in the isolated control
condition, where there was little, if any syntactic knowledge. This result is
expected, of course, since the syntactic sentences all aad the same surface
syntactic structure.

Summary of Results

Subjects were able to identify content words in spoken sentences when only
word-initial or only word-final acoustic-phonetic information was present. When
only word-initial acoustic-phonetic information was present, subjects required
less signal duration to identify words, and generated fewer lexical candidates
before correctly identifying target words than when only word-final
acoustic-phonetic information was present. This advantage of word-initial
acoustic-phonetic informativeness was present in meaningful sentences. However,
this advaintage was substantially attenuated in the semantically anomalous,
syntactic sentence contexts.

The reliance on the acoustic-phonetic knowledge source for generating word
candidates as measured by our analyses of incorrect response candidates, was
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significantly greater for words in the syntactic aontext than in the meaningful
context. The contaxtual constraints in meaningful sentences did not appear to
facilitate the amount of signal duration needed to identify words .nat occurred
4t the ends of sentences, compared to words occurring earlier in the sentences.
On the other hand, a serial position effect was found for the overall number of
incorrect word responses: Fewer incorrect candidates were proposed for
later-occurring words in meaningful sentence contexts.

Closer scrutiny of the knowledge sources used to generate response
candidates revealed three main findings: First, when normal semantic and
syntactic sentence cues coexisted as in the meaningful sentences, subjects used
the available acoustic-phonetic information more effectively (as measured by the
number of acoustic-phonetically appropriate but incorrect word responses) than
when only syntactic cues occurred in semantically anomalous sentences. Second,
in the meaningful sentences, more syntactically controlled responses were made
when only word-final acoustic-phonetic information was available. Third, even in
the syntactic sentence context, subjects generated more lexical candidates using
only syntactic knowledge than in the isolated control conditions.

Discussion

The present results demonstrate clearly the differential informativeness of
the acoustic-phonetic information in the beginnings of words compared to the ends
of words. We have also uncovered a lawful relationship between the set of
incorrect word responses and the final product of the word identification
process. We propose, as others have (e.g. Marslen-Wilson & Tyler, 1980), that
spoken word identification 1in sentences is driven primarily by bottom-up
processes. We extend previous proposals by suggesting that these processes can
use word-initial acoustic-phonetic information more efficiently than word-final
acoustic-phonetic information in lexical access. 1In addition, we have found
reliable evidence to support previous suggestions (e.g. Garrett, 1978; Grosjean,
1980), that local semantic constraints, in conjunction with syntactic knowledge
normally support the use of acoustic-phonetic information in generating lexical
candidates in the processes of spoken word identification. When the acoustic
signal 1is degraded or uninformative (e.g. normally in word endings) and the
semantic and syntactic constraints of English are maintasined, listeners
compensate for the impoverished bottom-up sensory input by using higher-level
constraints in the word identification processes. However, when normal semantic
constraints are altered or deliberately removed from sentences, subjects do not
compensate for the degraded acoustic signal in an analogous manner. Indeed, the
entire process of word identification in syntactic context appears to be markedly
altered.

We believe these results support the principle of bottom-up priority in
spoken word identification, as articulated by Marslen-Wilson (1981). Our
analyses of the distributions of lexieal candidates reveal that subjects
typically rely on acoustic-phonetic information in the stimulus to generate word
candidates even from impoverished or unreliable input. The presence of both
normal semantic and syntactic sentence context had substantial effects on the
distribution of potential word candidates that listeners hypothesized based on
various knowledge sources. Meaningful context allowed more accurate and efficient
use of available acoustic-phonetic information in generating word candidates:
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Subjects made fewer incorrect word responses based on correct acoustic-phonetic
information than for both words in contexts with conflicting semantic ang
syntactic cues, or for the same words presented in isolation.

Experiment 2

The aim of this second study was threefold: to replicate the effects
observed in the first study, to study the growth functions of word candidates
over increasing amounts of signal duration and to investigate the effects of the
repeated-presentation procedure used in Experiment 1. We made two assumptions:
first, that all possible knowledge sources, including nonacoustic Semantic and
syntactic sources, were used in generating word candidates for lexical access;
and second, that these multiple sources would be differentially informative at
various points in the time-course of the word identification process. If these
43sumptions hold, we reasoned, then some variation in the balance of currently
available information would be expected over time. Further, these changes would
be reflected in the set of word candidates generated with different durations of
acoustic-phonetic information available to identify a word. This line of argument
yields predictions that test the autonomous character of lexical access
processes, as they specifically occur in the cohort theory of spoken word
identification (Marslen-Wilson & Welsh, 1978; Tyler & Marslen-Wilson, 1982b) .

Let us briefly review the relevant claims of cohort theory. A~cording to the
principle of bottom-up priority, the acoustic-phonetic information contained in
the first 175 msec or so of the signal directly activates a set of lexical
candidates, the word cohort, that overlap phonetically in their initial segments
with the target word. This set of potential words is developed from both the
Sensory input and the top-down syntactic and semantic kaowledee available from
the context. A word is identified or recognized when all but one lexical
candidate is deactivated by the interaction of these two knowledge sources.
However, the original sot of word candidates, according to the cohort theory, is
activated solely by the acoustic-phonetic information in the speech signal.

Specifically, we predicted that at short gate durations, when minimal (or
no) phonetic segmental information is available in the speech signal, more word
candidates based on other knowledge sources should be generated than at longer
gate durations. This, in €ssence, proposes that interactive processes can provide
input to the set of lexical candidates generated before a word is identified. If,
on the other hand, semantic and syntactic knowledge can only be used to eliminate
incorrect (acoustic-phonetically based) word candidates, as suggested by
Marslen-Wilson, any nonacoustic syntactic word candidjates occurring in the
response distribution should represent random noise. This prediction adheres to
the notion of autonomous lexical access.

In Experiment 1 the data were examined in terms of sentence position. This
provided information ahout the presence or absence of serial position effects and

sentence. However, this method of analyzing the data did not permit an
examination of the time-course or growth of word candidates or the changes in the
distribution of word candidates over successive gate durations. This was
undertaken in the present experiment.
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An additional motivating factor ror the present study was the sequential
nature of the gating paradigm previously used by Grosjean (1980) and employed in
our first experiment. The procedure of repeated sentence trials, each with the
presentation of greater acoustic-phonetic¢c word signal duration, may have
influenced subjects' word identification responses artifactually in several ways.
Firgt, repeated presentations of the same signal on early gates of a sentence may
have led to facilitation in terms of the amount of signal duration required for
word identification. Thus, repetition may have allowed more accurate encoding of
the word-initial bottom~up information in the forward-gated conditions and
word-final signal information in the backward-gated conditions respectively.
This strategy would predict enhanced encoding of word beginnings and endings in
their respective gating-direction conditions. The identification response
required in Experiment 1 however included other processes in addition to these
encoiing stages. In these later processing stages, word-initial information may
have produced greater facilitation than word-~-final acoustic-phcnetic information.
However, subjects may have developed a specialized response strategy during
successive presentations of a test sentence. Seeing their responses from earlier
trials on their answer sheets, may have influenced their responses to later
presentations of the same test sequence. This may have caused reluctance to
change scme word candidates, even when additional acoustic-phonetic information
was present. To determine the validity and generalization of the procedure used
in Experiment 1, each subject in this experiment heard each test sentence only
once. Whereas separate groups of subjects were presented with the meaningful sand
syntactic contexts in Experiment 1, in the present study, every subject heard
both meaningful and syntactic sentence contexts in both forward and backward
gating conditions.

Another procedural aspect that we studied was the role of the syntactic
information embodied in the printed sentence frames on subject answer sheets in
Experiment 1. This question relates to the generality of top-down knowledge used
in this word identification task. The data from the sentence context and isolated
word conditions in Iixperiment 1 suggest that nonsensory syntactic knowledge plays
only a minimal role in spoken word identification processes. Subjects may have
used very general linguistic knowledge, if any, as opposed to specific knowledge,
gained from a bottom-up parsing analysis of the stimulus input. If this was
indeed the case, then the function word sentence frames, e.g. "The weeee ~cea-
----- in the -----.", were not instrumental in providing subjects with syntactic
information specific to each test sentence in Experiment 1. In the present study,
therefore, subjects had no visual information about the semantic or syntactic
cues of the sentence stimuli: They simply wrote down whatever words they heard

and were encouraged to guess whenever they were unsure.
e thod
oubjects

- S

The subjects were 04 different students druwn from the same pool as those
for Bxperiment 1.
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Materials

A subset of the materials used in Experiment 1 were chosen, so that there
were 16 gating conditions for each of S meaningful and 8 syntactic sentences. In
the zero msec gate duration, every content word was entirely replaced with
envelope-shaped noise. The "Full" condition comprised the intact spoken sentence.
The 50, 100, 150, 200, 250, 300 and 350 msec gates of word signal ?luration were
employed for both forward-gated and backward-gated conditions. Eacli ‘est sentence
was presented only once during a trial, in contrast to the sequence of test
sentences that were presented on each trial in Experiment 1.

Design and Procedure

Using a latin square design, 16 groups of four subjects each listened to
each of the 16 original sentences in a different gating condition. Each group
was given two practice sentences at the beginning of the experimental session.
Subjects were instructed to listen and try to identify each sentence as
completely as possible on blank answer sheets. Subjects were aot informed of the
number of words in each sentence or the mauipulated variable of meaningful and
syntactic sentence contexts. A PDP-11/34 computer controlled the order and
presentation of the stimuli. Every group heard a different random order of their
particular gating ccnditions of the 8 meaningful sentences, followed by 8
syntactic sentances. A trial began with a 500-msec cue light, followed by a
1-second pause. Then subjects heard .ne gated sentence stimu..s, presented at 77
¢8 SPL through their TDH-39 earphoaes. After writing their responses downm,
subjects pressed "Ready" buttons. When all subjects in a group had done so, the
next trial was automatically initiated. Every subject heard each of the 16
sentences once, 1in a different gating duration-by-direction condition.
Experimental sessions lasted approximately 20 miautes.

The four variables of concern in this study were gating direction (forward
vs. backward), context type (meaningful vs. syntactic sentences), word position
in a sentence and presentation type (single vs. repeated presentations). The
effects of the presentation type involved comparigons with the results of
Experiment 1. For each of these variables, we were interested in toth the amount
of signal duration required for target word identification and the nature ot the
distribution of potential word candidates, as measured by our analyses of
incorrect responses.

Results

For each gating condition, the proportion of subjects who correctly
identified the target word was scored. "Identification threshold points" were
defined as the amount of signal duration required for 50% of subjects to
recognize a spoken word. The identification threshold data and the analysis of
incorrect word candidates will be discussed in separate sections.

Identification Thresholdg

Figure 6 shows the probability of corrsct identificatioa of words in the
meaningful and syntactic sentences. Forward-gated and backward-gated data points
are shown as the letters F and B, respectively. Best-fitting logistic curves have

1835

sy



19
Knowledge Sources in Word Identification

been plotted through the data points, using the method of least squares. The
identification threshold point, vepresenting a .50 probability of correct
identification, occurs where each curve is intersected by the broken 1line.
Chi-square tests were used to determine the differences due to gating direction
and context type. For each test, two rows (forward and backward gating-direction)
and nine columns of signal durations were used.

The major finding was that in both context types, the identification
threshold, points for backward-gated words were greater than for forward-gated
words (X2(8) = 24.84 and X2(8) = 24.78 for meaningful and syntactic sentence
materials respectively). The difference in the threshold of identification was
46 msec for words in meaningful sentences and 39 msec for words in syntactic
sentences. The advantage for word-initial signal gates was greatest for signal
durations between 100 and 300 msec. Thus, with a single presentation of a gated
sentence, the advantage of word-initial acoustic-phonetic information over
word-final acoustic-phonetic information was observed in both the meaningful and
syntactic sentence contexts.

To locate contextual differences, we compared the estimated thresholds for
word identification (in terms of signal duration) for single presentations of
meaningful and syntactic sentences. The threshold curves for the syntactic
materials (lower panel) are shifted to the right compared to the corresponding
curves for the meaningtul sentence materials (top panel). Forward-gated words in
the syntactic sentence context required 31 msec more signal for identification
than forward-gated words in the meaningful sentences. The difference between the
backward-gated conditions was 24 msec. Thus, when the speech signal of both a
meaningful sentence and a semantically anomalous but syntactically normal
sentence were equally impoverished in terms of acoustic-phonetic information,
identification of the constituent words was more accurate for the meaningful ’
context.

The identification threshold data for words in each sentence position
separately are shown for the meaningful and syntactic sentences in the top and
bottom panels of Figure 7. 1In all panels, the plotted numbers represent data
points for each word position. The left-hand panels contain the probability of
correct identification for each gate of signal duration in forward-gated
conditions and the right-hand panels contain the corresponding results for the

backward-gated conditions.

The 1identification threshold data yielded serial order results *hat
replicated the findings observed in Experiment 1. No serial order effects were
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Figure 6. Best-fitting identification threshold curves for words in meaningful
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probability of correctly identifying the target words at each gate of signal
duration. The letters F and B represent forward-gated and backward-gated
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observed for the words in the meaningful sentences in either gating direction
(See top panels). In contrast, the words in the syntactic sentences (bottom
panels) required widely varying signal durations for identification of the
individual words, depending on their spoken duration, form class and sentence
position. The words in the second and fourth sentence positions, already noted as
being both the 1longest words in the syntactic materials (i.e. nouns),
consistently required longer signal durations for identification than words in
other sentence positions. This serial position pattern in the syntactic sentences
was observed for both forward-gated and backward-gated conditions. No predictive
e’fects of serial position in a gated sentence were observed to facilitate
identification of words occurring at the ends of the meaningful sentences (top
panels). That is, threshold curves for words in the third, fourth and fifth
sentence positions are not shifted to the right in Figure 7, compared to wurds in
the first and second sentence positions. 1In addition, for the words in the
syntactic sentences, identification threshold points in the second and fourth
positions were longer than those in the first and third sentence positions, just
as in Experiment 1 (see Figure 1 and Tootnote 4 for an explanation).

A major methodological concern of this study was the comparison of the
observed gating direction effect for the present single-presentation procedurs
with the results obtained using the sequential presentation method in the first
experiment. In order to compare data on the amount of signal duration required
with single sentence presentation to the amount required with repeated sentence
sequences in Experiment 1, the identification point data from the previous study
were converted to identification thresholds for each direction-by-context type
group of subjects. To compute these values, the data were rescored so that each
identification point in Experiment 1 contributed to the threshold curve at every
gate duration shorter than itself. When calculated in this way, each subject in
Experiment 1 contributed to many gate durations, corresponding to successful
identification of a word on consecutive sentence presentations, but different
groups of subjects contributed to each direction and contoxt condition curve. In
contrast, the points on each identification threshold curve for the present
experiment reflect independent data points, but the same subjects contributed to
all four curves. The word identification threshold data at each successive gate
duration for the meaningful and syntactic sentences in Experiment ! sce shown in
the top and bottom panels of Figure 8. Again, the letters F and B locate actual
data points for forward-gated and backward-gated conditions, respectively.

WD b b W R D R - R D WD O WD ) D WD D WD D ad 4D P b = an amam

First, we compared the identification threshold curves for both experimental
procedures for the meaningful sentences in the top panels of Figures 6 and 8. No
presentation effect was observed for either the forward-gated words (X(8) =
7.64, p > .45) or the backward-gated words (X2(8) = 14.80, p > .08).
Surprisingly, 50% of subjects in the two experiments required almost identical
signal durations of 161 and 166 msec to recognize forward-gated words in
meaningful sentence contexts. A small interaction was observed, such that
identification thresholds were slightly higher for the single sentence
presentation method. For both presentation methods, nevertheless, forward-gated
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words in meaningful sentences were identified with less signal duration than
backward-gated words. Thus, the gating direction effect in meaningful context was
robust acrsss procedural differences of single vs. repeated sentence
presentations and across different experimental designs (within- vs.
between-subjects). We therefore conclude that the use of repeated sentence
presentation method in Experiment 1 did not artifactually facilitate the
identification of words in the meaningful sentences.

In contrast, for the words in the syntactic sentence context in the botton
panels of Figures 6 and 8, a drumatic reversal was observed: Presentation format
did affect the amount of signal duration required for word identification. With
single presentations, less signal duration was required for subjects to correctly
identify words in syntactic sentences. This effect was accompanied by an
interaction with gating direction, such that identification of forward-gated
words was actually inhibited _when the words were presented repeatedly in
syntactic sentence contexts (X(6) = 38.96). The accumulation of conflicting
top-down semantic and syntactic information with successive repetitions appears
to constrain the use of word-initial acoustic-phonetic information. As a result,
the forward-gated identification threshold points were increased relative to the
single presentation condition. '

In short, the effects of precenting repeated sentence trials were minimal in
the forward-gated meaningful sen“ence conditions that simulate normal speech
processing situations most clesely. However, repeated presentations of
conflicting semantic and syntactic cues in the syntactic sentences caused
subjects in Experiment 1 to require more signal in order to recognize words than

in the single-presentation procedure of the present experiment. The
identification threshold obtained in the present study replicated the major
findings of Experiment 1. On a single presentation, word-initial
acoustic-phonetic information Wwas more informative than wcrd-final

acoustic-phonetic information. This advantage of word-initial signal occurred for
both meaningful and syntactic context types in the present single presentation
procedure although it was obscured in the repeated presentation condition for the
syntactic sentence context. The failure to observe facilitation due to forward
gating in the syntactic sentence conditions of Experiment 1 suggests the
operation of a slow accumulation of the coaflicting top-down constraints 1in
identification of words in the anomalous, syntactic sentences. This issue will be
taken up in greater detail in the discussion section.

Analysis of the Response Distributions

Figure 9 shows our analysis of the response distributisns in the
single-presentation conditions. These are displayed as proportions of total
responses for each sentence position for meaningful and syntactic contexts in the
left and right panels, respectively. The complex pattern of word response
distribution results obtained for Experiment 1 was replicated in the present
study. In both experiments, more incorrect word candidates were generated for
words in syntactic contexts than for words in meaningful contexts. Subjects in
both experiments also generated more incorrect word responses based on
acoustic-phonetic information in the syntactic context conditions. Moreover, in
meaningful sentence conditions that contained normal semantic cues, more
incorrect word candidates were based only on appropriate syntactic constraints
than in the syntactic context conditions. When only word-final acoustic-phonetic
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information was available for listeners, the number of syntactically-based word
responses was greater than when word-initial accustic-phonetic information was
available for the words in the meaningful sentences. Thus, the present findings
demonstrate that the observed distributions of word candidates found in
Experiment 1 were not artifacts of the repeated-presentations procedurs. More
importantly, however, a similar trade-off between acoustic-phonetic information
and syntactic knowledge as sources for word candidate responses was observed for
the meaningful sentences in both experimental procedures.

One focus of the present study was on the analysis of the word candidate
"growth functions" with increasing signal durations. This analysis helped to
identify the relative temporal course of top-down and bottom-up contributions to
specification of the set of potential lexical candidates. In Figure 10, growth
functions of the respense distributions are shown for the meaningful and
syntactic sentence conditions (in the 1left and right panels), broken down by
correct responses, acoustic-phonetic and syntactically based incorrect word
responses  (represented by X's, triangles and squares, respectively).
Forward-gated and backward-gated conditions are shown in the top and bottom
panels, respectively.

Three findiigs are apparent in this figure: First, in each condition the
number of correct responses increases with longer signal durations. Second, the
proportion of incorrect responses was generally small when compared to the
proportion of correct responses. Nevertheless, the number of incorrect responses
penked at short signal durations, well before the identification threshold point
was reached, and attenuated at longer gate durations. Third, as reflected over
all gate durations, a larger proportion of incorrect word responses was based on
acoustic-phonetic information in the syntactic contexts than in the meaningful
contexts.

Two particular features of the candidate growth functions are noteworthy.
They relate, first, to the relative peaks in the growth functions for the two
categories of incorrect responses, and second, to the gate duration at which the
proportion of correct responses overtakes the proportion of acoustic-phonetic and
syntactically appropriate, but still incorrect, candidates.

For the meaningful contexts, the greatest number of word candidates was
baged on incorrect acoustic-phonetic information, but compatible word form class
(squares), occurred at the 100-msec gate duration. In contrast, for both
contexts, the acoustic-phonetically controlled response distribution (triangles)
reached its peak at a 1longer gute duration and, unlike the syntactically
controlled responses, maintained its proportion of the response distribution over
approximately the next 100 msec of signal duration.

—
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Insert Figure 10 sbout here
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The bottom left panel of Figure 10 displays the response distributions for
the backward-gated meaningful contexts. The word candidates generated on the
basis of syntactic knowledge dominate the distribution at the 0, 50 and 100-msec
gate durations. When 150 msec of signal duration was presented, both correct
responses and acoustic-phonetic responses surpassed the contribution of purely
syntactiecally based lexical candidates. Thus, when only word-final
acoustic-phonetic information was available, the syntactic cues in the meaningful
sentences allowed for a fairly early syntactic contribution to the set of
potential word candidates.

This pattern of results for the meaningful context conditions suggests that
top-down syntactic knowledge may be used to generate word responses early in the
identification process, even if they are incompatible with the actual
acoustic-phonetic input. Syntactic knowledge therefore appears to contribute to
the set of wnord candidates hypothesized ©before enough acoustic-phonetic
information is navailable to initiate lexical access. However, when at least 150
msec of acoustic-phonetic information is present in the speech signal, only
candidates that are also acoustic-phonetically compatible with the input are
maintained as candidates in the response distribution. At this point in
processing, syntactically controlled, but sacoustically inappropriate 1lexical
candidates appear to be deactivated and their contribution to the response
distribution decreases accordingly.

The top and bottom right panels of Figure 10 show the growth functions of
the word response distributions for the forward-gated and backward-gated words in
the syntactic sentence context, respectively. Again, the numter of incorrect
word responses based on acoustic-phonetic information begins to decline at
shorter signal durations for forward-gated words than for backward-gated words.
This relation between the peaks of the growth functions of the acoustic-phonetic
component corresponds to the gating direction difference observed iu the
identification thresholds in Figure 6. As in Experiment 1, the
syntactically~based word candidates constitute only a negligible proportion of
responses in the syntactic context conditions (7.4%). Nevertheless, more word
responses based on correct syntactic knowledge occurred on gating trials in which
between 50 and 150 msec of signal duration was presented to listeners. Thus, a
small number of syntactically appropriate word candidates were generated, even in
the impoverished syntactic contexts, when minimal acoustic-phonetic information
was available at the short signal durations.

Taken together, our analyses of the response distribution growth functions
suggest that subjects used general syntactic knowledge to generate word responses
in gating conditions in which the signal duration was less than 150 msec. With
longer word signal durations, the number of purely syntactically based responses
decreased to an insignificant proportion of the response candidates hypothesized
in both meaningful and syntactic contexts. When compatible semantic information
accompanied the syntactic cues, as in the meaningful sentences, the proportion of
syntactically controlled responses increased. Thus, in meaningful sentences,
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subjects deploy both bottom-up and top-down information to hypothesize word
candidates when le2ss than 150 msec of the signal was available. When nore
complete acoustic-phonetic specification of the word was provided, the
contribution of syntactic and semantic knowledge was less prominent: 3Subjects
reduced the number of word candidates based on compatible acoustic-phonetic
information.

Discussion

The results of our second experiment, wusing a different presentation
procedure and a different experimental design, replicated the major findings of
the first experiment. In addition, the present study identified some of the
temporal characteristics of the interaction between bottom-up and top-down
knowledge sources in word identification. In both presentation methods, we found
an advantage of word-initial acoustic-phonetic information over word-final
acoustic-phonetic information in meaningful sentences. The amount of signal
duration required for correct word identification and an analysis of the number
of incorrect responses supported this conclusion. Further analysis of word
candidates generated at increased signal durations vrevealed that the
distributions of hypothesized words were quite sensitive to differences in the
use of the various knowledge sources available in both the meaningful sentences
and the semantically anomalous sentences.

General Discussion

The results from our +two experiments demonstrate that words can be
identified in sentences without word-initial acoustic-phonetic information.
lowever, the hypothesized word candidates are sensitive to the presence of nornmal
sentential semantic and syntactic constreints and generally follow the principle
of bottom-up priority. Our data suggest that in normal, fluent speech
processing, the acoustic-phonetic information contained in the 150 msec at the
beginning of words is a major source of information used for lexical access and
the ensuing word indentification process. While the processing system is also
sensitive to nonsensory sources of knowledge, when normal continuous speech
processing conditions are simulated, e.g. in the meaningful sentence contexts in
Bxperiments 1 and 2, word-initial acoustic-phonetiec information appears to
control the distribution and selection of word candidates with as little as 150
msec of the beginning of a word.

Qur analysis of the errors indicated that nonsensory based word candidates
were frequently hypothesized when compatible acoustic-phonetic input was not
present in the speech signal. We believe that this finding has three important
theoretical implications. First, it suggests that interactive processes that
employ both acoustic and nonsensory information occur either before or at the
level of lexical access. We failed to find evidence for a strictly autonomous
level of lexical access in word identification that was unaffected by higher
sources of knowledge.

The present results also have several implications for understanding context
effects in speech perception and word recognition. In both experiments we found
that word jdentification in semantically anomalous sentences did not resemble the
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corresponding processes in meaningful sentences. The similarities between
isolated words and words in anomalous sentsnces in Experiment 1 suggest that in
these impoverished contexts, words may have been processed as though they
occurred in randomized 1lists without any internal structural organization. 1t
secns plausible to us that the inhibition observei in the syntactic contexts
points to a nonautonomous syntactic processor and/or integration stage of
comprehension (Cairrs, Note 1). Our data suggest parallel syntactic and lexical
processing of words in spoken sentences where semantic constraints constitute a
critical source of information for the operation of normal 1lexical access
processes.

Finally, the present findings provide substantial support for the principle
of bottom-up priority in word identitication. However, there are several
qualifications. While acoustic-phonetic information in the speech signal appears
to be the primary source of information used by subjects to generate lexical
candidates accessed from 1long term memory in the first stage of word
identification, semantic and syntactic information present in sentences also
enable nonsensory, syntactically compatible word candidates to be activated and
entered into the pool of hypothesized word candidates. As the phonetic
determination of a word begins to emerge, fewer and fewer word candidates are
entertained by the listener. Thus, listeners use all the available information
in both stages of spoken word identification, weighting, if only momentarily, the
most reliable knowledge source most. Before acoustin information has accumulated
to chunks of approximately 150 msec, syntactic knowledge does play a role in
constraining the set of potential 1lexical candidates. At this point in time,
acoustic~phonetic information gains prominence in the lexical access process,
while both top-down and bottom-up sources continue to eliminate incorrect word
candidates from the hypothesized set. The presence of compatible semantic and
syntactic information is therefore an obligatory component of normal word
identification in meaningful sentences. The balance among these various sources
of information appears to provide an extremely efficient system to support spoken
language comprehension over a wide range of listening conditions.
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Footnotes

'« Qur terminology and our procedure differ somewhat from previous studies
using gated stimuli. Gated stimuli were used as early as 1963 (Pickett &
Pollack, Pollack & Pickett). In their word identification task, Pollack and
Pickett (1963) presented subjects with single presentations of words that had
been excised out of spoken sentences; they called these "gated stimuli". Correct
identification of such stimuli was often impossible for their subjects. Ohman
(1966) has also used isolated gated nonsense stimuli and more recently, Grogjean
(1980) and Cotton & Grosjean (Note 3) have employed isolated word stimuli. One
difference between our stimulus conditions and Grosjean's "no context" stimuli
lies in the treatment of the nonpresented part of the word signal. While
Grosjean's gated stimuli were followed by durations of silence, we used noise
masa. in order to preserve the relative timing and original speech rhythm of the
sentences.

Further, in previous studies using sentences (Grosjean, 1980; Cotton &
Grosjean, Note 3), the final word has teen the sole target for identification.
In the present study we used multiple target words in sentences to simulate the
demands of normal, continuous word identification in speech processing.

2. Behavioral evidence suggests that function words may be identified with
dAifferert processes and knowledge sources than content words (Garrett, 1978;
Marslen-Wilson & Tyler, 1980; Salasoo & Pisoni, WNote 4). Therefore, function
words in the experimental sentences were not treated as identification targets,
but, instead, remained intact in every condition.

5. One deviant answer after at least two consecutive correct identification
trials that was corrected on following trials was allowed.

OQur identification points were operationully defined and differed from
Grosjean's "isolation points" (1980), as well as from Ottevanger's identification
points (1980, 1981). The former is also an empirical term used within the Corkort
theoretical framework. It differentiates betdeen the reduction of the cohort set
to 4 single word and subjects' confidence of their conscious identification
respouses. Since confidence ratings were not collected in this study, the issue
about the level of consciousness of words accessed from the mental lexicon will
not be addressed. The 1latter term, "recognition point", adheres to the
theoretical definition of the Cohort framework, i.e. "the phoneme going from left
to right in the word that distinguishes that word from all others beginning with
the same sound sequence." (Ottevanger, 1980, p.85; See also Tyler &
Marslen-Wilson, 1982b) We believe our identification point analysis 1is more
directly related to the amount of signal required to correctly identify spoken
words in various conditions than these distinct usages.

4. Sentence-final words are generally longer and more stressed than words in
other sentence pesitions. The computation of proportions enabled the comparison
of identification points across both sentence positions and context types.

5« The variation in identification points for words in the syntactic context
according to sentence position see: in Figure 1 is not observed when the data
from the syntactic senteuces are viewed as proportions in Figure 3. The shape of
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the curve in Figure 1 reflects the fact that the form class and length of the
target words in the Haskins syntactic sentences were confeunded with sentence
position. All the sentences had the same surface structure (i.e. Determiner
adjective noun verb determiner noun). The words in the second ani fourth
positions in the sentences were always nouns and were longzr than words in the
other sentence positions.

6. In the absence of any standardized criteria for degree of phonetic
overlap, the following guidelines were adopted by the first experimenter and a
research assistant (N.C.) to determine membership tc¢ the acoustic~-phonetic
knowledge source. Similarity between the initial (or final) phoneme of the
response and the target word received greatest weighting. Words whose initial
phoneme only differed in its voicing feature from that of the target word,
according to the Chomsky and Halle feature system (1968), were included in the
category. Finally, word responses, which retained the vowel and at least one
sther phoneme from the target word in the correct sequence, were also considered
to be based primarily on acoustic-phonetic information contained in the signal.
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Abstract

This paper is a continuation of work reported by Brunner and Pisoni (Joqqpal
. of Verbal Learning and Verbal Behavior, 1982,21, 186-195) on the effects of
sub51dlary task demands in spoken text comprehension. Subjects listened to texts
either without secondary task demands or then with simultaneous word- or
phoneme~-monitoring. Comprehension was evaluated through responses to verification
statements and with measures of text recall. The effects of comprehension goals
were ascertained by requiring only one method of retrieval from each subject and
administering the task after instructions priming either that or the opposing
method ¢f retrieval (e.g., asking for text recall after instructions for
verification statements). In conditions with question instructions and word
monitoring we replicated the facilitation in verification latencies reported by
Brunner and Pisoni (1982) and, also, found a corresponding enhancerent of text
memory for high-level propositions. In the conditions with recell instructions,
however, the imposition of subsidiary demands only lowered recall and lengthened
verification latencies relative to unconstrained comprehension. The im; ications
of this work for research in text comprehension is alses discussed.
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More on perceptual load

Recently, Brunner and Pisoni (1982) published uan investigation into the
artifactual effects of subs..iiary task paradigms, sueh as word- and
phoneme-monitoring (q.v., Levelt, 1978), on otherwise-normal, unconstrained
spoken text comprehension. The authors' contention was that procedures such as
these, requiring subjects to focus specialized attention on some aspect of a
text's speech sound structure, transformed normal comprehension into a divided
attention task. As a consejuence, it was not clear whether the style of
comprehension induced by these procedures - or the results obtained from them -
were analagous to the kind of comprehension engaged in outside of the laboratory.

Brunner and Pisoni (1982) examined this issue by having subjects listen to
texts either without subsidiary task demands (i.e., "normal" or "unconstrained"
comprehension) - or then with simultaneous word- or phoneme~-monitoring (e.g.,
Bergfeld-Mills, 1980; Foss & Swinney, 1973). Comprehension was evaluated through
performance on a sequence of verification statements displayed immediately after
the presentation of each text. Contrary to all expectations, Brunner and Pisoni
found a facilitation, or decrsase in the retrieval times for macro- and
high-level propositions after comprehension with simultaneous word monitoring
relative to the other two listening conditions. Since the magnitude of this
ef'fect was contingent upon the propositional level of the material being verified
(low 1level propositions: -189 msecs; high level propositions: =548 msecs;
macropropositions: -682 msecs), it was assumed to reflect some enhancement in the
encoding of high level propositions during the course of text integration. In
terms of Kintsch and van Dijk's model (1978), selective attention to whole words
would increase the number of reinstatement cycles - and hence, the number of
elaborative rehearsals - for high- and macro-level propositions.

The present research was prompted by our initial failure to find support for
this post hoc interpretation. We reasoned that if the facilitation for high level
material were due to some enhancement of encoding, then we should also observe
superior recall for high 1level propositions after comprehension with word
monitoring. & followup study was therefore conducted, requiring subjects to free
recall each text immediately after presentation rather than answer a sequence of
questions about it. In all other respects the design, materials, monitoring
conditions and procedures of this experiment were identical to those employed by
Brunner and Pisoni {1982).

The results of this study are shown in Figure 1. Text recall

protocols were scored according to the propositional method of analysis devised
by Kintsch and his associates (e.g., Kintsch, 1974; Kintsch, Kozminsky, Streby,
McKoon & Keenan, 197%; Turner & Greecne, WNote 1). Protocol sheets from the
different monitoring conditions were randomly shuffled so that the scorers were
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More on perceptual load

always blind with respect to the monitoring condition corresponding to each
protocol. As can be scen, we failed to observe the kind of superior memory for
high 1level propositions ufter comprehension with word monitoring that an
interpretation based on variations in the strength of memory would require.
Analyses of variance revealed reliable main effects due to propositional levals
(min F'(9,35)‘=7.12, p<.01) and monitoring conditions (Fs(2,21)=4.01, MS_ . _=.014,
p<.03; F,(2,8)=11.76, MS, =.003, p<.01) and a significdnt, levels by mohitoring
conditions interaction fﬁs(18,189)=2.09, MS,,.=-004, p<.01; F, (12,48)=2,01,
Sepp=+002, p<.04).  Thus,” in addition to réplicating typical levels effects
unger conditions of normal comprehension(e.g., Kintsch et al., 1975), we also
obtained overall differences between the three monitoring conditions (normal
comprehension: 16.6%; word monitoring: 11.3%; phoneme monitoring: 13.8%) which,
unlike the results of Brunner & Pisoni (1982), at least reflected the added
pressure on finite processing resources that one might expect from performance
with simultaneous task demands. However, the enhancement of memory for low level
propositions in the two monitoring conditions was quite counterintuitive.
Pairwise comparisons of the three listening conditions produced significant,
levels by monitoring condition interactions if normal comprehension was

contrasted against either word- (F_(9,126)=2.2, MSerr=-004, p<.02) or
phoneme-monitoring (F_(9,126)=3.16, MS_ ~=.004, p<.001), but not when the two
monitoring conditions were compared to 8ach other (F<1.0). It seemed clear, then,
that (1) the encoding of low level propositions was facilitated by both forms of
target monitoring and (2) the magnitude of this effect was greater for
comprehension with phoneme monitoring, which is the more difficult of the two
secondary tasks.

These findings, while adding to the evidence that subsidiary task demands
distort comprehension, seemed irreconcilable both with the results of Brunner &
Pisoni (1982) and any other extant theories of attention or text processing that
we were aware of. Qur only explanations for the obvious discrepancies between
the two sets of results were either (1) that we had erred somehow in the
selection and construction of materials or (2) that we were seeing unique
interactions due to divergent comprehension goals.

We addressed both of these possibilities by constructing an entirely new set
of matericls and then repeating the procedures of both experiments with
orthogonal manipulations of subjects' retrieval expectations. Half of our
subjects were given instructions and practice trials emphusizing text recall, the
other half were given the same amount of training for visually displayed,
verification statements. Within each of these two groups, half of the subjects
actually performed in the retrieval mode that they were instructed for. The other
half, however, were abruptly switched to the opposing retrieval mode after
hearing all of the experimental texts. By examining recall and question answering
performance on an entirely new set of materials after consistent and inconsistent
comprehension expectations, we hoped to disscciate the role of these two factors
in producing the discrepant results described above.

There were no real precedents for the effects of comprehension goals on
spoken text comprchension. Substantial effects, however, have been found in
mensures of’ word-by-word (e.g., Aaronson & Scarborouugh, 1976) and
sentenco<by-sentence (e.g., Graesser, Hoffman & Clark, 19803 Cirilo, 1981)
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reading latencies. The general finding of this research is that subjects
expecting subsequent recall both read more slowly and, also, show more
sensitivity to variations in syntax and surface form than subjects reading for
the purpose of subsequent question answering. As a consequence, recall protocols
obtained from subjects reading for recall have been found {o contain Ffewer
inferences and generalizations and bear a closer resemblance to the text's
underlying propositional structure than protocols obtained from subjects
expecting questions or problem solving and then isked for final free recall
(Fredericksen, 1972).

In order to induce realistic expectations and still obtain a reasonable
amount of data from each subject, we had to delay recall and question answering
procedures until after the presentation of four experimental texts. Thus, it
would be unreasonable to expect a precise replication of either ghe Brunner &
Pisoni (1982) or preceding pilot results, which were all collected immediately
after the presentation of each text. However, if the differences between these
results are due to divergent comprehension goals, then four primary effects
should obtain: TFirst, we should replicate the decrease iun verification latencies
for high level propositions after comprehension with question instructions and
simultaneous word monitoring. Second, for subjects expecting questions but given
unexpected final text recall we should also find some corresponding enhancement
of recall for high level propositions. Third, for subjects both expecting and
subsequently providing text recall, a replication of the results in Figure 1,
showing worse overall performance in the two monitoring conditions than after
normal comprehension, should obtain. Finally, for subjects expecting recall but
given final question answering, we should obhserve uniformly longer verification
latencies after comprehension with either fo-m of monitoring than after
unconstrained comprehension.

Method

Materials

e e e

Twelve expository texts were constructed on the basis of articles chosen
from local and national periodicals (see Table | for the general characteristics
of these texts).

A male speaker (H.B.) recorded all 12 experimental texts and 3 practice stories
onto one track of an audiotape with a professional quality microphore (Unidyne
[IT, Model #545) and tape recorder (Ampex AG-500) in a sound-attenuated TAC
booth. Each of the 15 stories on this master tape was preceded by the word,
"Ready". The 12 experimental texts were then subdivided into 3 materials sets,
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Table 1

———

Experimental Text Characteristics

Materials Number Number of Number Target  Target

Set Topic of Words Propositions of Levels Phoneme Word

1 Toxic Wastes 243 112 6 /da/ dispose
1 Real Estate 257 115 6 /h/ home

1 Robots 188 78 6 /r/ robots
1 Taxes 224 99 8 ./t/ tax

2 Stock Brokers 218 106 6 /b/ broker
2 Florida 210 89 8 /e/ ground
2 Heart Disease 249 120 8 /p/ program
2 Subwuys 198 82 7 /t/ tunnel
3 Locomotion 319 157 8 /r/ run

3 Archeology 228 103 9 /k/ clay

3 hysterectomies 275 106 6 /a/ doctor
5 Dormitories 195 . 89 7 /d/ dormitory
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each consisting of 4 experimental texts preceded by the 3 practice storics
(always played in the same, fixed order). The cxperimentsl texts of each set
were then permuted into 3 random orders and copied (with practice stories still
at the beginning) onto 3 separate audiotapes. The resulting 9 experimental tapes
comprised the materials for this experiment.

Phoneme targets for the phoneme monitoring condition consisted of the
word-initial phonemes of the word *:rgets in the word monitoring condition (ef.,
Blank, Pisoni & McClaskey, 1981). Marking tones, inaudible to the subjects, were
placed on the second track of the audiotapes at points corresponding to the onset
of each word/phoneme target. Each tone initiated an interrupt to the computer
which started a time which, in turn, was stopped when subjects prcssed a response
button. :

Verification statements for the question answering conditions consisted of
true/false and "Remember" questions, as in Brunner & Pisoni (1982). Examples of
these are shown, with one of the experimental texts, in Table 2.

Five questions were constructed for each text. Two of these were always Remember
questions, probing memory for surface form. Remember questions were always
presented in a standard sentence frame ("Di< the word "XXXXX" occur in this
story?") with either a target (e.g., "avoid"), a rhyming distractor (e.g.,
"annoyed") or a synonymous distractor (e.g., "escape") in the test position. The
present experiment differed from the work of Brunner and Pisoni (1982) by having
both high- and 1low-level Remember questions. High level Remember questions
contained target words serving as arguments in high level propositions of the
text's underlying propositional structure; low level Remember questions were
similarly derived from low level propositions of the underlying meaning
structure.

Propositional content was evaluated with verification statements pertaining
either to high level propositions, low level propositions, or inferences, as in
Brunner and Pisoni (1982). The high- and low-level probes tested for information
explicitly conveyed in the text. Inferences bore no direct relationship to
explicit propositional content but could be answered only through the developmeni
of  macropropositions from emergent relationships Dbetween the explicit
propositions.
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Table _?;

Prototypical Text with Comprehension Frobes

Boston researchers have recently shown that monkeys in a modest exercise
program can avoid many of the ill effects of a high-fat diet known to cause
hardening of the arteries. Because of the difficulty of doing studies on humans,
the evidence that exercise can prevent heart disease has all been indirect.
Monkeys, however, are mucn like humans in their basic physiology. And in a
research laboratory the effects of exercise can be measured with a relatively
small number of animals.

The Boston team began with 27 monkeys divided into three groups, each with
its own program: one non-exercising group on standard monkey chow; one
non-exercising group on a high-cholesterol, high-fat diet; and a third group of
exercising monkeys on the fatty diet.

None of the animals on the standard, low-fat diet developed signs of heart
diseuse, but most of the sedentary monkeys on the high-fat diet did. Despite
their diet, the monkeys on a program of exercise showed few signs of hardening of
the arteries. Their heart rates dropped and their hearts grew larger. The size of
critically important coronary arteries also increased in the exercising animals.

The exercise program was deliberately chosen to approximate a moderate
Jogging regimen in humans. After being worked into good physical condition, the
animals were required to exercise three times a week - just enough to maintain
their fitness. That such a modest program should have had such dramatic results
speaks strongly to the importance of physical fitness for health in today's
society.

High-level Remember Question:

"escape"(8)
Did the word "avoid"(T) occur in this story?
"annoyed"(R)

Low=level Egmember Question:

"extrem_ 1y"(S)
Did the word "critically"(T) occur in this story?
"politically"(R)

High-level Proposition:

A high-fat diet without exercise produces fairly substantial hardening
of the arteries.

Low-level Proposition:

—— e+t et e = .

A research program without monkeys provides only indirect evidence
on heart disease.
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Inference:

——— cap — —

Note

A lowfat diet without exercise produces no significant change in
heart size.

"P" indicates the target word, "S" the synonym distractors,
and "R", the rhyming distractors.
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Procedure and Apparatus

Uxperimental sessions were conducted in groups of one to five subjects. Each
subject was seated in an experimental cubicle equipped with a Ball Brothers
standard CRT display monitor (Model TV-120), a seven-button response box, and a
pair of TDH=-39 headphones connected to an Ampex AG-500 tape recorder. Each booth
was interfaced to a PDP-11/34 computer, whiech presented instructions, monitoring
targets, and test questions on the CRT's and recorded all responses and latencies
from the response boxes-

Instructiorns were read to the subject by the experimenter, who told them
that they would hear a number of short stories on various topics, which they were
to listen to for content. One half of the subjerts were then told that they would
subsequently have to recall the stories; the other half were given instructions
and examples leading them to expect subsequent question answering. All subjects
were then given a single practice trial, requiring either free recall or question
answering following presentation of the first practice story. Subjects in the
conditions with normal comprehension were then given the remaining two practice
texts and, depending on their instructional condition, were either asked for
recall of the two stories or were required to respond to a sequence of 10
verification statements concerning them.

Subjects in the two monitoring conditions, however, were told that they
would also have to listen for the presence of a prespecified, word-initial target
phoneme or target word during the presentation of each story. Monitoring targets
would be visually displayed to subjects prior to the start of each text. During
the text's presentation subjects were instructed to keep their index finger
resting lightly on a "READY" button (mounted in the center of each response box)
and press it as quieckly as possible whenever the prespecified target was
detected. Subjects in the monitoring conditions were then given two more
practice atories (the same two heard by the normal comprehension group) with
monitoring and retrieval instructions appropriate to their particular condition.

Each subject then heard and responded to the 4 experimental texts of only
one materials set. The presentation of each tcxt was visua®ly prompted
("ATTENTION! New Story Coming Up. Please press READY to begin.") .14 delayed
until all subjects had pressed their READY buttons. In the two monitoring
conditions, new story prompts were augmented with a display of the trial's target
word or phoneme (e.g., "Listen for the sound /d/, as in "dancing”). After hearing
all four experimental texts through headphones, the subjects were either asked to
free recall the four texts or respond to a randomized sequence of 20 verification
statements. Each verification statement was subject-initiated, with the response
to it being followed by a 7-point confidence rating on the answer just provided
and, then, feedback (via lights mounted in each response box) indicating the
correct answer for that question.
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Subjects and Design

The three listening conditions (i.e., unconstrained comprehension, word
monitoring, and phoneme monitoring) and four instructional conditions (i.e.,
question answering/final question answering; question answering/final (rec
recall; reecall/final question answering; recall/final free recall) were all
manipulated between subjects. Question types (i.e., high- and low-level Remember
questions, high level propositions, low level propositions, and inferences) were
manipulated within subjects. For the sake of counterbalancing, three materials
sets (manipulated between subjects) were also included in the design.

The data from 216 subjects - 6 for each set of materials within each
combination of instructions, 1listening conditions, and final retrieval mode -
were required for this design. Subjects were all Indiana University
undergraduates whose participation in the experiment served as partial
fulfillment of a course requirement. All subjects were native speakers of
English with no prior history of hearing or speech disorders.

Results

Monitoring Data

Mean latencies and detection rates from the two monitoring conditions were
computed, separately, for each subject and text. The overall subjects-random
means are shown in Table 3.

As can be seen, words were detected more quickly and accurately than phonemes.
The 144 millisecond difference (min F'(1,23)=13.22 ) in monitoring latencies and
the 15.6% spread (min F'(1,27)=21.25) in detection rates were both statistically
reliable. There were no differences in these measures as a function of prior
i 3tructions or subsequent retrieval conditions.

Unlike the findings reported by Brunner and Pisoni (1982), the current data
were collected without any rejection of subjects due to insutficient monitoring,
recall, or question answering performance. This may account, in part, for the
somewhat larger than usual difference between word and phoneme detggidion rates.
Overall 1levels of performance, however, were comparable to those reported by
Brunner and Pisoni (1982) and, therefore, were z21so somewhat lower than detection
rates reported elsewhere in the 1literature (cf., Foss & Swinney, 1973%;
Bergfeld-Mills, 1980).
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Table 3

Mean Latencies and Detection Rates for Word-
and Phoneme-Monitoring Corditions.

Word Phonene
Monitoring Mon%ﬁgring
Latencies 575 719
(msecs)
Detection «399 7473
Rates
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We have data from two studies, then, showing reductions in monitoring
performance as a function of both the imposition of real comprehension standards
with text recall and verification probes and, also, the use of whole texts rather
than isolated sentences for comprehension materials. As in our previous work,
this xXind of tradeoff between primary and subsidiary task demands only
underscores our concern with the assumptions about simultaneous comprehension
processing which have been made in the past. In all other respects, however, the
current pattern of monitoring results is entirely consistent witn the results of
numerous studies already conducted using these measures (e.g., Savin & Bever,
1970; Foss & Swinney, 1973; Blank, Pisoni & McClaskey, 1981).

In order to assess the relative effects of word- and phoneme-monitoring on
the time course of ongoing comprehension, it is important to be able to assume
roughly equal levels of performance in the two tasks. Brunner and Pisoni (1982)
had tried, and failed, to achieve this through the application of a priori
subject rejection procedures. Given tneir failure and, also, the difficulty of
devising appropriate rejection criteria for all of the different measures of this
work, we instead decided to rely entirely on multivariate correction. Thus,
recall and verification .nta were twice analyzed; once in raw form and once after
removal of the covariance due to these differences in secondary detection rates
(q.v., Kerlinger & Pedhazur, 1973).

Questions: Representation of Surface Fornm

Overall, our manipulations of instructions, propositional height, and
listening conditions had no significant effects on the proportion of correct
Remember target identifications (p{correct response) = .71). Levels of
confidence, however, were reiiably influenced. After removal of the covariance
due to monitoring detecti.n yperformance, there was a reliable 1listening
conditions main effect (F_(2,190) = 5.9, MS_ . = 1.779; F,(2,88) = 5.139, M3, ., ~
1.31; cell means =-- normal comprehension: 5.47; ‘word monitoring: &.9;
phoneme-monitoring: 4.%3) due to higher levels of confidence expressed by
subjects in the conditions with less demanding levels of perceptual load. Thus,
despite the null effect on proportions of correct responses, it seems clear that
the imposition of increasingly pre-lexical secondary demands made subasequent
access to surface form more and more difficult.

Analysis of the raw Remember target response latencles produced a
significant instructions main effect (min F'(1,107) = 5.67, p <.05) and a
significant propositional height by instructions interaction (min F'(1,109) =
5.12, p < .05). These were unaffected by the removal of monitoring detection rate
covariance (instructions main effect: min ¥'(1,192) = 5.867; instructions by
propositional height interaction: min F'(1,225) = %.526). The instructions main
effect was due to the oxtra retrieval time required by subjects expecting final
text recall (cell means: recall instructions: 4444 msecs; question instructions:
3885 msecs). However, from the instructions - by - propositional level
interaction, shown in Table 4, it can be seen that most of this variance was
restricted to the recognition of words associated with low levels of
propositional text structure.
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For subjects expecting final free recall, target words serving as arguments in
low=level propositions took about 500 msecs longer to retrieve and verify than
tarpgets associated with high-level propositions. If question-answering was
expected then, for precisely the same questions and texts, there was a reversal
in this effect, with the lower levels of text organization now requiring roughly
400 mseecs less time to recognize than the corresponding high-level words.

Removal of the extraneous covariance also produced an additional,
significant instructions by listening conditions interaction (FS(2v185) = 2.91,

WS, pp = 253000; p < .05; Ft(2,131) = 69.59, MS_ .. = 66119), which is shown in
Table 5.

As can be seen from the superscripts, this is due to a facilitaticn in response
latencies after comprehension with question instructions and simultaneous word
monitoring, which did not obtain in the corresponding condition after recall
instructions. Target recognition latencies after comprehension with question

instructions and phoneme monitoring were also faster, by 575 msecs, than those

from unconstrained comprehension. This, however, amounted %to no more than an
interinedinte degree of facilitation in the relevant context of variance. For
subjects expecting final text recall, the imposition of subsidiary task demands
produced consistent, but statistically unreliable, increases in the targe.
recognition latencies.

Analysis of the probabilities of correct rejection for the two forms of
(rhyming vs. synonym) distractors produced, first, a significant main effect due
to distractor types (raw data: min F'(1,14)=6.13, Pp<.05; covariance-adjusted:
min F'(1,%85)=11.27), indicating that subjects were almost twice as accurate at
rejecting rhyming (p(correct rejection) = .67) as opposed to synonymous
(p(correct rejection) = .3%3) distractors. There was also a main effezt due to
listening  conditions (raw data: F_(2,102)=2.76 NS  =.259 p<.06;

s ’ o) err " £ ’
P (2,22)=3.27, M5, .=.099,  p<.0%;  covariance-adjusted:  F (2,407)=4.95,
MO L=e2123 F.(2,263)=2.5, M3 =.1%, p<.08) caused by higher probabilities of

ory . L. err . = . { . . -

correct rejection after unconséralned comprehensicn (p{correct rejection) = .98)
than after comprehension with either form of subsidiary task demand (word
monitoring: p(correct rejection) = .44; phoneme monitoring: (p(correct
re jection) = .49).

LG8

-lo6l-



More on perceptual

Table 4

Response Latencics (msecs) for the "Remember" Targets;
instructions by Propositional Level Interaction

Recall Question
Instructions Instructions
High-level 41970 4099
Propositions
Low-level 4672b¢ 3659
Propositions

Note: Cell means with the same superscript,
do not differ significantly (p < .05).

‘ 16Y
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Table 2

Covariance-Adjusted Response Latencies (msecs)
for "Remember" Targets;
[nstructions by Listening Condition Interaction

Recall Question
Instructions Instructions
Normal 4199b 4372b
Comprehension
Word 45680 34867
Monitoring
Phoneme 4560b 37614

Monitoring

Note: Cell means with the same superscript,

do not differ significantly (p < .05).

Y

Q -163-




10
More on perceptual load

Orthogonal to this, analyses of the distractor rejection latencies produced
a significant instructions main effect (min F'(1,99) = 12.68) and a significant
propositional levels by distractor type interaction (min F'(1,36) = 7.47). The
effect of instructions was unchanged by the removal of covariance with monitoring
performance (min F' (1,252) = 7.76) and reflected an overall increase in
distractor rejection latencies after instructions for final text recall (recall
instructions: 5161 msecs; question instructions: 4303 msecs). The propcsitional
levels by distractor type interaction remained only marginally significant after
removal of the detection rate covariance (F_(1,203) = 3.14, MS,.. = 4600000, p <
+073 Fo(1,183) = 3.09, MS_ .. = 394479, p < .08) and is shown in Table 6.

Whereas the rhymes were unaffected by propositional level, it can be seen that
synonyms serving as arguments in low-level propositions took longer to reject
than either the rhymes or high-level synonyms. When considered in conjunction
with the higher probabilities of correct rejection for rhymes, one might conclude
that, whereas rhyming distractors were rejected on the basis of obvious,
macropropositional inconsistencies with the story, synonyms were most likely
rejected on the basis of micropropositional evaluation.

Questions: Representation of Meaning

Tne effects of 1listening conditions and comprehension goals on the
underlying representation of meaning were examined, first, through analyses of
the confidence ratings and proportions of correct responses. Inferences were
completely unaffected in either of these domains (mean confidence rating: 5.24;
p(correct response): .72). Confidence ratings for the high- and 1low-level
propo~itions were reliably influenced by the three listening conditions (min
F'(2,114) = 5.26). This effect (mean confidence ratings - normal comprehension:
6.19; word monitoring: 5.%3; phoneme monitoring: 5.25), however, was eliminated
by the removal of monitoring deiection covariance. Removal of the extraneous
covariance also added to the reliability of differences in proportions of correct
responses across propositional levels (min F'(1,205) = 4.93, p<.05), with
responses to the high-level propositions being 17% more accurate than those to
their low-level counterparts (cell means - high-level: .94; low-level: .77).

Propositional levels effects were also obtained from the analysis of
response latencies (raw data: min F'(2,127) = 11.24; covariance-adjusted: min
F'(2,419) = 7.65). As in Brunner and Pisoni (1982), inferences (cell mean: 5664
msecs) required more verification time than low-level propositions (cell meuan:
5089 msecs), which in turn took longer to respond to than high-level propositions
(cell mean: 4667 msecs). In addition, there was also a significant main effect
due to instructions (raw data: min F'(1,111) = 11.35; covariance-adjusted: min
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Table 6

. mmmieae -

Response latencies (msec) for the "Remember" Distractors;
Propositional Level by Distractor Type Interaction

Rhyming Synonym
Distractors Distractors
High-level 47532 4698%
Propositions
Low=-level 43734 5328h
Propositions

Note: Cell means with the same superscript,
do not differ significantly (p < .05).
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F'(1,421) = 12.%2), reflecting, as Ydefore, an overall increase in response
latencies due to the expectation of final text recall (cell means - recall
instructions: 5481 msecs; question instructions: 4799 msecs).

Mora germane to the replication of Brunner and Pisoni (1982), however, was 2
significant listening conditions by instructions interaction (raw data: min
F'(2,118) = 3.47; covariance-adjusted: min F'(2,362) = 4.87), which is shown in
Table 7.

As is evident from the superscripts, comprehension with either form of subsidiary
task and the expectation of final recall produced substantial increases in the
verification 1latencies, relative to unconstrained comprehension. This was
easpecially pronounced after comprehension with word monitoring, where the
difference from normal comprehension was over 1100 milliseconds in magnitude. For
subjects expecting question answering, however, the Brunner and Pisoni (1982)
facilitation due to word moaitoring was nicely replicated.

Although the three-way, instructions by 1levels by 1listening conditions
interaction failed to reach significance across all forms of analysis, it can be
seen from the cell means in Tables 8 and 9 that the magnitude of the instructions
by 1listening condition interaction differed across propositional levels.
Performance after instructions for recall is shown in Table 8.

-t - @ oD D S EE o PS ED W WS e A R e ws W

Here it can be seen that, relative to unconstrained comprehension, the increase
in response latencies due to word monitoring was much greater for low-level
propositions (2322 msecs) than for high-levei propositions (7835 mseecs), which, in
turn, underwent a larger increase due to word monitoring than the inferences (428
msecs). There was a decrease in +the magnitude of eoffect at the higher
propositional levels, then. An opposing trend is evident from the cell means of
Table 9, showing performance after juestion-answering instructions.
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Table 7

B e LI

Covariance-Adjusted Verification Latencies (msecs)
for Infererces, High- and Low-lnvel Propositions;
Instructions by Listening Condition Interaction

Recall Question
Instructions Instructions
Normal 5690abc 55238b
Comprehension
Word 6867" 4752
Monitoring
Phoneme 6159bc 527'5ub

Monitoring

Note: Cell means with the same superscript,
do not differ significantly (p < .05).
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Table 8

Covariance-Adjusted Verification Latencies (msecs)
for Inferences, High- and Low-level Propositions;
Recall Instructions

High Low
Level Leve% Inferences
Normal 51518 535680 6563
Comprehension
Monitoring
Phoneme 526720 6340°¢ 68694

Monitoring

Note: Cell means with the same superscript,
do not differ significantly (p < .05).
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Here, as in Brunner and Pisoni (1982), there is an increase in the magnitude of
effect 4t higher propositional 1levels. For low-level propositions, the
facilitniion due to word monitoring (17 msecs) is completely negligible. This
becomes much higher, however, as the comparisons proceed, first to high-level
propositions (920 msecs), and then to the inferences (1378 msecs). Thus,
selective attention to whole words interacts in opposing ways with intentions for
recall vse. question-answering: In the former case, there is an increase in
latencies which is smaller at the higher levels of meaning; in the latter, there
is 4 decrease in latencies which gets larger at the high- and macro-propositional
levels of meaning.

Looking only 4t the normal comprehension of high- vs. low=level
propositions, Tables 8 and 9 also reveal an instructionally induced reversal in
propositional levels effects (FS(1,102) = 5.84, Mserr = 2166446, p<.02; Ft(1,11)
= 9.44, W3, = 245182, p<.01). Previous research by McKoon (1977) has Already
demonstrated longer verification latencies (by about 300 msecs) for low-level
propositions, a finding which follows nicely from Kintsch's (1974) theory on the
representation of text in permanent memory, and also from Cirilo and Foss' (13980)
more recent finding of longer reading times for high-level propositions. In the
present results, for subjects expecting final recall, we replicatzd this effect:
low-level propositions required roughly 200 milliseconds longer for verification
than high-level propositions. For subjects expecting final questions, however, it
can be seen that low-level propositions were verified in roughly 500 milliseconds
less time than their high-level counterparts. Recall that this is precisely the
same, instructions by levels interaction found for GLemember target latencies,
shown in Table 4. :

Text @gpall

Taken together, the preceding pattern of verification 1latenciss Dboth
replicates the findings of Brunnsr and Pisoni (1982) and, also, providas strong
support for the importance of comprehension goals as a determinant of the form
that the interaction with perceptual load will %take. The minimal criterion for
an explanation based on differential encoding, however, lies in the convergence
of these latencies with performance in text recall. In general, for each decrease
in response latencies there should be a corresponding increase in the analogous
nmeasure of text recall, and vice versa. Thus, where we had observed a
facilitation in the response latencies for high-level propositions due to word
monitoring, there should be a corresponding increase in recall of high-level
propositions. Similarly, where we had observed longer verification latencies
following comprehension with either form of subsidiary task and prior
instructions for recall, there should be corresponding decreases in levels of
correct recall for these conditions.
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Eable‘g

Covariance-Adjusted Verification Latencies {msecs)
for Inferences, High- and Low-level Propositions;
Question Answering Instructions

High Low
Level Level Inferences
Normal 508040¢  450g1b 698314
Comprehension
Word 41608 44923b 5603D¢
Monitoring
Phoneme 469230 50453b¢ 6082¢

Monitoring

Not

0]

Cell means with *he same superscript,
do not differ significantly (p < .05).
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From the trends3 shown in Figure 2, it can be seen that this is exactly what
we found. Unlike our pilot recall data,

- e O WS h B e W W - W AR G Gh an W WS P ED W S @n wm N
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which were collected immediately after the presentation of each text, there was a
_ significant (min F'(7,1047) = 14.49), monotoniec decrease in performance across
e propositional levels (cf., Kinitsch, Xouzminsky, Streby, McKoon, and Keenan, 19'75)
- for all three of our listening conditions. There were also significant (min
oL F'(2,93%4) = 12.89), overall differences among the three listening conditioms,
with levels of recall after normal comprehension (p(correct recall) = .26) and
comprehension with word monitoring (p(correct recall) = .25) collectively being
about 109 higher than recall after comprehension with simultaneous phoneme
monitoring (p(correct recall) = .16). Finally, there was a significant effect due
to instructions {(min F'(1,92%) = 3.86, p<.05): Subjects expecting questions
e (p(correct recall) = .24) generally recalled about 3% more than the subjects
e expecting final text recall (p(correct recall) = .x1).
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Although the two-way, instructions by listening conditions interaction
fatled to reach significance (Fs(2,816) = 3.28, p<.03; Ft(2,396) = ,267), the
magnitude and direction of these effects was not equivalent £for all three
lictening conditions, under both forms of instruction. The breakdown of overall
call means is shown in Table 10:
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Here it can be aeen that, whereas recell after normal comprehension was
unaffected by differences in prior instructions4, performance after word
monitoring ond question instructions was 6% higher than that found for subjects i
siven word monitoring and re .all instructions (Fs(1,272) = 8.4, NS_.. = .032;
Ft(1,132) = 4.32, M5, © .025). There was also an analogous, 4% Yhtrease in
performance following comprehension with phoneme monitoring, which failed to
reach significance. It seems clear, then, that most of the instructions main
effect variance was actually an artifact of interactions with the two differing
forms of secondary task.

Nabiimens g = I

There is streong convergence between these results and the preceding
verification 1latencies. For subjects expecting recall, the imrosition of
increasingly stringent subsidiary demands produced corresponding decreases in

bada Y
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Figure 2. Delayed text vrecall across propositional 1levels and secondary
listening conditions (w--cec-cea-w- normal comprehension; - - - - word
monitoring; . . . . phoneme monitoring).

79




More on perceptual load

Table 10

Proportiona of Correct Recall
Following All Combinations of Instructions
and Listening Conditions

Recall Quastion
insiructions Instructions
Normal .26¢d .25¢d
Comprehension
Word .22bc .28d
Monitoring
Phoneme . 148 .18ab

Monitoring

Note: Cell means with the same superscript,
do not differ significantly (p < .0%).
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proportions of correct recall. For subjects expecting questicns, however, therve
was & facilitation in recall closely corresponding to that obtained for the
verification latencies, above. Comprehension with word monitoring produced a
recall function, in Figure 2, virtually superimposed over that for normal
comprehension over most propositional 1levels. The exception to this was the
highest propositional level, where the proportion of correct recall was some 9%
higher than that resulting from unconstrained comprehension. Thus, there is good
agreement between these proportions of correct recall and the preceding latency
data: Where the subsidiary tasks produced generally longer response latencies we
find lower 1levels of text recall; where they produced some facilitation in
regponse latencies, we find a corresponding increase in resall for high-level
propositions.

Discussion

Taken as a whole, these results are in strong agreement with the earlier
findings of Brunner and Pisoai (1982). With respect to the retention and use of
surface form, we replicated the facilitation in tarrst recognition latencies
after comprehension with word monitoring and prior instructions for
question-answering. Tor subjects 1listening to the texts with the aim of
subsequent recall, the imposition of simultaneous word monitoring had no such
effect, producing instead a small and statistically unreliable increment in
response latencies. With respect to the two forms of distraction, we also

replicated the almost two-to-one ratio in probabilities of correct rejection

reported by Brunner and Pisoni (1982), Selective attention to the speach sound
structure might have produced higher false alarm rates to rhyming distractors
after comp:rehension with phoneme monitoring but the evidence for this hypothesis
simply failed to materialize. Considering all of these factors together, then,
we must conclude that the encoding of surface form was rapid, semantic in nature,
and completely unaffected by the qualities of subsidiary task demands. This is
consistent with recent work on the deficiencies of synthetic speech (e.g., Luce,
Feustal & Pisoni, in press; Luce, Note 2) showing impairments in the encoding of
meaning, rather than interference in the perceptual processing, per se. It is
possible, then, that the processing of surface form is automatic in nature (qeve,
Shiffrin & Schneider, 1977; Schneider & Shiffrin, 1977), the incidental
byproducts of perturbations in the perceptual stream being passed on to later,
more controlled stages of text processing.

The representation of surface form was influenced, however, by the
propositional level associated with each to-be-retrieved target or distractor
word. For "Remember" target words recognized after recall instructions, placement
in the lowel propositional levels produced longer retrieval latencies. However,
if the same materials wers presentad after question-answering instructions, then
the opposing pattern was obtained, with low-level target words now requiring less
time for recognition than their high propositional level counterparts. The
presence of these levels effects indicates %hat the representation of surface
form is Dboth integrated with, and accessed through, some hisrarchical
representation of text meaning in memory.
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A similar reversal in the propositional levels effect was also obtained,
after normal comprehension, for the verification of high- and low-level
propositions. As noted above, the finding of longer verification latencies for
low level propositions both replicates (i.e., McKoon, 1977; Cirilo & Foss, 1980},
and is consistent with, the general tenor of research into the propositional
representation of text in memory (e.g., Kintsch, 1974; Kintsch et al., 1975).
However, the restriction of this effect - for both semantic verification
statements and the recognition of individual target words - to conditions
emphasizing verbatim memory raises the wserious possibility that previous
theorizing on the basis of materials comprehended in +this manner (e.g., Spiro,
1980; Hayes-Roth & Thorndyke, 1979; McKoon & Rateliff, 1980; Fletcher, 1081;
Manelis & Yekovich, 1976) «could be an artifact of subjects' -encoding
expectations, rather than being a reflection of "normal" comprehension
processing, per se. The finding of similar, instructionally induced differences
in verification latencies by Green (1975) further legitimizes this possibility.
In any event, the finding is noteworthy, and the possivility of such an artifact
is alearly in need of further investigation.

Our most important findings, however, lay in the aorrespondence between
semantic verification latencies and the probabilities of correct text recall.
Here, we found support for all four objectives outlined in the Introduction:
First, with different materials, we replicated the facilitation due to word
monitoring reported by Brunner and Pisoni (1982). Second, for subjects expecting
questions but asked for recall, we found a corresponding enhancement of recall
for high 1level propositions. Third, for subjects both expecting and providing
final recall, we replicated that aspect of the pilot recall daia indicating worse
overall perfoirmance in the two monitoring conditions relative to unconstrained
comprehension. Finally, for subjects expecting recall but given questions, we
found uniformly longer verification latencies after the imposition of either form
of subsidiary task. We conclude, then, that the facilitation in verification
times reported by Brunner and Pisoni (1982) was in fact the result of some
task-induced evnhancement in the encoding of high- and macro-level propositions
(e.g., Kintsch & van Dijk, 1978; van Dijk, 1980).

There are some notable exceptions to this picture of perfect convergence.
First, we failed to replicate the enhancement of recall for lower level
propositions obtained in our pilot work (Figure 1). However, both the extreme
robustness and internal consistency of these fidings persuade us that they are
not artifactual and that the failume to replicate the low level enhancement is a
result of retrieval delay. If secondary attentional demands served to inhibit the
integration of micropropositions .-into 1larger, macro level units, then some
relative "enhancement" in the immediate recall of unintegrated, low level
propositions from temporacy memory would be a natural result. This interpretation
would predict greater enhancement with increasing secondary task difficulty,
which 1is alsc indicated in the pilot data. Moreover, according to any theory of
reconstructive nemory (e.g., Bartlett, 1932; Loftus, 1979), nonintegraied, 1low
leve. details should be the first to be forgotten with increasing delay (ef.,
also, McKoon, 1977); this too is consistent with the present findings. Thus, we
do have a reasonable account for the pilot recall data, and we prefer them as yet
anothe e important  attentional interaction in the natural time course of
comprehension and encoding.
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We invoke a distinction betwecen the accessibility and availability of long
term memory (e.g., Tulving & Thomson, 197%) to account for the disproportionate
increase in verification latencies folloving comprehension with .word monitoring
And prior recall instructions (Table 8). If texts were represented in memory ns
a hierarchy of lexically nondecomposed word concepts (q.v., Kintsch, 1974;
Anderson, 1976), then selective attention to whole words might be expected to
produce more interference with, or facilitation of, the encoding of whole word
concepts than selective attention to phonemes. However, levels of recall after
word monitoring were not lower than recall after phoneme monitoring, as an
interpretation based on the longer verification latencies due to word monitoring
might suggest. Measures of recall, of course, reflect the prevalence of facts
both retrieved and reconstructed from permanent memory (e.g., Bartlett, 19%2;
Hagher & Griffin, 1978; Anderson & Pichert, 1978). Nonetheless, we account for
this discrepancy by assuming that the frequency of reconstructions was probably
constant across listening conditions and, therefore, that measures of recall
would be the more accurate index of what is available in long term memory. With
these assumptions, we can then attribute these truly excessive verification
latencies following recall instructions and either form of monitoring to some
task-induced inhibition in the development of associative retrieval paths (ef.,
Anderson, 1976); i.e., a task-induced reduction in the accessibility of that
information. .

Comprehension for the purpose of answering questions appears to carry with
it a relatively low cognitive overhead. The present results indicate that, when
coupled with some form of subsidiary monitoring task, there seems to be enough
remaining, unassigned processing capacity for subjects to productively integrate
the secordary 1load into their ongoing text and memory processing. With the
imposition of subsequent recall, however, these dual task demands become a triple
task load, the subject now having to (1) comprehend the text, (2) perform the
subsidiary task and then (3) impose intentional encoding procedures on the
already comprehended material. Under these circumstances, the imposition of
secondary demands exceeds the available processing capacity, producing generally
worse memory and verification performance. Qur current interpretation is that
subjects, in their timesharing between these three demands, are probably giving
higher priority to intentional encoding than comprehension, thereby interfering
with the assimilation of incoming propositions. One implication of Brunner and
Pisoni's (1982) results was that the assumption of a fixed-capacity decision
mechanism underlying the interpretatior of secondary detection latencies (e.g.,
Foss & Swinney, 1973; Bergfeld-Mills, 1980) in phoneme monitoring research might
be a false one. The present results indicate that, for cowmprehension with the
intent of subsequent recall, the presupposition of strict capacity limitatiors is
in fact valid. Under less stringent conditions, however, capactity limitations
have not yet been established, and any interpretation of secondary monitoring
data on the basis of that assumption is still premature.

At the outset of this work we had expected to find, at most, only some
moderate decrements in comprehension as a result of secondary task demands. Quite
clearly, what began as a minor paradigmatic investigation has produced a number
of unexpected, and potentially quite important, attentional and perceptual
interactions. By now, it is quite evident that subsidiary task paracigms have
their own artifactual effects on otherwise normal, unconstrained comprehension
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and that generalization from these Xinds of results
understanding must take these interactions into account.
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Fooctnotes

1+ All results presented in this paper were analyzed twice, alternately
treating subjects and texts as the random variable (q.v., Clark, 1973).
Throughout, Fs will represent subjects-random F ratios and Ft, text-random F
ratios. Where significant, however, it is EEE.EL which will be reported.

2. Unless otherwise stated, all p's reported in this section are less than
.01.

5. Removal of the monitoring, detection rate covariance had no effect on the
rattern of results obtained from analyses of the raw text recall data. Therefore,
analyses of the covariance-adjusted data have been excluded from discussion in
this section.

4. The propositional levels effect is significant within each individual
listening condition: normal comprehension (min F'(7,354) = 4.07); word monitoring
(min F'(7,359) = 5.76); phoneme monitoring (min F'(7,377) = 4.86).
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Abstract

On-line reading rates and post-reading comprehension data in the form of
error rates, response latencies and confidence ratings »f questions probing
recognition of various levels of text structure were collected for passages read
orally and silently by 16 college students. Oral reading rates were slower than
silent reading rates. The four types of comprehension items showed a levels
effect for response latencies: More encompassing or higher-level representations
were verified more slowly than surface structure or low-level text
representations. Differences due to reading mode were found only for low- and
high-level proposition verification latencies: Prior silent reading of the text
led to slower verification responses. The error data and response confidence
ratings failed to show reading mode or levels effects. The present results
suggest the critical differences in processing between oral and silent reading
involve the relative rates of the temporal course of ongoing higher-level
comprehension processes. Slower comprehension microstructure construction
vrrocesses in oral reading create memory traces that are accessed faster during
memory~-based comprehension tasks than traces established by similar but faster
processes that occur during silent reading.
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Introduction

To both the observer and the reader, the acts of oral and silent reading
have obvious differences. The fourmer includes an immediate vocalization response
and the latter does not (necessarily). In order to appreciate the similarities
between these ways of reading it must be assumed the the reader's primary goal in
both reading modes is to understand the written text. logically, perceptual and
cognitive processes mediate between the printed page and the veader's resultant
state of knowledge abstracted from the printed page, 1i.e. comprehension.
Accepting this fundamental =ssumption about the relation of reading and
comprehension, then, our interest turns to the 1level at which processing
differences between oral and silent reading might occur.

The present study addresses the issue of the extent to which common
cognitive processes underlie oral and silent reading. Previous research using
both on-line measurements of reading behavior and performance on subsequent
memory and comprehension tests «of the read material have yielded contradictory
results and implications for ..solving this issue. The locus of observable
differences in eye movements (e.g. Anderson & Swanson, 1937; Fairbanks, 1937;
Wanat, 1976) and reading rates (e.g. Juel & Holmes, 1981; Mead, 1915, 1917;
Rogers, 1937) has not been agreed upon. Oral reading errors, also known as
"miscues", (Danks & Hill, .1981; Goodman, 1969; Levy, 1981; Weber, 1968) are

~another online source of information about oral reading processes. One problem -

with error evidence, however, is that no analogous measurement of silent reading
processes is available because of the covert nature of normal reading in mature
subjects. Errors of omission or incorrect substitutions in silent reading can
only indirectly be inferred from regressive eye movements (Rayner & McConkie,
1976). Oral reading miscue analysis (Goodman & Burke, 1978) is the foundation of
one widely accepted theory of reading (Goodmen, 1967, 1970, 1979). This
particular account of reading assumes that oral reading miscue data may be used
to make 1inferences about silent reading processes, implicitly suggesting a
unitary cognitive base for processes involved in both reading modes. However,
Goodman (1970, p.482) also w-..tes that "When silent reading becomes proficient,
it becomes a very different process from oral reading." Goodman suggests that
silent reading involves more sampling and prediction of print than oral reading.
Thus, in order to evaluate this ambiguous position on an empirical basis,
clear-cut sources of evidence for the assumed comw>ii cognitive core of oral and
silent reading processes must be obtained. More realistically, such commonality
may be characterized as a complex interactive system with multiple specific
component processes that contribute to reading comprehension (e.g. Just &
Carpenter, 1980; Levy, 1981; Rumelhart, 1977; and others). As part of this
endeavor currently in progress (see e.g. Perfetti & Lesgold, 1981), component
cognitive processes are proposed, suitable measurement techniques are identified

and process contributions and interactions have been tested in a variety of

conditions.

Historically, two kinds of evidence have been held to support assumptions of
predominantly shared cognitive processes in both oral and silent reading modes.
First, a aizeable number of studies have failed to find comprehension diflerences
after oral and silent reading (e.g. Anderson & Dearborn, 1951; Anderson &
Swanson, 1937; Gray, 1958; Jones, 19%2; Juel & Holmes, 1981; Poulton & Brown,
1967; Rogers, 1937; and others). Seconi, much attention has been given to
phonological recoding, one process implicated in both modes of reading. Most
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studies manipulaiing phonological recoding factors, however, huve been limited to
reading of isolated words (e.g. Baron, 1979; Glushko, 1981; Kleiman, 197%;,
Rubenstein, Lewis & Rubenstein, 1971; Spoehr & Smith, 1975) and have not directly
auiressed comparigsons of silent and oral reading processes that involve measures
of comprehension.

In ~addition, these two areas of research are still surrounded by
controversy, methodological problems and multiple intrerpretations in terms of
reading mode differences. The body of 1literature on silent and oral reading
comprehension is inconclusive. As many of the early (and more recent) classroom
studies of oral and silent reading comprehension have reported advantages to oral
reading (Collins, 1961; Elgart, 1975; Swalm, 1973) or to silent reading (e.g.
Mead, 1915, 1917), as were cited for claims of null findings above. With regard
to phonological recoding, vocalization suppression studies of reading (Hardyck &
Petrinovich, 1970; Levy, 1975, 1977, 1981) have shown interactions between
nragoing articulating responses and properties of the text structure itself.
Readability interactions with reading mode (e.g. Coke, 1974) and other linguistie
structural measures (e.g. Wanat, 1976) reveal similar complexities due to context
in interpreting the effects of oral and silent reading on comprehension. Thus,
neitlier extremist view of the relation between oral and silent reading, i.e.
completely identical cognitive comprehension processes or entirely disjunctive
processes, is feasible. To date, the reading mode literature has not weighed
greatly on the research directions necessary to discover the subtleties of the
human psycholinguistic processing system as it behaves in silent and oral
reading.

One methodological problem with previous studies is the often loose, global
definition of comprehension (if one is attempted at all). Inevitably,
wnappropriate or insensitive measurement techniques follow from this type of
conceptual shortcoming. Another problem with earlier comprehension measurement
tools has been a wide range of production components in the required response,
varying from multiple-choice forced-choice questions of low written demands
(Collins, 1961; Elgart's use (1975) of Gates-MacGinitie tests (1964)], to overt
spoken responses in oral Cloze procedures used by Swalm (1973). Such problems in
measuring comprehension of read texts have been affected by developments in the
field of text and discourse processing.

Recently, a number of detailed models of knowledge structure and
comprehension have been proposed (e.g. ACT, 1976; de Beaugrande, 1980; Kintsch &
vaa Dijk, 1978; Minsky, 1975, 1979; Schank, 1975, 1981). These advances have
allowed for precise characterization of the internal structure of texts used for
reading passages and meaning struciures derived from them i  terms of
hierarchical propositional structures and their interrelations ang acsociatuve
links with the central theme of the text (e.g. Kintsch & van Dijk, 1978).

By carrying out a propositional analysis of texts based on such models (e.g.
Turner & Greene, 1977), levels ot knowledge structures can bhe identified in
ralation to the central theme of the text. These models suggest that shallower
levels of processing (Craik & Lockhart, 1972) are given to meaning units of lower
levels, i.e. closer to the surface structure of the words and sentences in the
text than to meaning units at higher or more encompassing levels of text
microstructure and text macrostructure (Kintsch, 1974, 1977). tiigher structural
levels require wmore processing and have more enduring memory traces (Kintsch,
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1977). In support of this notion, robust microstructure levels effects have been

found in reading time and recall measures (Cirillo &-"?oss,e 1980; Kintsch &

Keenan, 1973%; Kintsch, Kozminsky, Streby, McKoon & Keenan, 1975). These studies
reveal thet more time is spent reading higher level propositions, which are alazo
recalled with greater probability after (silent) reading. From traditional
memory phenomena relating recall and recognition (e.g. Tulving, 1975) follow the
predictions that higher-level statements from the text would be recognized with
less accuracy and longer response latencies as well as with less confidence than
lower-level knowledge structures.

Finally, comprehending a Lext also entails the ability to derive iaferences
consistent with the meaning macrostructures ot the text {¥rederilsen, 1981; van
Dijk, 1979). In sum, recent advances in text analysis and comprehension modelling
have enabled more accurate measurement of wvarious aspects of reading

comprehension.! Thus, it may be possible to resolve some of ths differences in
the results of studies of comprehension in oral and silent reading.

The present study addresses a question which came to light as a consequence
of the acceptance of the techniques of propositional analysis in studying text
comprehension. Namely, do oral and silent reading processes differentially affect
the ensuing surface Jlevel, low- and high-level propositional and inferential
representations constructed during reading? If the ongoing articulating response
of the oral reader competes with simultaneous comprehension processes for
resources (Goodman, 1970; ‘Levy, 1981; Wanat, 1976), higher levels of
comprehension may be predicted to be completed less rapidly and somewhat less
ef'ficiently in the course of oral reading compared to silent reading. An
alternative hypothesis may be phrased in terms of the temporal course of
nrocess.itig:  Slower progress in oral reading compared to silent reading may be
related to (by being a partial causative factor or a consequence of) compensatory
processes in the development of more abstract knowledge structures involved in
complete understanding of a2 toxt. These questions relate to issues of
automaticity of the pronunciation response in oral reading (Danks & Hill, 1981)
and the effect of speed of reading on ensuing comprehension processes (Stanovich,
1981), which will be taken up later on in the discussion section below. To test
these two hypotheses, a number of different dependent variables were used =-- one
to confirm the temporal relation of oral and silent reading rates in real time,
and the other three being measures of comprehension at each of four different
levels of propositional complexity of text meaning.

Method

Subjects. Sixteen Indiana University students were tested individually.
They received credit as partial fulfillment of the requirements for an
introductory psychology course.

Materials. Twelve test passages and three practice passages between 150 and
300 words in length, previously used in studies of 1listening comprehension
(Blank, Pisoni & McClaskey, 1981; Brunner & Pisoni, 1982), wers chosen as
expository reading texts. Tor each text, four verification statements had been
constructed to evaluate various levels of compreheasion. 4n example passage and

its affirmative questions are shown in Table 1.
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Insert Table 1 about here

Remember questions tested surface level memory of the text, by requiring
recognition responses to test words as having occurred in the reading passage or
not. The questions were of the standard form, "Did the word "XXXXX" occur in this
story?" Either correct words or distractor words synonymous to words which had
occurred in the test passage occurred in the target position.

The prcpositional representation constructed during reading and
comprehension of a text was examined on two levels: Verification statements
censisting of high-level and low-level propositions (Kintsch et al., 1975) were
nsed  to test recognition memory for text microstructure and inferential
statements were presented to examine macrostructure representations formed during
readiné—Eﬁd comprehension (Kintsch and van Dijk, 1978). These three question
trpes addressed more global 1levels of comprehension (than surface 1level
questions) and occurred in two versions, each of which required either a "Yes" or
a "No" resronse from the reader. Low-level propositions presented for
recognition were either exact repetitions of one-clause gentences from the test
passage or had one substituted word that rendered the statement incongruous with
the content of the text. High-level proposition test items similarly repeated or
misrepresented a clause more central to the passage theme, but one which did not
necessarily occur entirely within a single sentence. True inferences required
subjects to synthesize irformation explicitly conveyed in the passage; false
inferences were contradictory to such syntheses.

Design. Reading mode and levels of comprehension questions wers
within-subjects variables. Reading mode was blocked within esach subject, so that
¢ach subjec’ read six stories aloud and six silently. The order of silent and
oral response blocks was counterbalanced across subjects. Two counterbalanced
orders of the twelv: test passages were used each with 8 subjects. Within each of
these two subject groups. "Yes" responses were made on the left-hend side of the
response box by half of the subjects and on the right-hand side by the other
half. In addition, corrcct and incorrect question versions were counterbalanced
among each group of four subjects. The order of the four comprehension
questions, one at euach level, was also randomly determined for every passage
presentation. -

Procedure. Subjects were tested individually in a sound-attenuated room in
the presence of the experimenter. The instructions, prompts during the course of
the experiment, the reading passages and the comprehension questions were al!l
presented on a GBC Standard CRT display monitor (Model MV-10A) placed at
eye-level about 40 em in front of the subject. Stimulus presentation and response
cc lection was carried out by a PDP-11/34 computer. The subject interacted with
the experimental visual prompts by pressing appropriate buttons on a seven-button
response box connected to the computer.

The beginning of each reading passage was announced on the center of the CRT

screen by a prompt, "Atteniion! New Story Coming Up. Please press READY button to
begin." When the subject had indicated his/her readiiess, the experimenter
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Table 1

An Example Reading Passage

In ancient Rom2, Julius Caesar banned chariot driving at
night. It seems the thundering chariot wheels made too much
noise. Now =-- over 2,000 years later ~- people are starting
to realize that noise isn't good for them. It affects their
hearing, their peace of mind, their ability tc work
efficiently, and, as some doctors point out, their general
health.

Most people still accept noise as a routine part of
their dsily 1lives: sirens, horns, airplanes, household
appliances, power mowers, Jjackhammers. Some even seek out
noise in the form of loud rock music. People can see 1
smog-filled sky or a filthy 1lake and they recognize
pollution, but noise is not usually regarded with equal
concern.

Noise 'is' a form of pollution and, like other forms,
it's getting worse. A U.S. government study says that noise
pollution is doubling every ten years. Says Dr. Vern O.
Knudsen, a noise expert at the University of California: "If
noise continues to increase for the next 30 years as it has
for the past 30, it could become lethal.”

uestions

Surface structure: Did the word "doctors" occur in this
story?

Low=level proposition: Noise pollution affects one's work.

fdigh-level proposition: People are starting to realize the
harmful effects of noise.

Inference: Modern technology has contributed to the rise in
noise pollution.

1 5 e
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annsunced the reading mode (oral or silent) for the passage. The passage appeared

on the CRT screen one sentence at a time and was advanced by the reader's
button-press control.

Subjects were instructed to read once through and press the "Ready" button
in order to continue reading as fluently as possible. The presentation technique
prevented regressive eye movements to previous sentences and also allowed for the
collection of sentence-by~sentence reading latencies for each test passage. At
the end of each passage, the question phase was announced on the gscreen by the
centered prompt, "Attention! Questions. Please press READY button to begin."
Subjects initiated each question presentation themselves and were instructed to
respond as quickly and accurately as possible once the question had appeared on
the screen. After making their "Yes/True" or "No/False" responses to each
question, subjects entered a confidence rating of their response on a scale from
1 to 7. A rating of 7 indicated a highly confident response and a rating of 1
indicated a guessing response whose correctness was highly uncertain. A rating
Scale reminder on the screen at this time was terminated by the confidence rating
button-press response. Then, feedback about the correct answer to the
comprehension question was provided in the form of a flashing light immediately
above the correct buvtton on the response box. Following the four questions, the
next reading passage was announced. Thus, for each passage, sentence-by-sentence
reading latencies and comprehension data in the form of the number of errors,

question-answering latencies and confidence ratings for each question type were
collected.

Three passages served as practice for all subjects, the first being read
silently and the second and third passages serving as oral reading practice at
the beginning of the experimental session. Instructions emphasized that the
subject's task was to read in order to understand the content of the passages.
The oral fluency and intonation of reading aloud were not stressed in the
instructions and the experimenter attempted to avoid any performance pressure
during the oral reading blocks, by reassuring worried subjects that their
responses were quite satisfactory.

Results

Unless otherwise noted, all reported results are statistically significant
at the p<.01 level.

Reading Latcncies. A two-way analysis of variance with reading mode and
stories as fixed factors was performed on subjects’ mean sentence-by-sentence
reading times for each passage. Subjects took a mean of .76 seconds longer to
read passages aloud (Mean = 8.71 sec) than to read them silently (mean = 5.95
sec), (F(1,15)=22.06). This difference was found for all 16 subjects. There were
differences in the mean reading latencies between the passages (F(5,65)=10.28)
reflecting differences in sentence lengths, but these differences did not
interact with the reading mode effect (F(5,65)<1.0). Thus, as expected, oral
reading latencies were greater than silent reading latencies for ail test
passages.

Comprehension. For initial overall analyses of variance, the four question
types were treated as one facior called Question Level. This factor was related
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to increasing representation abstraction from the text preseated on the CR?
screen. For each subject, the total number of errors {ur sach quesvion level for
both oral and silent reading (of total possible of six) were summed together. In
addition, the mean latency and confidence rating for each question level over all
reaiing passages for each reading mode condition were computed. Separate agnalyses
of variance with the order of reading mode blocks as n between-subject fuctor and
question level and reading mode as fixed, within-subject factors were also
carried out on the number of errors, mean latencies and mean confidence ratings.

urror data. No effect of order of reading modé was found, so this factor was
not included in further 4nalyses. An expected overall question level effect
indicated differential error patterns for the various comprehension level probes
(F(3,45)=8.18). However, no differences in the number of errors made in oral and
silent reading conditions were found (F¥(1,1%)=3.54, p>.07). In addition, no
interaction was found between the level of comprehension probes and the reading
mode (F(3,45)=2.22, p>.09).

Closer examination of the error data at each question level by test for
simple effects revealed no differences in performance after oral or silent
reading for questions tapping surface structure (F(1,15)<1.0), low- or high-level
propositional representations in memory (F(1,15)=3.20,p>.09), or inferences drawn
from the read texts (F(1,15)<1.0). The analysis of propositional microstructure
@id, neverthelsss, yield the expected levels effect (F(1,15)=8.04,p<.02) and no
interaction between question level and reading mode (F(1,15)<1.0). Thus, whether
a passage was read aloud or silently did not significantly affect the nuamber of
errors made on any level of comprehension as measured by the four question types
after each passage. Importantly., the various question levels were not affected
differentially by the preceding reading mode.

Question Latency data. Since the initial analysis of variance did not reveal
practice or fatigue effects due to the order of reading mode blocks
(F(1,14)=3.04,p>1.0), this factor was excluded frcn further consideration. “ain
effects of both reading mode (F(1,15)=11.52) and question level (F(3,45)=32.13)
were obtained in the suhsequent analysis with the four question types as one
factor. Furthermore, for question latencies, reading mode and question 1level
interacted significantly /F(3,45)=4.85).

No effects due to silent or oral reading mode were found for analyses of the
latencies to questions probing the surface structure of the texts and inferences
following from those texts (F(1,15)=2.02,p>.17 and F(1,15)<1.0 respectively). In
contrast, oral reading led to faster verification of propositions reflecting the
microstructure knowledge representation of the texts (F(1,15)=27.95). The
failure to obtain a difference between latencies to low- and high-level
propositions was unexpected (F(1,15)=2.96,p>.10). This result differs from the
question error data above and indicates the increased sensitivity of the latency
measure compared to error rate measures of comprehension, as well as the speed of
processing difference between silent and oral veading. The comprehension
question latency and error data are shown in Figure 1.
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Confidence Rating data. Contrary to expectations from use in 1listening
comprehension tasks (e.g. Brunner & Pisoni, 1982), in the present reading
comprehension «%udy, confidence ratings failed to meaningfully reflect

differences in silent and oral reading processes in subsequent comprehension

questions. An overall analysis of variance revealed an effect of question level,
indicating differences between the four types of comprehension 1level probes
(F(3,45)=9.20), but no differences were observed due to reading mode
(F(1,15)<1.0). The mean confidence rating was 5.70, where a rating of 7 indicated
a very confident response and a rating of 1 indicated a guessing response.
Subsequent analyses indicated no significant question levels effect between low-
and high-level microstructure proposition items. Thus, in the present study,
subjects' confidence in their prior recognition or verification responses to
information from texts they had Jjust read appeared to be minimally related to
underlying cognitive processes used in reading comprehension.

In summary, differences in the component cognitive processes between oral
and silent reading modes in a task requiring comprehension were revealed in terms
of speed of processing. These effects were observed for both reading rates and
latencies to comprehension probes. Wicrostructure representations of the text
base revealed the obtained differences due to reading mode: Oral reading led to
gsomewhat faster comprehension responses, but these responses were as accurate as
the slower responses made after silent reading of the texts. Comprehension
questions were answered equally confidently after beth oral and silent reading.
Thus, our £findings have implicated temporal processing factors in the
construction and retrieval of comprehension structures in memory as the loci of
differential cognitive processing in oral and silent reading.

Discussion

The present results identified specific levels of knowledge structures used
in text comprehension which were affected by prior reading mode. When the text
information had been read aloud, sublects correctly recognized 1low- and
high-level propositional statements as having occurred in the text faster than
when they had read the text silently. This effect wus not reflected in the data
from errors or confidence ratings of subjects' responses to comprehension
questions. In contrast, however, the reading mode did affect reading rate. The
observed on-line tempcral differences were in the opposite direction to the
question latency data: Mean oral sentence-by-sentence reading times were 1.76
seconds longer than equivalent silent reading times. Thus, only the two temporal
dependent measures in the present study, reading rates and response latencies to
conprehension questions, were sensitive to the effects of reading mode. Further,
only questions pertaining to text microstructure revealed differe.ces due to oral
or silent reading of the preceding text.

In the sections below, we will consider these¢ findings in light of our two
experimental hypotheser. Then, their implications for models of silent and oral
reading comprehension will be discussed.
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According to our first hypothesis, the ongoing vocalization response in oral
reading requires attentional capacity that is shared with other underlying
cognitive processes involved in comprehension (Goodman, 1970; Wanat, 1976).
Predictions for our experiment were that slower and less accurate performance was
expected in the oral reading condition. Also, it was expected that higher levels
of comprehension would suff.:r more than lower levels in the oral reading mode. In
fact, the present results contradict both of these predictions: Tagter
comprehension latencies occurred after oral reading than after silent reading
(for low- and high-level propositions). This finding may be taken to support
views that adult readers have automatic pronunciation responses in oral reading
(Danks & Hill, 1981).

The second hypothesis we considered was that the slower speed of oral
reading would be accompanied by compensatory decrements in comprehensicn
performance. Stanovich (1981), among others, has suggested that slower word
recognition in reading cooccurs with increased reliance on contextual cues in the
text (presumably used for integrating inzoming material with other compreliension
structures in working memory). The prediction follows, therefore, for the present
study that differences in onu-line temporal rates of oral and silent reading would
not yield comparable differences in comprehension data. This, again, was not
confirmed by our data. We found response latency advantages for verification of
low- and high-level propositions from the passage after oral reading.

This finding of faster response latencies following oral reading supports
previous reports of spontaneous vocalization during (silent) reading of difficult
texts (e.g. Hardyck & Petrinovich, 1970). The suggestion, here, is that when
comprehension is difficult, the perceptual and cognitive processes in reading are
slowed down {(Levy, 1981).2 The additional inference required is that the
vocalization of the oral reading response is functional in compensating for
otherwise faster-occurring encoding of text microstructure for comprehension.
The mean error rate of 21%, combined with subjects' comments about the difficulty
of the experimental task, support our claim that the set of passages used were
indeed difficult reac .g materials for our group of subjects to comprehend.

Thus, the present study has shown that the vocalization component of oral
realing functions to compensate for faster processing of text microstructure. (In
contrast, memory for the occurrence of particular words in the texts was
unaffected by reading mode, both in accuracy and in speed of response).

Given these findings, we propose as the 1locus of this compensation a
post-lexical working memory store for parsing and clause integration stages of
text comprehension (e.g. Just & Carpenter, 1980). e suggest that phonological
recoding for access to the mental lexicon in order to recognize printed words
takes place in both reading modes (altaonsh we have not shown this to be the case
in this study). This proposal will be discussed in relation to two specific
accounts of oral and silent reading.

Because Goodman's model {1970, 1979) rests almost entirely on oral reading
error data, he hes attempted to specify the relation of processes in both reading
modes in some detail. We have already alluded to one point of confusion, but at
this time Goodman's perspective should be examined with greater depth. For most
adult oral readers Goodman (1970) suggests that "... primarily, oral output is
produced after meaning has been decoded.” (p.483) Thus, oral reading requires
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both the decoding of meaning component, proposei to be identical with silent
reading by Goodman, and, then, a derivative recoding process, interpretadble as
phonological recoding, "“to produce an oral 1anguage equivalent of the graphic
input which is the signal in reading" (p.502).

The underlying cognitive processes leading to meaning reconstruction, i.e.
comprehension, are presumed to be the same processes in both silent and oral
reading, according to Goodman (1967). This appears to be inconsistent with his
assertion in other places of active sampling, prediction and processing speed
differences between ths two reading modes (cf. 1967, p.502). Thus, while Goodman
indicates awareness of differences in the relative temporal rates of pro~essing,
he does not associate them with reading comprehension processes and therefore
makes predictions of no differences in performance Vbetween comprehension
following oral and sileut reading.

A more flexible account of differences in oral and silent reading has becn
proposed by Danks and Fea: . (1979). In complete opposition to Goodman's model,
the two alternative models of the oral reading processes postulated by Danks and
Fears, called the decoding and comprehension hypotheses, both necessarily include
phonological recoding or as they name it, decoding (not to be confused with
Goodman's similar mechanism referred io as recoding). The hypotheses of Danks and
Fears differ in the inclusion of comprehension prior to the spoken oral reading
response, Which of the two models is used depends on variables such as the
reading skill and motivation of the reader, the specific task and the text
difficulty. The essential point for the present study is that phonological
recoding, according to these authors, always precedes comprehension in bhoth
silent and either model of oral reading. Qur findings lead us to concur with this
suggestion, but it is necessary to expund on the specific stages involved between
phonological recoding and comprehension.

The results of our study, in conjunction with the assumption of common
phonological recoding processes in both oral and silent reading, suggest that the
temporusl differences due to reading mode in the process of reading and in
response latencies to comprehension questions to the reading passages occur after
words have been recognized, in case role assignment 2nd text unit and clausal
integration processes that take place in working memory. Thic is similar to Just
and Carpenter's recent model of silent reading (1980), but cur proposal also
assumes that the additional time spent in working memory during completion of
these higher-level comprehension processes in oral reading (compared to silent
readlng), results in menory traces that are retrieved faster in later,
memory-based comprehension probes of these higher-level units of the text
meaning. Word-level differences in memory-based questions were not found in the
present study, we suggest, because separate traces of word entries already
existing in the mental lexicon were not constructed during text comprehension
during initial reading. Similarly, inferences may not be automatically drawn
during on-line reading comprehension and may be instead computed from stored
information wupon demand (Frederiksen, 1981). Thus, what readers actually
construct and store as they read for comprehension appears to be propositional
structures of the levels specifically probed by our microstructure verification
stutements {(cf. Kintsch & van Dijk, 1978). For this reason, additional working
memory storage during the slower clausal integration processes of oral reading,
facilitates later verification latencies for only 1low=- and high-level
microstrctures from the text.
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In connlusion, the present data reveal that differences due to reading mode
are primarily a function of the speed of higher-level parsing and comprehension
processes that occur when subjects read texts for comprehension. In our study,
slower reading latencies in oral reading led to faster responses to comprehension
items on low- and high-level propositional structures from ttr - text. These
results support models of oral and silent reading with common early stages of
phonological recoding (e.g. Danks & Fears, 1979). Such models obviously require
further specificity in identifying post-lexical larger text unit storage as the
critical level on which time differences in oral and silent reading will be
reflected in memory-based comprehension tests. The results obtained 1: the
present study also point to the importance of two theoretical endeavors: first,
extending unitary processing models of reading comprehension to account for
temporal differences due to reading mode; and second, viewing comprehension as a
structured hierarchy of component levels of meaning and structure rather than a
global, unitary process that somehow reveals itself after a reader encounters a
rrinted text. In addition, it is very likely that the reader's comprehension
goals will interact in substantial ways with the time~course of processing of the
individual component 1levels of comprehension. Having found reliable differences
in sentence-by-sentence reading speed and response latencies for comprehension
questions probing text microstructure components between oral and silent reading,
we are encouraged to pursue this problem further in future work that explicitly
examines the reader's goals.
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2y Footnotes

;ﬁ, In contrast to wide employment of nonspecific or low-level comprehension tests,
testing primarily memory for text vocabulary (e.g. Swalm, 1973) or ambiguous
levels of comprehended knowledge such as "information in the story"
(Collins, 1961), one early researcher, Mead (1915, 1917), adopted a measure
reported as "percentage of points reproduced of points read". This is seen
a8 a precursor, albeit nonspecific, of current propositional text base
analyses as a unit to measure comprehension.

20ther factors determining reading rate and the extent of the use of compensating R
overt reading responses include visually noisy stimulus quality of the text o
(Levy, 1981), the word-encoding skill of the reader (Perfetti & Roth, 1981), ‘
as well as the text structure and the reader's goals (Frederiksen, 1981).
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Abstract
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With the increasing proliferation of voice response and voice data entry
systems, it has become extremely important to understand how humans interact with
these devices. Speerh verception is a complex process involving a number of
str ges of analysis beginning with the extraction of phonetic information and
eniing with a conceptual representation of the input message. Each level of
perceptual analysis may be subject to limitations of the human information
processing system. Moreover, these perceptual processes may impose further
restrictions on the performance of other cognitive taske. Perceptual encoding,
maintenance of items in short-term memory, transfer of information *o long-term
storage, decision making, and response production may compete for mechanisms or
resources needed for visual or avditory information processing, vocal responding,
or manual responding. Thus, when an observer must make complex decisions and
responses to synthetic speech messages, performance may depend on the interaction
of perceptual clarity of the input, nature of the responses, and other task
parameters. This paper will discuss how the relationship of such task parameters
and cognitive limitations may affect task performance in situations employing
voice I/0 using synthetic speech.



INTRODUCTION

e era of speech technology has begun. We are just now starting to see the
introduction of practical, commercially available speech synthesis and speech
recognition devices. Within the next few years, these systems will be utilized
for a variety of applications to facilitate hur.n-machine communication and as
sensory aids for the handicapped. Soon we will be conversing with vending
machines, cash registers, elevators, cars, clocks, and computers. Pilots will be
able to request and receive information by talking and listening to flight
instruments. In short, speech technology will provide the ability to interact
rapidly with machines through our most efficient communications channel --
speech.

However, while there has been a great deal of attention paid to the
development of the hardware and systems, there has been almost no effort made to
understand how humans will utilize this technology. To date, there has been very
little research concerned with the impact of speech technology on the human user.
The prevailing assumption seems to be that simply providing automated voice
response and voice data entry will solve most of the human factors problems
inherent in the user-system interface. But a2t present, this assumption is
untested. In some cases, the introduction of voice response and voice data entry
systems may create a new set of human factors problems. To understand how the
ugser will interact with these new speech processing devices, it is necessary to
understand much more about the human observer. In other words, we must
understand how the human processes information. More specifically, we must know
how the human perceives, encodes, stores, and retrieves speech and how these
operations interact with the specifis tasks the observer must perform.

In the OSpeech Research Laboratory at Indiana University, we have been
carrying out a number of research projects investigating various aspects of human
speech perception (see Pisoni, 1982, for a review). Strictly speaking, this work
is not human factors research; that is, it is not designed to answer specific
questions regarding the development and use of specific products. Rather, the
goal of thls research is to provide more general and basic knowledge about the
perception of synthetic speech. This basic research can then serve as a
foundation for subsequent human factors studies that may be motivated be specific
problems.

Several areas of research are currently under investigation in our
laboratory. In general, this research is concerned with the ability of human
listeners to perceive synthetic speech under various task demands and conditions.
Typically, two aspects of the listener's performance in these tasks are measured;
we measure the speed and accuracy of subjects' responses. These performance
variables allow us to make inferences about the complex cognitive processes that
mediate human speech perception. For example, the speed of a subject's response
(called veaction time or response latency) indicates to some degree the
complexity and extent of perceptual and cognitive processing required to make the
response. Thus, if subjects are slowest to respond in one particular condition
of an experiment, then that condition may require more cognitive computation or
processing capacity than other conditions.
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CONSTRAINTS ON HUMAN PERFORMANCE

To interpret these results, it is necessary to consider the three basic
factors that interact to affect an observer's performance: (1) the inherent
limitations of human information processing, (2) the constraints on the structure
and content of the speech signal, and (3) the specific task requirements. The
nervous system cannot maintain sll aspects of sensory stimulation. Moreover,
there are severe processing limitations in the capacity for storing raw sensoury
data. To circumvent these capacity limitations, sensory information must be
recoded or transformed into nore abstract forms for stable storage and subsequent
cognitive operations (Lindsay & Norman, 1977). By using long-term knowledge
about the structure of langnage and real-world events, it is possible to make
inferences that supplement and elaborate upon sensory input. Of course, this
process is computationally intensive. One of the cognitive resources that is
utilized during this type of processing is short-term memory. Short-term memory
i3 the "working memory" of the human cognitive processor and is extremely limited
in capacity (Shiffrin, 1976). As a result, the capacity 1limitations of
short-term memory impose severe constraints on almost all perceptual and
cognitive processes (Shiffrin & Schneider, 1977). In addition, these memory
limitations may be exceedingly critical in speech perception since speech is a
dynamic and transient signal. Unlike the printed word, once a word is spoken it
must be processed immediately in real time or it is lost. It is impossible for
the listener to "glance back" and hear a previous word over again because the
physical waveform dissipates so quickly. To avoid this possible 1loss of
information the input speech is buffered through an auditory memory store prior
to short-term memory (Crowder, 1978; Pisoni, 1973). This auditory memory holds
speech in a relatively unencoded form acting as sort of a sensory tape recorder.
However, this sensory memory is even more limited in capacity than short-term
memory. Thus, speech pnerception is a very time-critical process. If it is
interrupted for %00 1long a time, important sensory data could be lost and
subsequent processing severely affected.

To handle the interruptions of noise and signal distortion, the perceptual
process must take advantage of the constraints on the structure of spoken
language. Speech production uses a complex and hierarchically organized system
of linguistic rules to encode meanings into sounds. At the lowest level of the
system, the distinctive properties of the signal are constrained by vocal tract
acoustics and articulation. Consonants and vowels are coarticulated onto each
other to form a complex coded stream of acoustic events (Liberman, Cooper,
Shankweiler, & Studdert-Kennedy, 1967). ©Even at this level of representation,
there is a great deal of redundancy, so that a single acoustic segment may
transmit information relevant to several phonemes (Liberman, 1970). By utilizing
this redundancy, in the acoustic speech code, the perceptual system is 1less
sensitive to unwanted distortion of any single acoustic segment.

At the next level of linguistic complexity, the selection and ordering of
consonants and vowels in words is constrained by the phonological rules of
language. This provides another degree of predictability in the perceptual
processing of speech. For example, in English, a initial liquid such as /1/ is
never followed by a stop consonant such as /b/ within a single word. This means
that information about some of the phonemes in a word may limit the possibilities
for other phonemes in that word. Listeners have access to this knowledge ant use
it extensively in perceiving speech.
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Perceptual and Cognitive Constraints

Similurly, the arrangement of words in sentences is constrained by the
syntactic rules of language. Nouns, ver , and other syntactic categories are
not produced in random or arbitrary sequences. Inatead, the allowable
combinations of words are <rdered Ly synzax. Research has shown that listeners
use syntax to aid word recognition, even when the sentences presented are not
meaningful (Miller & Tsard, 1963).

Of cours: the meaning of words and sentences also provides constraints on
the selection of words. Moreover, the context in which a sentence occurs
constrains the meaning of 2 senitence. The word-by-word interpretation of a
sentence in context will limit the possible alternatives for subsequent words.
In this way, as a sentence is perceived, theve become fewsr and fewer plausibly
alternative words available for finishing the sentence. .hus, a listener can
sometimes understand a sentence even hefore the end of the sentence is spoken.
Listeners may even be able to infer the identity of words that are obscured or
obliterated by noise or distortion.

Clearly, there is a greast deal of redundancy in speech from the acoustic
structure to the semantic content. This redundancy provides some noise immunity
and can help guide the listener's perceptual processing. However, the extent to
which this redundancy can be utilized depends on the specific demands of the task
confronting the listener. Humans are unusually flexible in their ability to
develop specialized perceptual and -zognitive strategies to maximize performance
for different tasks (cf. "“oray, 197%). For example, if a listener is required to
respond to single isola‘ed command words, it would be imposaible to use syntactic
or semantic predictability as an aid for word recognition. However, if the
listener has a priori knowledge of the message set, that knowledge can help in
recognition by delimiting the possible message just as syntax does.

Human performance in tasks is affected by a variety of factors. Some of
these factors are closely related to the structure of the message ensem..le (the
stimuli), instructions and expectations about the task and stimuli, perceptual
set, the nature of the responses, the mapping of the messages onto the responses,
and past experience or practice. These factors can be manipulated in various
ways to induce the observer to adopt different performance strategies. Observers
are also capable of varying the "depth of processing" (Craik & Lockhart, 1972)
that 2 message receives, depending on the requirements of the task., If an
obgserver is required to remember every word in a spoken passage of text, the
listener's strategy is very different from the strategy used in a task that only
requires general comprehension of the spoken passage. The implication of this is
that it is important to evaluate voice response systems under the same task
demands that will be imposed on the ultimate users of the systems. The results
of an evaluation test in the 1laboratory that places minimal demands on the
listener may not generalize to the actual use of the voice response system in a
more demanding application. For tl s reason, it is important to study the
perception of synthetic speech usir different tasks such as comprehension,
rccall, and speeded classification which require several 1levels of message
complexity: passages, sentences, and words.

(\.‘
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PERCEPTUAL EVALUATION OF SYNTHETIC SPEECH

When presented with a spoken passage of text, a listener is able to utiligze
the full range of psycholinguistic knowledge available in order to aid
perception. To assess the contribution of this knowledge to 1listening
performance, Pisoni and Hunnicutt (1980) conducted a series of experiments using
synthetic speech generated by the MITalk text-to-speech system (see Allen, 1981),
In one experiment, subjects were presented with fifteen narrative passages and an
appropriate set of multiple-choice comprehension questions. The questions were
designed to test general comprehension of the passages and were drawn, along with
the passages, from several standardized adult reading comprehension tests. The
passages covered a variety of topics, writing styles, and vocabulary. Three
groups of subjects were tested. One group read printed versions of the passages,
while the remaining two groups listened to continuous spoken versions. One of
these two groups heard natural speech passages, while the other group listened to
synthetic speech.

In this experiment, two results were extremely interesting. First, the
group that heard the MITalk speech improved in comprehension performance from
64.1% correct in the first half of the experiment to 74.8% correct in the second
half of the experiment. This 10.7% improvement in comprehension performance
indicates that the synthetic speech group may have been learning the dialectal
idiosyncrasies of the MITalk synthetic speech. Neither the group that read the
passages nor the natural speech group showed any similar change in performance
over the course of the experiment.

The second result of interest was that the average comprehension performance
of the MITalk group (70.3% correct) was not statistically different from either
the natural speech group (67.8% correct) or the reading group (77.2% correct).
This suggests that even after & small amount of experience, listeners could
understand the main points of the MITalk p1ssages as well as the natural
passages. A similar result was reported by Jenkins and TFranklin (1981) in a
comparison of natural speech with synthetic speech produced by the FOVE
synthesis-by-rule system (Ingemann, 1978). Jenkins and Franklin found that the
gist or general points of grade-school level passages could be remembered equally
well for natural and synthetic speech.

At first glance, it seems somewhat surprising that comprehension performance
for natural and synthetic speech should be the same. It is tempting to conclude
t.at there are no problems tin understanding the content of synthetic passages.
However, it is important to note that in these experiments, listeners only had to
understand the general ideas in the agpoken passages. If the subjects could
understand only some parts of the passages, they could use previous knowledge to
make inferences about the rest of the text. These experiments were not able to
distinguish between information that was acquired by listening to the text and
knowledge that the subjects might have had prior to the experiment. With this
issue in mind, Luce (1931) conducted a more detailed examination of the
comprehension of fluent synthetic speech. In this study, Luce used more specific
questions that were designed to probe four different levels of comprehension.
Surface structure questions were coustructed to determine if listeners had heard
a specific word in the spoken text. Low proposition questions queried specific
details or facts in the passage. High proposition questions probed understanding
of themes or messages in the text. Finally, inference questions required
listeners to form a conclusion that had not been explicitly stated in the
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pessage. These questions were presented visually following the spoken passages
and subjects responded by pressing the appropriately marked button on a response
box that was interfaced to a minicomputer.

One group of subjects heard synthetic MITalk-produced passages and another
group listened to natural speech versions of the same texts. Speed and accuracy
of question answering were measured. Although subjects responded with comparable
latencies to questions for natural ani synthetic passages, there were significant
differences in the accuracy of question answering. Subjects were less accurate
in answering inference questions and high and low proposition questions for the
synthetic passages. In contrast to the previous studies, this indicates that
comprehension of the natural passages was better than comprehension of the
synthetic speech. However, there was a surprising result. The subjects who
heard the synthetic speech wevre more accurate at answering sucrface structure
questions than the natural speech subjects. This indicates that the subjects who
heard natural speech remembered fewer specific words from the passages than the
MITalk listeners.

These results seem to present something of a paradox. After all, if
listeners can understand the words in a passage, they should be able to
understand the passage at all levels of comprehension. The resolution to this
paradox may be that subjects were nsked if a particular word occurred in a
rassage after the text was heard. The group that listened to synthetic speech
may have spent so much time and effort trying to understand each of the words in
the text that they were unable to do anything else. Indeed, this effort to
understand the words may have made the words more memorable. On the other hand,
the group that heard natural speech probably had no problems understanding the
words in the passages so they could concentrate more effort on understanding the
ideas of the passages. Thus for these subjects, the specific words (as opposed
to the concepts iavolved) were less salient in memory. Previous research has
shown that during sentence comprehension, the surface structure is quickly
forgotten while the basic concepts are retained (Sachs, 1967).

The results of tnis experiment demonstrate that while 1listeners may
understand the gist of simple synthetic and natural passages equally well, it is
substantially harder to comprehend synthetic speech at more abstract levels. The
reason for this difficulty may be that it is harder to encode synthetic words
than natural words. This seems to be true even though the listeners should be
able to use a great deal of prior knowledge to aid in word recognition.

Indeed, Pisoni and Hunnicutt (1980) have demonstrated that this
psycholinguistic knowledge can have an important effect on the perception of
asynthetic speech. Using MITalk-generated speech, they compared word recognition
in two types of isolated sentences. The first type of sentence was syntactically
correct and meaningful. An example is given in (1) below:

(1) Add salt before you fry the egg.

The second type of sentence was also syntactically correct. However, these
sentences were semantically anomalous. In other words, these test sentences had
the syntactic form of normal sentences, but they were nonsense. An example of
this type of nonsense sentence is given in (2) below:

(2) The yellow dog sang ‘the opera.

T
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By comparing word recognition performancs for these two classes of sentences, it
was possible to determine the influence of sentence meaning oan word perception.
Correct word recognition was very good in the meaningful sentences with a mean of
93.2% of the words recognized. However, only 78.7% of the words in the anoma’ouu
sentences were correctly recognized. Clearly the meanung of 2 sentence is i
significant factor in perceiving synthetic words. Moreover, an analysis of the
errors produced for both the meaningful and anomalous sentences indicated that
the meaning of a sentence constraincd the perceptual selection of words.

Thus, even though psycholinguistic knowledge can guide word recognition to
some extent, it may be that word perception is harder for synthetic words “han
for natural words, Pisoni (1981) used a lexical decision task to compare the
verception of natural and synthetic words in isolation. 1In this experiment,
subjects were presented with two types of test items. On each trial, subjects
had to decide as quickly as possible whether a test item was a “word" or a "
nonword." Reaction time and accuracy were both measured. The results showed
that performance was more accurate for natural test items (98% correct) than for
synthetic test items (78% correct). Moreover, this difference was present for
both word and nonword test items.

The mean reaction times for correct responses also showed significant
differences between synthetic and ratural test items. Subjects responded
significantly faster to natural words (903 msec) and nonwords (1046 msec) than to
synthetic words (1056 msec) and nonwords (1179 msec). On the average, reaction
times to the synthetic speuzch took 145 msec longer than response times to the
natural speech. This indicates that synthetic speech perception requires more
cognitive "effort" than natural speech perception. But most important, this
result was found for words and nonwords alike, suggesting that the extra
processing does not derend on the lexical status of the test item. Thus, the
phonological encoding of synthetic speech appears to require more effort than the
encoding of natural speech.

In a more recent study, Slowiaczek and Pisoni (198%1) used the same lexical
decision procedure but gave the subjects five days of experience at the task.
They found that although overall performance improved for all teast items, the
reaction time difference between natural and synthetic speech remained roughly
the same. This is consistent with the conclusion that it is the perceptual
encoiing of the test items that is responsible for the reaction time difference.
Furthermore, this result indicates that the processing of synthetic speech is a
"data-limited" process (Norman & Bobrow, 1975); that is, the limitation may be in
the structure of the synthetic speech itself.

In another experiment, Pisoni (1981) asked subjects to name synthetic and
natural test items. On each trial, a subject repeated as quickly as possible a
word or nonword that was heard through the headphones. The time required to make
the naming response was measured together with the accuracy of the response. As
in the previous studies, it was found that subjects made more errors on synthetic
speech. In addition, they were much slower to name synthetic test items than
natural test items. Once again, subjects required more timsz to name the
synthetic nonwords than the natural rionwords. These results demonstrate that the

extra processing time needed for synthetic speech does not depend on the type of
response made by the listener since the results were comparahle for both manual

and vocal responses. This reinforces thg)'cgnclusion that encoding the
phonological structure of synthetic speech n8yi Jdequire more computation than
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enco’ing natural speech. Taken together, these findings suggest that the
intelligibility of the phonological segments of synthetic speech should be worse
than the intelligibility of the phonemes in natural speech.

Pisoni and Hunnicutt (1980) used the Modified Rhyme Test (MRT) to
investigate the segmental intelligibility of synthetic and natural speech. On
2ach trial the subjects were presented with a single isolated monosyllabic word.
The subjects then selected one of six alternative responses. The alternatives
were also monosyllabic words differing from each other in a single phoneme. On
some trials, the responses differed only in the initial consonant; on other
trials, the responses differed only in the final consonant. Therefore, .e
subjects were essentially choosing one of six different phonemes.

Performance on this task was very good for both the natural and synthetic
speech. The error rate for natural speech was only .6% ~- 99.4% correct. For
the MITalk-produced synthetic speech, the crror rate was 6.9% or 93.1% correct.
It seems apparent that listeners had very little trouble deciding which phoneme
was the correct response for ©both types of speech. However, 1in this
forced-choice format (the listener is required to pick one response from six
alternatives), the MRT constrains responding in much the same way that syntax or
semanties in sentences can guide in word selection. As a result, this
forced-choice testing procedure could inflate the estimates of segmental
intelligibility by artificially constraining response alternatives. Indeed,
Pisoni and Koen (1982) found that when these constraints were removed, segmental
intelligibility was significantly worse. In their experiment, subjects were not
restricted to six alternative responses. Instead, after hearing a test word, the
subjects were free to select any response (from all the words they knew) that
seemed appropriate; the set of allowable responses was not designated by the
experimenter. The results of this change from the traditional forced-choice HMRT
procedure to the free-response were very striking. The error rate for the
natural speech increased only slightly from .6% in the forced-choice procedure to
2.8% in the free-response format. However, for the synthetic speech, the error
rate increased dramatically from 6.9% in the forced-choice procedure to 24.6% in
the free-response paradigm. While listeners were able to identify 97.2% of the
natural speech correctly, only 7%.4% of the synthetic speech was correctly
classified in the free-response format. Thus, even though segmental
intelligibility appeared to be quite good in the traditional MRT forced-choice
test, the ability to select any word as a response significantly impaired
intelligibility in the free-response format. Apparently, subjects were able to
use the constraints imposed by the restricted set of responses provided in the
3tandard MRT. It is very important to emphasize the implications of these
results. Data obtained in the standard forced-choice MRT cannot be generalized
to predict performance in the free-response format. This is because there is an
interaction Dbetween the type of testing procedure (forced-choice vs.
free-response) and the type of speech presented (natural vs. synthetic); it is
not possible to simply add or subtract a constant to performance in the
forced-choice MRT to predict performance in the free-response paradigm. This
clearly illustrates why it is important not to assume that a standardized testing
procedure (like the MRT) will predict performanc: in applications where the task
demands may be quite different.

Up to this point, the research we have summarized has been concerned with
the intelligibility of speech. 1In general, it appears that even synthetic speech
produced by a system as sophisticated as MITalk is less intslligible than natural

Do
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apeech. However, 1t is clear from these studies that the intelligibility of
synthetic speech will depend on the structure of the message 3et and the demand
of the task. Moreover, it &lso appears that the segmental intelligibility of
synthetic speech will be a major factor in word perception. For low cost speech
gynthesis systems where the quality of segmental synthesis may be poor, the best
parformance will be achieved when the set of possible messages is small Aand tae
user is highly familiar with the message set. It may also be important for the
different messages in the get to be maximally distinctive like the militury
alphabet (alpha. bravo, etc.). In this regard, the human user should be regsrded
in somewhat the same way as an isolated-word speech recognition system.

Of course, this consideration becomes less important if the spoken messages
are accompanied by a visual display of the same information. When the user can
see a copy of the spoken message, any voice response system will scem, at first
glance, to be quite intelligible. While providing visual feedback may reduce the
utility of a voice response device, a low cost text-to-speech system could be
used in this way to provide adequate spoken confirmation of data-base entries.
Where visual feedback cannot be provided and the messages are not restricted to a
small predetermined set, a more sophisticated text-to-speech system would be

advisable.

Assessing the intelligibility of a voice response unit is an important part
of evalusting any system for applications. But it is equally important to
understand how the use of synthetic spsech may interact with other cognitive
operations carried out by the human observer. If the use of speech I/0
interferes with other cognitive processes, performance of other tasks might be
impaired if carried out concurrently with other speech processing activities.
For example, a pilot who is listening to talking flight instruments might miss a
warning light, forget important flight information, or misunderstani the flight
controller. Therefore, it is important to understand the capacity limitations
imposed on human information processing by synthetic speech.

LIMITATIONS ON SYNTHETIC SPEECH PERCEPTION

Recent work on human selective attention has suggested that cognitive
processes are limited by the capacity of short-term (working) memory (Shiffrin &
Schneider, 1977). Thus, any perceptual process that imposes a load on short-term
memory may interfere with decision making, perceptual processing, and other
cognitive operations. If perception of synthetic speech imposes a greater demand
on the capacity of short-term memory than perception of natural speech, then the
use of synthetic speech in applications where other cognitive operations are
critical might produce serious problems.

Recently, Juce, Feustel, and Pisoni (1982) conductesd several experiments to
determine the effects of processing synthetic speech on short-term memory
capacity. In one experiment, on each trial, subjects were given two different
lists of items to remember. The first list consisted of a set of digits visually
presented on a CRT screen. On some trials no digits were presented and on other
trials there were either three or six digits in the visual display. Following
the visual list, subjects were presented with a spoken list of ten natural words
or ten synthetic words. After the spoken list was presented, the subjects were
instructed to write down all the digits in the order of presentation. After the
digits were recalled, the subjects then wrote down all the words they could
remember from the auditory list. ) {?7

he d
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For all three visual digit list conditions (no list, three or six digits),
recall of the natural words was significantly better than recall of the synthetic
words. In addition, recall of the synthetic and natural words became worse as
the size of the digit lists increased. 1In other words, increasing the number of
digits held in memory impaired the subjects' ability to recall the words. But
the most important finding was that there was an interaction between the type of
speech presented (synthetic vs. natural) and the number of digits presented
(three vs. six). This interaction was revealad by thes number of subjects who
could recall all the digits presented in correct order. As the size of the digit
lists increased, there were significantly fewsr subjects recalling all the digits
for the synthetic words compared to the natural words. Synthetic speech impaired
recall of the visually presented digits more with increasing digit list size than
did natural speech. These results indicate that synthetic speech required more
short-term memory capacity than natural speech. As a result, it would be
expected that synthetic speech should interfere much more with other cognitive
processes.

In another experiment, Luce et al. (1982) presented subjects with lists of
ten words to be memoriged. The lists were either all synthetic or all natural
words. The subjects were reguired to recall the words in the same order as the
original presentation. As in the previous experiment, overall, the natural words
were recalled better than the synthetic words. However, a more detailed analysis
revealed that in the second half of the lists, recall of synthetic and natural
speech was the same. The difference in recall performance between natural and
synthetic speech was confined to the initial portion of the list. The first
synthetic words heard in the list were recalled less often than the natural words
in the beginning of the lists. This result demonstrated that, in the synthetic
lists, the words heard later in each list interfered with active maintenance of
the words heard ecarlier in the list. This is precisely the result that would be
sxpected if the perceptual encoding of the synthetic words placed an additional
load on short-term memory, thus impairing the rehearsal of words presented in the
first half of the list.

The data on serial ordered recall support the conclusion from the lexical
decision research that the processing of synthetic words and, nonwords seems to
require more computation than perception of natural speech. Thus, the perceptual
encoding of synthetic speech requires more cognitive capacity and may in turn
restrict other cognitive processing. Previous research on capacity limitations
in speech perception demonstrated that paying attention to one spoken message
seriously impairs the listener's ability to detect specific words in other spoken
messages (e.g., Bcokbinder & Osman, 1979; Treisman & Riley, 1969). Moreover,
several recent experiments have shown that attending to one message significantly
impairs phoneme recognition in a second stream of speech (Nusbaum, 1981). Taken
together, these studies indicate that speech perception requires active attention
and cognitive capacity, even at the level of encoiing phonemes. As a result,
increased processing demands for the encoding of synthetic speech may place
important limitations on the use of voice response systems in high information
load conditions. This 1is especially true in cases where a listener may be
expected to pay attention to several different sources of information.
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SUMMARY AND CONCLUSIONS

Evaluating the use of voice response systems is not just a matter of
conduc ting standardized intelligibility teasts. Different applications will
impose different demands and constraints on observers. Thus, it is necessary to
take into account the three factors that interactively combine to affect human
performance. First, the intrinsic limitations of human information processing
must be considered. Perceptual and cognitive processes are primarily limited by
the capacity of short-term memory. Since synthetic speech perception imposes :
gevere load on short-term memory, it is reasnnable to assume that in highly
demanding tasks, synthetic speech perception may impair the performance of other
concurrent cognitive operations. Of course the converse situation may occur
also; that is, performing a demanding task may interfere with synthetic speech
perception. The human observer is not an interrupt-driven computer that can
respond immediately to the presentation of an input signal. During complex
cognitive processing, an observer may not be able to make the appropriate
response to > speech signal; even worse, the presentation of a synthetic message
might not be detected. Therefore, in highly demanding tasks, it is important to
provide messages that maximize redundancy and distinctiveness. This is where the
second factor, the structure and content of the message set, becomes critical.
As the message set becomes simpler (e.g., isolated command words), the perceptual
distinctiveness of the messages should be increased accordingly. For isolated
words, the 1listener is wunable to rely on the psycholinguistiec constraints
provided by syntax and meaning. Moreover, the discriminability of the messages
is most important when the quality of phoneme synthesis is poor. In this type of
synthetic speech, redundancy in the acoustic structure of the signal is
minimized. As a result, more effort may be required to encode the speech. This
implies that low cost synthetic speech should only be used when the task demands
(the third factor) are not severe. It would be more advisable to use a low cost
synthesizer to provide spoken confirmation of data-base entries than as a voice
response system in the cockpit of a jet fighter.

Furthermore, it should be recognized that the ability to respond to
synthetic speech in very demanding applications cannot be predicted from the
results of the traditional forced-choice MRT. 1In the forced-choice MRT, the
listener can utilize the constraints inherent in the task, provided by the
restricted set of alternative responses. lHowever, outside the laboratory, the
observer is seldom provided with these coastraints. There is .o simple or direct
method of estimating performance in less constrained situations from the results
of the forced-choice MRT. Instead, evaluation of voice response systems should
be carried out under the same task requirements that are imposed in the intended
application.

From our research or synthetic speech perceptinn, we can specify some of the
constraints on the use of voice response systems. However, there is sgtill a
great deal of research to be done. Bagic research is needed to understand the
effects of noise and distortion on synthetic speech processing, how perception is
influenced by practice and prior experience, and how naturalness interacts with
intelligibility. WNow that the technology has been developed, research on these
problems and other related issues will allow us to realize both the potential and
the limitations of voice response systems.
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Abstract

Previous research has demonstrated that selective adaptation effects can be
found for speech-nonspeech continua which vary on a phonetically irvelevant
acoustic dimension (Remez, 1979, 1980). The conclusion of this research wis
that, by the logic behind selective adaptation research, the set of feature
detectors involved in apeech perception does not appear to be constrained by any
acoustic-phonetic principles. The present experiment used an anchoring procedure
with a similar speech-nonspeech stimulus series to test this claim. The stimulil
in the series varied in formant bandwidth from a /bae/ at one endpoint to a
nonspeech "buzz" at the other end of the series. When one of the endpoint
stimuli was presented (and identified) more often than the rest of the series,
the category boundary for the test series was displaced relative to the baseline
rating function. “he contrast effects produced by anchoring with endpo.nt
stimuli in the present study are quite similar to the adaptation results obtained
by Remez. These results suggest that the adaptation effects with
speech-nonspeech continua probably reflect Jjudgmental anchoring rather than the
feature detector desensitization that would otherwise be suggested by
adaptation-induced contrast effects. Thus, contrary to the claims made by Remez,
previous adaptation experiments with speech-nonspeech continua do not constitute
evidence against feature detector theories.
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Perceptual Anchoring of a Speech-Nonspeech Continuum

Recently, Studdert-Kennedy (1381) has strongly «criticized cognitive
psychology, claiming that "this information-prccessing approach to speech
perception . . . eventually led to a dead end, as it gradually became apparent
that this undertaking was mired in tautology" (p. 3%02). This indictment of
cognitive psychology primarily stems from a growing disaffection with one
particular research paradigm -- selective adaptation -- and with the feature
detector theories that are supported by this research (see Diehl, 198%; Repp,
1982; Studdert~Kennedy, 1977, 1981, 1982, for criticisms of feature detector
theories of speech perception). In %the past few years, several studies have
questioned the validity of selective adaptatien as a procedure for investigating
phoneme perception (see Diehl, Elman, & McCusker, 1978; Diehl, Lang & Parker,
1980; Remez, 1979, 1980; Remez, Cutting, & S*tuddert~Kennedy, 1981; Rosen, 1979;
3imon & Studdert-Kennedy, 1978). At present, selective adaptation is the only
paradigm used to provide direct evidence for the operation of feature detectors
in human speech perception. Thus, while there have been theoretical arguments
against feature detector theories (e.g., Studdert-Kennedy, 1977, 1982),
discrediting selective adaptation would most effectively eliminate support for
these theories of phoneme perception (see Diehl, 1981).

The first selective adaptation experiments using speech attempted to find
evidence for phonetic feature detectors (see Cooper, 1975, 1979, for reviews of
this carly research). Abbs and Sussman (1971) proposed that the perczeption of
phonetic categories could be mediated be feature detectors tuned to respond
directly to phonetic information in +the speech waveform. Sets of feature
detectors would independently register phonetic features such as voicing. The
outputs of these phonetic feature detectors would then be combined to identify a
aingle phonetic segment. The existence of phonetic feature detectors would also
provide a mechanism capable of explaining categorical perception (sce Abbs &
Sussman, 1971). If phonetic features are represented by discrete neural uanits
(at least one for each phonetic feature value), intermediate states of perception
between feature values should not be computed easily. Thus, the continuous
acoustic variation present in the speech signal would be converted to a
distribution of neural activity in discrete feature detectors. Two consonants
that share the same phonetic feature values but differ acoustically sho 1d
produce the same pattern of activation throughout the detector population. This
would make discrimination of two segments from the same phonetic category more
difficult than discrimination of two segments from different phonetic categories.
Furthermore, this system would produce perceptual constancy of speech sounds
despite acoustic variation.

4 'To test the phonetin feature detector hypothesis, Eimas and Corbit (1973)
reasoned that these putative detectors would be adapted if the same units were
stimulated often enough. By rapidly and repeatedly presenting the same phonetic
information to liasteners, it was hopel that the corresponding feature detectors
would be fatigued. This would make the detectors less responsive to subsequent
stimulation. For example, since /b/ is a voiced stop consonant, repeated
exposure to /ba/ should reduce the sensitivity of a voiced feature detector.
This would make the voiced detector less abls to ~ompete with a counterpart
voiceless detector. Therefore a stimulus that had elicited equal responses from
both voiced and voiceless detectors prior to adaptation should elicit more of a
voiceless response after adaptation. This contrast effect represents the
dependent measure of the perceptual impact of selective adaptation.

S
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Eimas and Corbit synthesized test series that varied acoust.cally betwoen
voiced and voiceless endpoints. These stimuli were created by systematically
changing the voice onset time (VOT) of one endpoint in small steps until the
second endpoint was produced. While the endpoints were perceived as good
examples of the voiced and voiceless categories, gtimuli near the
voiced/voiceless category boundary were much more ambiguous on the volcing
dimension. The category boundary represents the point where the hypothetical
detectors that mediate endpoint perception respond equally. In essence, the
boundary stimulus is phonetically ambiguous on the test dimension. simias  and
Corbit found that adaptation with the voiced endpoint produced fewer voiced
responses in subsequent identification testing, while adaptation with the
voiceless endpoint reduced the number of voiceless regsponses. This c¢intrast
effect was especially pronounced for stimuli near the category boundary p.ior to
adaptation. After adaptation, the category boundary shifted toward the adapting
endpoint of the series. As a result, stimuli that were ambiguous before
adaptation became identified with the category opposite the adaptor ufter
adaptation.

Insert Figure 1 about here
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This type of shift in the category boundary resulting from selective
adaptation is 1illustrated in Figure 1. This figure shows a schematie
representation of the results of an hypothetical adaptation experiment for a
geven-clement test series. Baseline identification in the control condition,
where cach stimulus is presented equally often in random order, is shown by the
solid line in the middle of the figure. The dashed lines represent the effects
of selective adaptation on stimulus identification. The effect of adaptuation
with Stimulus 1 is indicated by the dashed line to the left of the baseline
function. The dashed line on the right shows the result of adaptation with
Stimulus 7. In both cases, adaptation produces a contrast effect. After
adaptation, fewer stimuli are perceived as belonging to the same phonetic
category as the adaptor. As can be seen in Figure 1, these effects are most
pronounced at the boundary between phonetic categories. Eimas and Corbit (1973)
interpreted this type of shift in the category boundary resulting from adaptation
as a change in the point of equal detector response due to desensitization of one
detector of a voiced/voiceleass pair.

Eimas and Corbit (1973) also found that adaptation could be obtained even
when the adaptors were not members of the test series. TFor example, adapting
with the voiceless stop /p/ shifted the category boundary of a /d/-/t/ test
series in the direction of the /t/ endpoint. They interpreted this result as an
indication that the Cfeature detectors were responding to phonetic features
instead of syllable-specific acoustic patterns. HMoreover, a number of subsequent
studies demonstrated that ~ross-series adaptation could be obtained when the
adaptor and an endpoint of a4 test series shared a phonetic feature but had little
or no overlap in acoustic features (see Cooper, 1979, for a review).

Although cross-series adaptation was initially seen as support for phonetic
feature detectors (see Cooper, 1975, 1979; Eimas & Corbit, 1973), other research
provided evidence against the phonetic feature detector interpretation (see Ades,

)y
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Figure 1. The results of an hypothesized adaptation experiment. Baseline
identification of each stimulus in the control condition is shown by the
solid. Adaptation with Stimulus 1 is shown with the open squares and
adaptation with Stimulus 7 is shown by the open triangles.
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1976: Eimas & Miller, 1978, for reviews). One set of experiments showed that
cross-series adaptation could be obtained with nonspeech adaptors that shared an
acoustic feature or pattern with an endpcint of a speech test series (e.g.,
Pisoni & Tash, 1979%; Samuel & Newport, 1979; Tartter & Eimas, 1975). These
studies indicated that the feature detectors involved in adaptation could be
tuned to respond to acoustic features instead of phonetic features. However, the
strongest argument against phonetic feature detectors came from experiments which
found that an adaptor in one position within a syllable would not adapt
perception of test items in a different position (Ades, 1974; Sawusch, 1977).
Linguistically speaking, a consonant in any position should be the same; phonetic
features do not take into account their relative 1location in an utterance.
However, Ades (1974) found that an adaptor in final position (e.g., /aeb/) had no
effect on the perception of consonants in initizl position (e.g., /bae/=/dae/).
These results suggested that adaptation induces fatigue of auditory -- not
phonetic -~ feature detectors (Ades, 1976; Eimas & Miller, 1978).  But regardless
of the actual locus of adaptation (i.e., auditory or phonetic), the mechanism of
adaptation was generally thought to be feature detector fatigue (Cooper, 1979;
Eimas & Miller, 1978).

While there 1is some neurophysiological evidence for the operation of
auditory and call-specific feature detectors in nonhuman animals (see Bvans,
1974; Scheich, 1977), similar neurophysiological experiments have not been
performed on humans for the obvious reasons. Indeed, the only evidence for the
role of feature detectors in human speech perception comes from the contrast
effects produced by selective adaptation. But feature detector fatigue is not
the only possible explana“ion of the contrast effects produced by adaptatinn. In
fact, conirast effects have been obtauined using other types of psychophysical
paradigms without the adiiptation methodology.

The concept of feature detector fatigue is closely linked to the procedure
of repeatedly stimulating one set of detectors without allowing them to recover.
Thus, in the adaptation procedure, adaptors are quickly presented one after
another in an uninterrupted sequence, with no intervening stimuli. To the extent
that contrast effects can be found using other experimental paradigms which would
permit detector recovery, feature detector explanations of selective adaptation
become suspect and other explanations of perceptual contrast would be necessary
to explain adaptation.

In psychophysics, it is generally acknowledged that perceptual judgments are
influenced by the response context (Parducci, 1965) or stimulus context (Helson,
1964) in which perception occurs. This provides an alternative to the feature
detector account of selective adaptation in that subjects may treat the sequence
of adaptors as a biasing perceptual context (cf. Bryant, 1977; Elman, 1979). In
adaptation conditions, subjects perceive one endpoint of the test series more
often than any other stimulus in the continuum. Covert identification of the
adaptors would result in the disproportionate use of one phonetic category
relative to the phonetic category of the other endpoint. This could bias
subjects against using the adaptor's category for responding to other test
stimuli (cf. Parducci, 1965). On the other hand, perception of the adaptor might
bias or modify some internal standard used for perceptual reference (cf.
Anderson, Silverstein, Ritz, & Jones, 1977; Helson, 1964). In either case,
perception of the adaptor would "anchor" a subjects's judgment of other stimuli
instead of desensitizing feature detectors.
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However, there is one fundamental difference between this "judgmental
anchoring" view of adaptation and the feature detector fatigue interpretation.
According to the feature detector fatigue explanation, contrast effects should
depend on repetitively stimulating the same feature detectors without relief. If
the adaptors were presented in such a way as to allow detector recovery, no
contrast effects should be obtained. This means that detector fatigue should bhe
contingent on the arrangement of the adaptor presentations. In comparison, the
Judgmental anchoring position would predict that the production of contrast
effects should depend upon *the greater probability of occurrence of an "extreme"
or exemplar stimulus velative to the rest of the stimulus ensemble (Anderson et
al., 1977; Helson, 1964; Parducei, 1965). Thus, even if other stimuli are
presented between instances of the adaptor (now called an anchor), contrast
effects should be found. Indeed, Jjust such effects have been obtained for the
perception of brightness (Helson, 1964), dois varying in numerosity (Helson &
Kozaki, 1968), heaviness of lifted weights (Parducci, 1963, 1965), and sounds
varying in frequency or intensity (Cuddy, Pinn, & Simons, 1973%; Sawusch & Pisoni,
Note 1). 1In all cases, subjects were presented with one stimulus -- the anchor
-- more often than the other test items. The anchoring procedure essentially
parallels the selective adaptation paradigm. Subjects identify randomly ordered
8timuli in each of two conditions. The control condition is identical to the
control condition in an adaptation experiment, where all stimuli occur with equal
frequency. In the anchoring condition, one of the endpoint stimuli is presented
and identified more often than any other test stimulus. Compared with the
adaptation condition, it is as if the adaptors were mixed in and presented along
with the other test items (see Simon & Studdert-Kennedy, 1978). The interval
between anchors is equal to the 1intertrial interval and stimuli from other
perceptual categories can intervene between anchors.

Anchoring effects with stop consonants have been found, and at first glance,
these results seem to closely parallel the effects of selective adaptation on
stop consonant perception (Rosen, 1979; Simon & Studdert-Kennedy, 1978). In
principle, these contrast effects produced by anchoring cannot be explained by
feature detector fatigue. The similarity of adaptation and anchoring of stop
consonant perception should imply that these effects are mediated by a common
mechanism which is not detector fatigue. In other words, these are exactly the
xind of results that judgmental anchoring could explain. However, this is really
an oversimplification of the situation. There are, in fact, two alternative
explanations of these anchoring results which are consistent with feature
detector theories.

First, it 1is possible that the endpoint stop consonants used in the
anchoring experiments were not good phonetic exemplars. Since the speech stimuli
used in adaptation and anchoring experiments are typically synthetic in origin,
it is possible that these stimuli were not only perceived in a "speech mode"
(Liberman, 1970; Liberman & Studdert-Kennedy, 1977) because the acoustic features
in those sounds did not accurately reflect naturally produced acourtic-phonetic
2ued. If these stimuli were perceived using auditory (nonspeech) pro:esses, or a
mixture of phonetic and auditory processes due to the lack of veridicality of the
acoustic-phonetic structure of the sounds, the obtained anchoring effects could
reflect judgmental contrast in the auditory processes alone. Previous research
has nalready demonstrated that perception of nonlinguistic auditory dimensions
such as loudness and pitch 1is extremely susceptible to anchoring influences
(Simon & Studdert-Kennedy, 1378; Sawusch & Pisoni, Note 1). Therefore, if the
perception of synthetic speech is only partially mediated by nonspeech processes,
anchoring effects might be obtained. .

20
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For example, in one anchoring experiment reported by Rosen (1979), subjects
rated the endpoints of a test series as only "probably" /b/ or /d/ in the control
condition. This was not the highest rating available; the subjects did not
consider the endpoints to be "definite" (the highest rating) members of the
phonetic categories /b/ and /d/. Moreover, there was no evidence that these
speech sounds were categorically perceived; no discrimination data were
presented. Also, Simon and Studdert-Kennedy (1978) did not report any
discrimination data for their stop consonant anchoring experiments. As
Studdert-Kennedy, Liberman, Harris, and Cooper (1970) have pointed out,
categorically perceived speech should be immune to the contextual influences in
anchoring; such speech sounds should be identified absolutely rather than 1in
relation to other test stimuli. Sawusch and Pisoni (Note 1) have also claimed
tha; anchoring effects cannot be obtained with categorically perceived speech
sounds.

A second possible explanation of the anchoring effects found for consonant
perception is that adaptation (instead of anchoring) actually occurred. Since,
by definition, the anchor is the most frequently occurring stimulus, it is not
unusual for several anchors to be presented in a contiguous sequence in any
particular random order. At high ratios of anchors to test stimuli, these
sequences could become quite long. If the 1length of such sequences is not
controlled, adaptation -- rather than anchoring -- could bLe the result. Sawusch
and Pisoni (Note 1) have shown that when anchor sequence length was constrained
to prevent adaptation, no anchoring of stop consonant perception was obtained.
But when the same number of anchors was presented as an adapting sequence prior
to identification of the test series, significant adaptation effects were
produced. In other words, when the number of adaptors and anchors was the same
in two experiments, and the length of anchor sequences was controlled, only the
adaptation paradigm produced contrast effects for stop consonant perception.
Thus, it is the arrangement of the adaptors/anchors which avpears to be crucial
for modifying stop consonant perception. This is exactly the pattern of results
predicted by feature detector fatigue and opposite the prediction made by
judgmental anchoring explanations. As a result, previous anchoring experiments
with stop consonants do not constitute strong evidence against feature detector
interpretations of selective adaptation.

Another method for producing contrast effects has besn described by Diehl et
al. (1978). In this procedure, subjects were presented with pairs of
consonant-vowel (CV) syllables. Subjects were asked to identify both members of
a pair after the stimuli were heard. When a stop consonant that was ambiguous on
one phonetic dimension (e.g., voicing) was paired with a phonetic exemplar on
that dimension (e.g., a "good" example of /b/ or /p/), a contrast effect was
obtained. +The ambiguous test consonant was heard as more /b/-like when paired
with a /p/ context and more /p/-like with a /b/ context. Moreover, this contrast
effect was also found when the exemplar context followed the ambiguous test
item. This effectively ruled out one-trial adaptation by the exemplar context.
Diehl et al. (1978) interpreted these results as indicating that adaptation
effects are mediated by the type of judgmental anchoring described by Helson
(1965). Based on these and other similar results (e.g., Diehl &t al., 1980),
Diehl (1981) claimed that "adaptation results no longer constitute evidence for
featurs detectors" (p. 7).

More recently, however, this claim has been refuted by experiments that have
dissociated selective adaptation from the successive contrast procedure employed
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by Diehl et al. (1978). Sawusch and Jusczyk (1981) compared the effects of these
t#wo experimental paradigms on the perception of a /ba/-/pa/ speech series. The
/ba/ endpoint produced the same type of contrast effect when presented as an
adaptor and when presented as 2 context stimulus in the successive contrast
procedure. The /pa/ endpoint also produced similar contrast effects in the two
paradigms. But a /spa/ stimulus produced a very different pattern of results.
The /spa/ was constructed by combining /s/ frication noise with a /ba/ syllable.
The resulting stimulus contained a stop consonant-vowel syllable with the
acoustic structure of /ba/ but the perceptual identity of /pa/. When /spa/ was
paired with an ambigucus test syllable in the successive contrast procedure, the
effect was similar to the contrast effect obtained with the /pa/ endpoint context
-- the test item was labeled as /ba/ more often. In comparison, when /spa/ was
used as an adaptor, the effects were identical to the /ba/ endpoint adaptor --
the boundary syllable was labeled as /pa/ more often. In adaptation, the voiced
spectro-temporal structure of the stop consonant cues in /spa/ governed the
direction of the contrast effect. In the successive contrast paradigm, the
obtained contrast effects were determined by the perception of the stop consonant
in /spa/ as voiceless. These results clearly demonstrate that the judgmental
contrast effects found by Diehl e% al. (1978) occur at a locus of processing
which 1is different from the locus of selective adaptation effects. Similar
results dissociating adaptation from successive contrast have been found for the
perception of place of articulation in stop consonants (Sawusch & Nusbaum, Note
2). In short, it appears that selective adaptation may produce contrast effects
at 1 level of auditory feature processing, while the locus of successive contrast
effects may be at a stage of processing responsible for identifying phonemes.

In general then, attempcs to produce contrast effects using experimental
procedures other than selective adaptation have not really been successful in
arguing against feature detector theories of consonant perception., Since
Jjudgmental contrast procedures and selective adaptation can produce different
patterns of results, it is hard to account for 3ll the data with one mechanism
such as response bias (cf. Diehl, 1981). It is apparent that feature datectors
alone cannot explain the successive contrast effects reported by Diehl et al.
(1978) and Sawusch and Jusczyk (1981). But feature detectors were never invoked
to explain this sort of Jjudgmental contrast effect. What is most important is
that adaptation of stop consonant perception cannot be dismissed as response
contrast or judgmental anchoring. The hypothesis that stop consonant perception
is mediated at an early processing stage by auditory feature detectors is still
supported by selective adaptation research (Sawusch & Jusczyk, 1981; Sawusch &
Pisoni, Note 1; Sawusch & Nusbaum, Note 2).

However, Remez (1979, 1980) has taken a very different approach in testing
the hypothesis that feature detectors play a role in phoneme perception. Remez
demonstrated that selective adaptation could induce contrast effects for an
acoustic dimension that dces not directly cue a phonetic distinctica. The
stimuli for these experiments were synthetic sounds that varied in formant
bandwidth from a speech token at one end of a series to a nonspeech "buzz" at the
other end. Subjects used the appropriate speech or nonspeech label to categorize
the test series in both control and adaptation conditions. Adaptation with
¢ither the speech or the nonspeech endpoint produced significant contrast
effects. Remez interpreted these results as evidence ggainst both phonetic and
auditory feature detectors. The rationale for his conclusion was that the
distinction between speech and nonspeecn is not a phonetic feature distinction
and should not be mediated by phonetic feature detectors. Furthermore, formant
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bandwidth is not an acousiic feature relevant to phonetic decisions and should
not he processed by auditory feature detectors used in apeech perception. By the
logic of selective adaptation, however, these results should suggest  the
existence of either a speech/nonspeech feature detector set or detectors tuned to
different formant bandwidths. According to Remez, from the point of view of
phonetics, the addition of these detectors to the human perceptual system would
not seem warranted.

On the other hand, the contrast effects Remez obtained might not reflect the
same type of auditory feature adaptation isolated by Sawusch and Jusczyk (1981).
Instead, these effects could have been produced by contrast in higher-level
judgmental (decision) mechanisms rather than in lower-level auditory feature
detectors. While it has been possible to eliminate judgmental contrast
explanations of stop consonant adaptation effects dissociating adaptation effects
from judgmental contrast (Sawusch & Juseczyk, 1981; Sawusch & Pisoni, WNote 1;
Sawusch & Nusbaum, Note 2), this may not be true for adaptation of the perception
of speech-nonspeech continua.

In comparison with stop consonants, when vowels were presented in an
anchoring experiment, significant contrast effects were obtained (Sawusch &
Nusbaum, 1979). This was true even though the 1length of anchor sequences had
been constrained to prevent adaptationm. Further, these vowel anchoring effects
closely parallel the effects of selective adaptation with vowels (cf. Mo rse,
Kass, & Turkienicz, 1976). Thus, for vowel perception, adaptation can be
explained by judgmental contrast rather than by feature de*=ctor fatigue. 1t is
possible that this type of Jjudgmental anchoring could mediate the adaptation
effects found with speech-nonspeech continua.

In one experiment, Remez (1979) used a series which varied from /a/ to a
“buzz", and in a second experiment, he used an /ae/-"buzz" stimulus series.
These stimuli were created by increasing formant bandwidths in small steps
starting with the vowel endpoint and finishing when a "buzz" was produced. After
citing several potential problems with these vowel-based stimuli, Remez (1980)
replicated his earlier results with a /ba/-"buzz" test series constructed in the
same way. For all these continua, one endpoint contained a vowel and the other
endpoint was a nonspeech "buzz" sound. Previous research has established the
gensitivity of vowel identification to extra presentations of a vowel endpoint
(e.g., Sawusch & Nusbaum, 1979). Moreover, anchoring effects have been found
when a change in vowel identity is correlated with a changes in consonant identity
such as in a /bae/-/dE/ test series (Simon & Studdert-Kennedy, 1978). Recently,
Sawusch (Wote 3) has repeated this experiment using the entire set of stimuli
that would be produced by all possible combinations of a /b/=/d/ consonant series
with an /ae/-/E/ series. These stimuli included /bae/, /dae/, /BE/, and /dE/ as
the "corners" (i.e., the four endpoints) of the set. This allowed Sawusch to
separate anchoring by consonant category (e.g., all /b/ items) from vowel
anchoring (e.g., all /ae/ items). Consonant identificstion was unaffected by
anchoring, but significant anchoring effects were produced for vowel
identification. These results suggest that when changes in consonant and vowel
are correlated (e.g., as in the /ba/="buzz" series), shifts in identification of
the stimuli may be attributed to changes in vowel perception alone. Therefors,
anchoring could be predicted for the speech endpoint of all the test series used
by Remez.
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Similarly, anchoring effects have been found for nonspeech sounds (e.g.,
Cuddy et al., 1973), so that anchoring for the "buzz" endpoint could also have
been predicted. The present experiment was designed to test these predictions.
If anchoring can be obtained for perception of a2 series of sounds ranging from
speech to nonspeech, the adaptation effects reported by Remez could then be
explained by judgmental contrast. This would eliminate the empirical basis for
his argument against selective adaptation ani thus would eliminate one argument
against feature detectors in phonetic perception. By comparison, if anchoring
cannot be produced for a speech-nonspeech continuum, it would have to be conceded
that there is some flaw in the logic behind selective adaptation. This result
would imply that adaptation does not tap the processes mediating phoneme
perception.

Me thod

The subjects in this experiment were 20 graduate and undergraduste students
at the State University of New York at Buffalo. None of the subjects had
previously participated in a speech experiment. All subjects were right-handed
native speakers of English with no reported history of either speech or hearing
disorder. The subjects were paid $3/h for their participation.

Stimuli

The stimuli were a set of nine synthetic sounds that ranged perceptually
from the consonant-vowel syllable /bae/ (Stimulus 1) to a nonspeech "buzz"
(Stimulus 9). These sounds were created using the cascade branch of a software
speech synthesizer (Klatt, 1980a) which was modified by KXewley-Fort (Note 4).
The synthesis parameters for the /bae/ endpoint were derived from measurements of
a spectrogram of /bae/ spoken by an adult male talker. The first three formants
increased linearly in frequency over the first 40 msec of the syllable: F1
increased from 280 Hz to 670 Hz; F2 rose from 1300 Hz to 1600 Hz; and F3 changed
from 2300 {lz to 2700 Hz. After the first 40 msec, these formant frequencies were
constant over the remainder of the syllable. The values of F4 and F5 were fixed
at 3300 Hz and 3850 Hz respectively. The fundamental frequency (FO) contour was
chosen to approximate a natural CV syllable produced in isolation. These
parameters were the same for each of the nine stimuli. The stimuli in the test
series differed from each other in formant bandwidths only. The bandwidths of
the first five formants were increased in 50 Hz steps for each successive token
starting with the initial values in Stimulus 1 (/bae/). In Stimulus 1, the
bandwidths of these formants were 65 Hz, 95 Hz, 130 Hz, 2%0 Hz, and 200 Hz for Fi
through F5. Figure 2 shows spectrograms of Stimulus 1 (the /bae/ endpoint),
Stimulus 5 (the series midpoint), and Stimuius 9 (the "buzz" endpoint). The
progression across the series from the prototypical /bae/ formant pattern to a
buzz with no clear formant structure can easily be seen in these spectrograms.

Insert Figure 2 about here
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Figure 2. Opectrograms of Stimulus 1 (/bae/), Stimulus 5 (the series midpoint),
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Another way of looking at the effects of bandwidth change is to examine
smoothed power spectra of the onsets of the endpoint stimuli. The 1linear
prediction power spectrum {see Markel & Gray, 1976) of the first 25.6 msec of the
/bae/ endpoint is shown in Figure 3. The spectral peaks corresponaing to the
first five formants are clearly visible. The tilt of the spectrum corresponds to
the diffuse-falling pattern that Blumstein and Stevens (1979) consider indicative
of % labial consonant. Thus, both the onset spectrum and transition pattern for
Stimulus 1 are appropriate for /b/. The LPC spectrum of 25.6 msec at onset of
the "buzz" endpoint is shown in Figure 4. The spectral peaks have been
substuntially reduced by the bandwidth increase, resulting in a nearly flat onset
spectrum. A comparison of these /bae/ and "buzz" onset spectra with the spectra
presented by Remez (1980) shows that the effects of formant bandwidth increase
are similar for both sets of stimuli.

The stimuli were converted to analog form by a 12-bit digital-to-~analog
converter, low-pass filtered at 4.8 kHz, and present2d to subjects in real time
under computer control. The sounds were presented binaurally through Telephonics
THH-39 matched and calibrated headphones. The intznsity of the stimuli was set
to 76 4B STL.

Procedure

The subj2cts were assigned to two groups of 10 subjects each. 0One group
received the /bne/-anchored condition and the second group received the
"buzs’-anchored condition. EBach subject participated in a single 1 h session
with one to four subjects in any particular session. Experimental sessions were
conducted under the control of a PDP-11/34a computer which determined random
orders, presented stimuli, and collected responses.

At the beginning of each session, subjects responded to a practice random
order of three repetitions of each stimulus. The data from this practice set
were discarded. After practice, subjects were presented with two control random
orders of 90 trials each., The control orders were followed by two =nchored
random orders of 140 trials each. In the control random orders, each of the nine
stimuli was presented ten times. In the anchor conditions, one of the endpoints
was presented 60 times and the rest of the stimuli occurred 10 times each. The
anchored vrandom orders were constrained so that no more than four anchors ever
occurred in n sequence. One group of subjects received the /bae/-anchored randonm
orders whils the other group heard the "buzz"-anchored random orders. All
stimuli were separated by a fixed 4 sec intertrial interval. By the end of =ach
sesaion, each subject had provided at least 20 responses to each of the nine
gtimuli in the control and anchored conditions, excluding practice.

The subjects were told that they would be listening to computer generated
stimuli that wouli sound like either the syllable /bae/ as in "bat" or a
nonspeech "huzz." Subjects were asked to rate each sound on a six-point scale by
pressing the appropriately labeled button on a respounse box. The first button
was pressed to indicate a good instance of /bae/, the sixth button was pressed
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for a good example of the "buzz", and the intervening buttons were used to
identify variations between those endpoints.

‘ggsults and Discussion

Mean rating functions were computed for the control and anchor conditions
for both the /bae/-anchor and "buzi"~-anchor groups. The rating functions for the
/bac/-anchor group sare shown in Figure 5 and the rating functions for the
"buzz"-anchor group are shown in Figure 6. Each point represents the mean of at
least 200 judgments. Category boundaries in all conditions were determined by
linear interpolation between the points on either side of the boundary.
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Both anchors produced contrast effects in the perception of the
speech-nonspeech test series. Anchoring with the /bae/ produced a significant
shift of the category boundars by .66 stimulus units (33 Hz of bandwidth) toward
the /bae/ endpoint (£(9) = 2.97, p < .02, for a two-tailed test). Similarly, the
"buzz" anchor caused a significant change in the placement of the category
boundary by .92 stimulus units (46 Hz of bandwidth) towards the "buzz" end of the
series (£(9) = 3.72, p < .01, for a two-tailed test).

Anchoring the perception of the specch-nonspeech continuum produced contrast
effects which closely resemble the adaptation results reported by Remesz (1979,
1980). Furthermore, these anchoring results were obtained even though the
anchored random orders were constrained to prevent adaptation by long sequences
of anchors. Thus, these anchoring results effectively eliminate the empirical
basis for the argument against feature detectors made by Remez. Instead of
affecting early sensory stages of auditory feature processing, the adaptors used
by Remez may have served as a judgmental context that biased perception of the
speech-nonspeech test series.

Remez (1979, 1980) has claimed that feature detector theories cannot account
for adaptation of the speech/nonspeech distinction. Phonetic feature detector
theories would have to add this distinction as a phonetic property. Clearly,
this addition would not be reasonable since the putative role for phonetic
feature detectors 1is to differentially classify phonetic segments and not
distinguish speech from nonspeech. It is also hard to understand why the szt of
auditory feature detectors proposed for phonetic processing should include
detectors for formant bandwidth, as this dimension does not directly cue any
phonetic feature. 1Indeed, considerinn the adaptation experiments alone, feature
detector theorles cannot reasonably uiccount for the speech/nonspeech adaptation
results. But when the present anchoring results are congidered, there is no need
for feature detector theories to explain the adaptation effezts reported by
Remez. The perceptual plasticity shown by subjects identifying stimuli in the
speech-nonspeech continuum is beyond the domain of feature detector theories. 1t
is up to theories of psychophysical judgment (Helson, 1964; Parducci, 1965) or
probability learning (e.g., Anderson et al., 1977) to explain these contrast
effects. Such theories operate at a higher cognitive level than the auditory
feature detectors proposed as the first stage of phonetic processing {see Pisoni
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Figure 5. The effects of anchoring with the /bae/ enapoint (Stimulus 1). Mean
ratings from the control condition are shown by the solid 1line and mean
ratings from the condition anchored by Stimulus 1 are shown with the dashed
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Figure 6. The effects of anchoring with the "buzz" endpoint (Stimulus 9). Mean
ratings from the control condition are shown by the solid 1line and mean
ratings from the condition anchored by Stimulus 9 are shown by the dashed
line.
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& Sawusch, 1975). Moreover, the adaptation results no longer suggest an
unbounded proliferation of auditory feature detectors because sensory adaptation
effects (as opposed to judgmental contrast effects) have not been unequivecally
demonstrated for acoustic cue dimensions that are irrelevant to phonetic
processing. For any perceptual dimension not directly involved in phonetic
labeling, it may be that contrast effects are mediated by changes in higher-order
judgmental (decision) mechanisms instead of fatigue of lower-level auditory
feature detectors.

Beyond the specific implications of these anchoring results, there i1s a more
general methodological significance to the present experiment: The conclusions
drawn from adaptation experiments alone can be misleading. The extra
presentations ol an adaptor may have a number of perceptual consequences at
different stages of processing. The adapting sequence could desensitize
low=level auditory feature detectors and also induce a response bias in
higher-level 1labeling processes. In order to tease apart these different
effects, it is necessary to use experimental designs that are more complicated
than have typically been employed in selective adaptation research. The effects
of anchoring or successive contrast procedures must be compared to aselective
adaptation results.

Cooper (1979) has mnde a similar argument for the use of cross-series
adaptation experiments using speech. In cross-series adaptation, the effect of
an adaptor drawn from the test series is compared to the effects of adaptors not
contained in the test series. To the extent that cross-series and within-series
effects are the same, it can be claimed that the different adaptors share a
common locus of processing. However, cross-series adaptation alone is not
sufficient to assure that the shared locus of processing is a common set of
feature detectors. The <hared locus could instead be some higher-level phonetic
decision mechanism.

For instance, nonspeech adaptation of the perception of a test series
varying between phonetic endpoints has been used as evidence for complex auditory
feature detectors (Samuel & Newport, 1979). Unlikely though it may seem, these
results might have been produced by judgmental anchoring due to some dimension of
perceptual similarity (e.g., periodicity) between nonspeech adaptors and speech
test items. This explanation could be ruled out by a simple anchoring experiment
or successive contrast procedure.

The converse argument has also been made; to the extent that cross-series
adaptation is not found, the perception of the test stimuli and the cross-series
adaptors must be mediated by different sets of detectors. Based on the logic of
selective adaptation, Remez =t al. (1980) have claimed that the lack of
cross-series adaptation between similarly perceived stimuli would suggest a
senseless proliferation of feature detectors. Pisoni (1980) conducted both
within-series and cross-series adaptation experiments with analogous speech and
nonspeech test continua. The speech series varied in voice-onset time (i.e.,
voicing), while th2 nonspeech stimuli were a set of tone pairs varying in
tone=-onset time. Even though both series were perceived categorically, with
similar category boundaries (see Pisoni, 1977), no cross-series adaptatinn was
found (Pisoni, 1980); the tone adaptors did not affect perception of the voicing
dimension and the speech adaptors did not affect labeling of the tones. Rather
than attribute the separate wiivhin-series adaptation effects found for these
gtimuli to different sets of detectors -- one set for VOT and one set for TOT
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(cf. Remez et al., 1980) =-- it is possible that the adaptation effects for th.
nonspeech stimuli were produced by judgmental contrast. If this were the caae,
anchoring effects might be predicted for the tone stimuli but not for the speech
stimuli.

General Discggiion

In order to determine the locus of adaptation, it is necessary tu compare
the effects of selective adaptation with results from other contrast-inducing
procedures. When the influence of higher-level perceptual processes can be
eliminated, selective adaptation seems to depend on the match between the
acoustic structures of the adaptor and test stimuli (e.g., Sawusch & Jusczyk,
1981). Minimally this suggests that selective adaptation affects low-level
auditory coding mechanisms (Simon & Studdert-Kennedy, 1978). Inferences about
the specific nature of these mechanisms depend upon the formulation of s
psychophysical 1linking hypothesis (see Weisstein, 1973). For feature detuctor
theories, the linking hypothesis specifies that the salience of a particular
perceptual feature relates to the firing rate of the associated feature detector.
Prolonged excitation of one detector reduces its sensitivity to subsegrznt input,
thus decreasing the perceptual salience of the mediated feature. It is by this
mechanism of desensitization that repeated exposure to an adaptor modifies
perception of test stimuli.

This linking hypothesis forms the theoretical foundation Ffor intevpreting
selective adaptation research. Predictions derived 1from this hypothesis
concerning the effects of adaptation on perceptual salience of phonetic exemplars
have been supported (Miller, 1375; Sawusch, 1976a). Recent comparisons of
selective adaptation with other contrast-inducing procedures (Sawusch & Jusczyk,
1981; BSawusch & Pisoni, Note 1; Sawusch & Nusbaum, Note 2), including the present
experiment, have also found that auditory feature adaptation seems to occur under
the conditions diztated by the psychophysical linking hypothesis. 1In fact, there
do not appear to be any remaining empirical arguments against the use of
selective adaptation as a paradigm for Investigating phoneme perception.

However, feature detesctor models of speech perception have also heen
criticized on theoretical grounds. There are basically three theoretical
criticisms of feature detectors that have been raised. First, Remez (1979) has
claimed that the tuning of feature detectors must be context-seunsitive to
properly extract phonetic information from the "encoded" waveform {Liberman,
Cooper, Shankweiler, & Studdert-Kennedy, 1967). Tha implication is that a feuture
detector would need to modify its sensitivity for each different context that is
presented in order to properly respond to its target feature. This ability would
make feature detectors intelligent 1little homunculi entuiling more complexity
than is normally attributed to these neural units. Contrary to this assertion
however, it is not necessary for feature detectors to be self-tuning for
different contexts. Current conceptions of feature detector theories (Ades,
1976; Cooper, 1979; Eimas & Miller, 1978; BSawusch, 1976b; Searle, J}.cobson, &
Kimberley, 1980) propose that +the first stage of processing extracts
context-dependent auditory features (see usawusch, 1977). (One example of 4
context dependent feature is a rising frequency transition that occurs within a
specific frequency range. This would imply the existence of a different rising
transition detector for each different frequency range of sensitivity.) These
context-dependent features form an auditory substrate for subsequent
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categorization processes. By using many banks of auditory feature detectors
cuned a priori to different <ontexts, the need for self-modifying detectors is
gliminated. Context sensitivity in this type of system is achieved by the
higher-level perceptual  mechanisms whizh  presumably integrate auditory
information over frequency and time. (Also, it is conceivable that these
categorization processes might =2ven feed back to the early stages of auditory
feature encoding %o "normalize" ths tuning functions for different talkers and
contexts.)

A second criticism of feature detector theories, raised by Studdert-Kennedy
(1977), concerns the mapping of auditory features onto phonetic categories. His
assertion is simply that there are no known 2uditory principles which can govern
the integration of diverse auditory cues into phonetic percepts (cf. Fant, 1967).
This is, without a doubt, absolutely true, hut it really does not constitute a
serious problem. The investigation of the auditory factors mediating speech
perception is still a relatively new endeavor (see Pastore, 1981), so these
eurrently unknown principles may be discovered yet. Howcver, it seems more
-~ basis. If the audltory property detectors (specialized for phonetic
perception) evolved together with the neuromotor system for speech production
(see Lieberman, 1973), many of the mapping rules for deriving phonetic percepts
from auditory features may have a partially innate phonetic basis. Further,
these auditory-to-phonetic integration principles may be modified developmentally
(cf. Jusczyk, 1981) as the listener learns which acoustic cues are associated
together in the production of phonetic segements. As a consequence, there is no
need to specify auditory principles of feature integration elnce an auditory
feature detector _§§5tem could produce percepts based on phonetic integration
rulas that take into account the acoustic consequences of speech production.

Finally, Studdert-Kennedy {(1982) has asserted that feature detector theories
are "tautology, not explanation" (p. 225). The claim is that feature detector
theories make a descriptive property of language into a perceptual mechanism. Of
course, the descriptive nature of linguistic features means that such features
gserve a communicative function. A phonetician can identify a phonetic segment
from its phonetic faatures alone; for example, a voiced lahial stop consonant can
be identified as ub] In a similar way, the human perceptual system, if endowed
with appropriate feature-to-segment mapping rules, should be able to classify
phonetic segments given only phonetic features or even acoustic features (see
Cole, PRudnicky, “ue, & Reddy, 1980, for evidence that phonetic segments can be
labeled using the acoustic features in spectrograms). It is hard to see the
theoretical importance of the distinction Studdert-Kennedy (1982) makes between a
descriptive attribute and a constituent property of langusge. 1Instead of saying
that feature detectors decompose an utterance into constituent features, it could
be stated that feature detectors describe speech on various phonetic dimensions.
These are simply two different perspectives on the same process, just as
Studdert-Kennedy's attribute/constituent distinction represents two views of the
same linguistic property. This is not a functional difference. Regardless of
whether the perceptual system describes speech using phonetic attributes or
analyzes speech into constituent f{eatures, the result will be the same --

segmentation and labeling of speech as phonemes.

There 13 a large body of =vidence which indicates that humans perceive and
represeat the phonetic features of speech (see Pisoni, 1981; Studdert-Kennedy,
1976, for reviews), or a% least auditory correlatss of those features (see Klatt,
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1980b). Thus, the issue does not seem to be the perceptual reality of phonetic
features, but rather the perceptual function of those properties. While this may
seem to be a moot point, given the evidence against phonetic feature detectors
(Ades, 1976; Eimas & Miller, 1978), the basic 1issue has been extended to
encompass auditory feature detectors as well (Repp, 1982). 1In essence, the
explanatory power of all feature detector theories of speech perception has been
questioned.

One way to approach this question is to compare feature detector theory with
an alternative approach such as motor theory (Liberman, Cooper, Harris, &
MacNeilage, 1962). The fine details of feature detector theory have changed
considerably from its original conception (Abbs & Sussman, 1971) to its current
form (see Cooper, 1979; Eimas & Miller, 1978). But the supporting framework of
this position has remained the psychophysical 1linking hypothesis discussed
previously. The details of this hypothesis have been sufficiently explicit to
provide a host of testable predictions (see Ades, 1976; Cooper, 1975, 1979; Eimas
& Miller, 1978, for reviews). In comparison, both the fine details and the
theoretical framework for motor theory have been modified over time. Initially,
motor theory usserted that phonetic perceptioun was accomplished by active
reference to neuromuscular invariants (Liberman, Cooper, Harris, MaclNeilage, &
Studdert-Kennedy, 1967). The proposition that neuromuscular invariants exist was
the only explicitly testable hypothesis generated by motor theory and such
invariants were never found (see MacNeilage, 1970, for a discussion). At
present, the premise of motor theory seems to be that phoneme perception must
take into account the articulatory origins of speech (see Best, Morrongiello, &
Robson, 1981; Repp, 1982). This is not a very distinctive theoretical position;
that is, this statement does not distinguish motor theory from other theories of
speech perception. Moreover, since motor theory no longer specifies the
mechanisms by which speech perception is accomplished, it is general enough to
account for speech perceived by eyes or by ears.

For example, an expert spectrogram reader can identify the phonemes in a
spectrogram using knowledge about the acoustic consequences of speech production
(see Cole et al., 1980). In this way, the spectrogram reader actively takes ianto
account the darticulatory origins of speech. But the current version of the motor
theory of speech perception does not, despite the obvious differences,
distinguish between the processes utilized by an expert spectrogram reader and
the human (auditory) speech perceiving system. It is apparent that very
different perceptual and cognitive mechanisms are employed in spectrogram reading
and speech perception. Thus, a theory of speech perception should somehow
differentiate perception in the auditory modality with its attendant perceptual
phenomena (e.g., categorical perception) from perception in the visual modality.

Assuming that speech perception and production evolved together and are
subject to similar Jevelopmental influences, an auditory feature based apeech
perceiving system would necessarily take into account the articulatory origins of
speech at some level of description. This 1is Dbecause the effects of
developmental tuning on the auditory system will be 1linked to the source of
stimulation -~ the vocal tract. Therefore, an auditory theory of speech
perception could taks into account the articulatory origins of speech without
ever positing any sort of connection between the mechanisms used in production
and perception. Thus, the motor theory of speech perception is evidently not
theoretically distinct from other theories. 1In other words, it is motor theory
that may be tautological since it fails to provide a distinctive explanation of
speech perception.
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Moreover, this explains the inability of motor theory to generate testable
hypotheses. Support for motor theory comes from evidence that suggests that
phoneme perception is mediated by a system specialized for that purpose (Best et
ale, 1981: ILiberman, 1974, 1982; Repp 1982). However, this ovidence also
supports feature detector theories which propose the existence of auditory
letectors that are specialized for phonetic perception. But while evidence in
support of motor *aeovry also can support feature detector theories, the converse
is not true; there is evidence which favors feature detsctor theorises that does
not fit into the framework of motor theory. Feature detector theories have
predinted that infants should have certain phonetic-perceptual abilities (Cutting
& Bimas, 1975) and nonhuman animals should be ab.e to learn to use the auditory
cues in speech to emulate human phonetic perception. 1In fact, prearticulate
infants do geem to use acoustic-phonetic informuation in a manner similar %o
adults (see Jusczyk, 1981). Also, nonhuman animals, without the articulatory
aystems for speech production (e.g., chinchillas), can learn to classify phonetic
information despite variations in talkers and context (see xKuhl & Miller, 1978;
Miller, 1977). These results can be explained by feature detector theories of
speech perception (cf. Cooper, 1979; Eimas & Miller, 1978), while proponents of
motor theory Jjust seem to dismiss these data as irrelevant (Repp, 1982;
Studdert-Kennedy, 1982).

Finally, there is no evidence that an articulatory-based theory is even
sufficient to perform phonetic perception. Without a detailed specification of
the mechanisms ne=ded for articulatory reference in perception, there is no way
to ascertain whether such a theory could work. How would the signal be segmented
and compared with the articulatory system? At what level of analysis would such
comparisons be made? Repp (1982) has posed similar questions regarding the need
for some specification of the mechanisms of motor theory. These questions must
be anawered before the sufficiency of motor theory car. be tested.

In comparison, feature detector theories have, in soms cases, been explicit
in answering questions about segmentation and labeling phonemes in speech. While
the details may differ from model to model, the point is that the t=sature
detector is a simple enough mechanism to be specifically described. The
implementation of particular feature detector models as computer programs has
demonstrated that these mechanisms are indeed sufficient to account for phonemsz
perception in consonant-vowel syllables (Sawusch, 1976b; Searle et al., 1980;.
Although this is far from the full range of human speech-perceiving abilities, it
is a significant beginning. Certainly these simulations have demonstrated that
feature detectors are capable of performing the task that has been attributed to
themn.

By comparing feature detector theory with motor theory it can be seen that
feature detectors are far from tautology. Instead, feature detector theory
provides a precise and testable explanation of phoneme perception. Further, this
account has been shown to be sufficient for explaining phoneme perception; that
is, feature detector models can actually taze the waveform of a syllable as input
aad produce phonetic labels as output. 1In short, the theoretical criticisms of
fanture detector theory (Remez, 1979; Repp, 1982; Studdert-Kennedy, 1982) do not
wiarrant discarding this theoretical approach. Tarlier resesarch has already
refuted empirical arguments that selective adaptation could be explained by
mechanisms . ther than feature detectors (see 3iawusch & Jusczyk, 1981; Sawusch &
Pisoni, Note 1; Sawusch & Nusbaum, Note 2). Moreover, the present experiment has
demonstrated that, contrary to the claims madg, by Remez (1979, 1980), the
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hypcthetical set of auditory feature datectors is not arbitrarily extensible.
Thus, 1t present, the experimental evidence and theoretical arguments scem to
suppoit feature detector models of sprech perception.

Reference Notes

1. Sawusch, J. R., & Pisoni, D. B. Anchoring, contrast effects, and the
perception of speech. Manuscript in preparation.

2. Sawusch, J. R., & Nusbaum, H. C. Auditory and phonetic processes in speech.
Paper presented at the 22nd meeting of the Psychonomiz Society,
Philadelphia, November, 1981%.

3. Sawusch, J. R. Personal communication, March 12, 1982.

4. Kewley-Port, D. KLTEXC: Executive program to implement the KLATT software
speech synthesizer. (Research on Speech Perception Progress Report 5, pp.
327-346). Bloomington, Ind.: Department of Psychology, Indiana University,

1978.

N~

O
b et

-240-




18
Perceptual Anchoring

Re ferances

Abbs, J. H., & Sussman, H. M. Neurophysinlogical feature detectors and speech
perception: A discussion of theoretical implications. Journal of Speech and
Hearing Research, 1971, 14, 23-36.

Ades, A. E. How phonetic is selective adaptation? Experiments on syllable
position and vowel environment. Perception & Psychophysics, 1974, 16,
1-67. T - -

Ades, A. E. Adapting the property detectors for speech perception. 1In R. Wales
& E. Walker (Eds.), New approaches to language mechanisms. Amsterdam:
North-Holland, 1976.

Anderson, J. A., Silverstein, J. W., Ritz, 3. A., & Jones, R. S. Distinctive
features, categorical perception, and probability learning: Some
applications of a neural model. Psychological Review, 1977, 84, 413-451.

Best, C¢. J., Morrongiello, B., & Robson, R. Perceptual equivalence of acoustic
cues in speech and nonspeech perception. Perception & Psychophysiscs, 1981,
29, 191=211.

Blumstein, S. E., & Stevens, ¥X. N. Acoustic invariance in speech production:
Bvidence from measurements of the spectral characteristics of stop
consonants. Journal of the Acoustical Society of America, 1979, 66,
1001=-1017. T

e

Bryant, J. S. [Feature detection process in speech perception. Journal o
Experimental Psychology: Human Perception and Performance, 1978,
610-620. o B B

j->

Cole, R. A., Ruddnicky, A. 1., Zue, V., & Reddy, D. R. Speech as patterns on
papers In R. A. Cole (Ed.), Perception and production of fluent speech.
Hillsdale, New Jersey: Lawrence Erlbaum Associates, 1980.

Cooper, W. E. GOelective adaptation to speech. In ¥. Restle, R. M. Shiffrin, N.
J. Castellan, M. Lindman, & D. B. Pisoni (Eds.), Cognitive theory (Vol. 1).
Hillsdale, New Jersey: Lawrence Erlbaum Associates, 1975.

Cooper, W. E. Speech perception and production. Norwood, New Jersey: Ablex,
1979.

Cuddy, L. L., Pinn, J., & Simons, ®. Anchor effects with biased probability of
occurrence in absolute Jjudgment of pitch. Journal of Experimental
Psychology, 1973, 100, 218-220.

Cutting, J. E., & Eimas, P. D. Phonetic feature analyzers and the processing of
speech in infants. [n J. F. Kavanagh & J. E. Cutting (Eds.), The role of
speech in language. Cambridge, Mass.: MIT Press, 1975.

Diehl, R. L. Feature detectors for speech: A critical reappraisal.Psychological
Bulletin, 1981, 89, 1-18,

y .
-241- v



19
Perceptual Anchoring

Diehl, R. L., Elman, J. L., & McCuscker, S. B. Contrast effects on stop consonant
identification. Journal of Experimental Psychology: Human Perception and

Performance, 1978, 4, 599-609.

biehl, R. L., Lang, M., & Parker, E. M. A further parallel between selective
adaptation and contrast. Journal of Experimental Pgychology: Human
Perception and Performance, 1980, b, 24-44.

Eimas, P. D., & Corbit, J. D. Selective adaptation of linguistic feature
detectors. Cognitive Psychology, 1973,4, 99-109.

Eimas, P. D., & Miller, J. L. Effects of selective adaptation on the perception
of speech and visual patterns: Evidence for feature detectors. In R. D.
Walk & H. L. Pick (Eds.), Perception and experience. New York: Plenum
Press, 1978. :

Elman, J. L. Perceptual origins of the phoneme boundary effect and selective
adaptation to speech: A signal detection analysis. Journal of the
Acoustical Society of America, 1979, 65, 190-207.

Evans, E. F. Neural responses for the detection of acoustis patterns and for
sound localization. In F. O. Schmitt & F. C. Worden (Eds.), The
neurosciences: Third study progranm. Cambridge, Mass.: MIT Press, 1974.

Fant, G. Auditory patterns of speech. In W. Walthen-Dunn (Ed.), Models for the
Derception of speech and visual form. Cambridge, Mass.: MIT Press, 1967.

Helson, H. Adaptation-level theory: An experimental and sytematic approach to
behavior. New York: Harper, 1964.

Helson, H., & Kozaki, A. Anchor effects using numerical estimates of simple dot
patterns. Perception & Psychophysics, 1968, 4, 163-1064.

Jusczyk, P. W. Infant speech perception. 1In P. D. Eimas & J. L. Miller (REds.),
Perspectives on the study of speech. Hillsdale, New Jersey: Lawrence
Erlbaum Associates, 1981.

Klatt, D. H. Speech recognition: A model of acoustic-phonetic analysis and
lexical access. 1In R. A, Cole (Ed.), Perception and production of fluent
speech. Hillsdale, New Jersey: Llawrence Eribaum Associates, 1980. (a)

Klatt, D. H. Software for a cascade/parallel formant synthesizer, Journal of the
Acoustical Society of America, 1980, 67, 971-995. (b)

Kuhl, P. X., & Miller, J. D. Speech perception by the chinchilla:
Identification functious for synthetic VOT sgstimuli. Journal of the
Acoustical Society of America, 1978, 63, 905-917.

Liberman, A. M., The grammars of speech and 1language. Cognitive Psycho{ggx,
1970, 1, 301-323,

Liberman, A. M. The specialization of the language hemisphere. In F. 0.
Schmitt & F. G. Worden (Eds.), The neurosciences: Third study program.
Cambridge, Mass.: MIT Press, 1974

-242

§
S

47

e

TN



20
Perceptual Anchoring

Liberman, A. M. On finding that speech is special. American Psychologist, 1982,
ﬂ, 148"1 670

Liberman, A. M., Cooper, F. S., lHarris, K. S., & HMacNeilage, P. F. A motor
theory of speech perception. Proceedings of the speech communication
seminar, Stockholm, 1962.

Liberman, A. M., Cooper, F. 8., Harris, K. S., MacNeilage, P. F., &
Studdert-Kennedy, M. Some observations on a model for speech perception.
In W. Walthen-Dunn (Ed.), Models for the perception of speech and visual
form. Cambridge, Mass.: MIT Press, 1967

Liberman, A. M., Cooper, F. S., Shankweiler, D. S., & Studdert-Kennedy, M.
Perception of the speech code. Psycholozical Review, 1967, 74, 431-461.

Liberman, A. M., & Studdert-Kennedy, M. Phonetic perception. In R. Held, H. W.
Leibowitz, & H. -L. Teuber (Eds.), Handbook of sensory physiology (Vol 8):

- — P e~ ——

Perception. Wew York: Springer-Verlag, 1978,

Lieberman, P. On the evolution of language: A unified view. Cognition, 1973, 2,
55-94.

MacNeilage, P. F. Motor control of serial ordering of speech. FP-ychological
Review, 1970, 77, 182-196.

‘Markel, Je D., & Gray, A. H. Linear prediction of speech. New york:

Springer-Verlag, 1976.

Miller, J. D. Perception of speech sounds by animals: ©Evidence for speech
processing by mammalian auditory mechanisms. In T. H. Bullock (Ed.),
Recognition of complex acoustic signals. Berlin: Dahlem Konferenzen, 1977.

Miller, J. L. Properties of feature detectors for speech: Evidence from the
effects of selective adaptation on dichotic listening. Perception &

Psychophysics, 1975, 18, 389-397.

Morse, P. A., Kass, J. E., & Turkienicz, R. Selective adaptation of vowels.
Perception & Psychophysics, 1976, 19, 1357-143.

Parducci, A. Range-frequency compromise in judgment. Psychological Monographs,
1963) ﬂ, 2, 1‘50.

Parducci, A. Category judgment: A range-frequency model. Psychological Review,
1965, 72, 407-418.

Pastore, R. E. Possible psychoacoustic factors in speech perception. 1In P. D.
Rimas & J. L. Miller (Eds.), Perspectives on the study of speech.
Hillsdale, New Jersey: Lawrence Lrlbaum As 5001ates, 1981,

Pisoni, D. B. Identifiration and discrimination of the relative onset time of
two component tones: Implications for voicing perception in stops. Journal
of the Acoustical Society of America, 1977, 61 1352~1361,

- -

Yy 2
e ‘L !\
~243-



21
Perceptual Anchoring

Pisonui, D. B. Adaptation of the relative onset time of two-component tones.
Perception & Psychophysics, 1980, 28, %37-346.

Pisoni, D« B. Phonetic representations and 1lexical access. Journal of the
Acoustical Society of America, 1981, 69, S52. (Abstract)

Pisoni, D. B., & Sawusch, J. R. Some steges of processing in speech perception.
In A. Cohen & S. G. Nooteboom (Eds.), Structure and process in Speech
perception. Heidelberg: Springer-Verlag, 1975,

Pisoni, D. B., & Tash, J. Auditory property detectors and processing place
features in stop consonants. Perception & Psychophysics, 1975, 18, 401-408.

Remaez, R. E. Adaptation of the category boundary between speech and inon-speech:
A case against feature detectors. Cognitive Psychology, 1979, 11, 38-5T7.

Remez, R. E. Susceptibility of a stop -consonant to adaptation on a
speech-nonspeech continuum: Further evidence against feature detectors in
speech perception. Perception & Psychophysics, 1980, 27, 17-23.

Remez, R. E., Cutting, J. E., & Studdert-Kennedy, M. Cross-series adaptation
using song and string. Perception & Psychophysics, 1980, 27, 524-530.

Repp, B. H. Phonetic trading relations and context effects: New experimental
evidence for a speech mode of perception. Psychological Review, 1982, 92,
81"110- '

Rosen, S. M. QRange and frequency effects in consonant categorization. Journal
of Phonetics, 1979, 7, 595-402.

Samuel, A. G., & Newport, E. L. Adaptation of speech by nonspeech: ¥Hvidence for
complex acoustic cue detectors. Journal of Experimental Psychology: Human
Perception and Performance, 1979, 5, 563-578.

Sawusch, J. R. 3elective adaptation effects on end-point stimuli in a speech
series. Perception & Psychophysics, 1976, 20, 61-65. (a)

Sawusch, J. R. The structure and flow of information in speech perception:

— .y - - s e W -

Evidence from selective adaptation of ‘stop consonants. Unpubllshed doctoral
dissertation, Indiana University, 1976. (b)

Sawusch, J. R. Peripheral and central processes in selective adaptation of place
of articulation in stop consonants. Journal of the Acoustical Society of
_me_mﬁi 1977, _6_2_; T738=7%0.

Sawusch, J. R., & Jusczyk, P. W. Adaptation and contrast in %the perception of
voicing. Journal of Experimental Psychology: Human Perception and
Performance, 1981, 7, 408-421,

Sawusch, J. R., & HNusbaum, H. C. contextual effects in vowel perception I:
Anchor-induced contrust effects. Perception & Psychophysics, 1979, 25,
292"302 .




22
Perceptual Anchoring

Scheich, H. Central processing of complex sounds and feature analysis. In T. H.
Bullock (Ed.), Recognition of complex acoustic signals. Berlin: Dahlem
Konferenzen, 1977.

Searle, C. L., Jacobson, J. Z., & Kimberley, B. P. Speech as patterns ia 3-space
of time and frequency. In R. A. Cole (Ed.), Perception and production of
flueQE speech. Hillsdale, New Jersey: Lawrence Lrlbaum Associates, 1980,

Simon, H. J., & Studdert-Kennedy, M. Selective anchoring and adaptation of
phonetic and nonphonetic continua. Journal of 1the Acoustical Society of

America, 1978, 64, 1338-1357. T

Studdert-Kennedy, M. Speech perception. In N. J. Lass (Ed.), Contemporary
issues in experimental gggggtics. New York: Academic Press, 1976.

Studdert-Kennedy, M. Universals in phonetic structure =ad their vole in
linguistic communication. In T. H. Bullock (Ed.), Recognition of complex
acoustic signals. Berlin: Dahlem Konfarenzen, 1977.

Studdert-Kennedy, M. The emergence of phonetic structure. Cognition, 1981, 10,
501=306.

Studdert-Kennedy, M. A note on the biology of speech perception. 1In J. Mehler,
E. C. T, Walker, & M. Garrett (Fds.), Perspectives‘gg mental representation.
Hillsdale, New Jersey: Lawrence Erlbaum Associates, 1982.

Studdert-Kennedy, M., Liberman, A. M., Harris, K. S., & Cooper, F. S. Motor
. theory of speech perception: A reply to Lane's critical vreview.
Pgsychological Review, 1970, 1T, 234-249.

Tartter, V. C., & Eimas, P. D. The role of auditory feature detectors in the
perception of speech. Perception & Psychophysics, 1975, 18, 293-298.

Weisstein, N. Beyond the yellow Volkswagen detector and the grandmother cell: A
general strategy for the exploration of operations in human pattern
recognition. In R. L. Solso (Ed.), Contemporary issues in cognitive
psychology: The Loyola Symposium. Washington, D. C.: V. H. Winstonm, 1073.

e
R |
——
g’

-245-




1.

SHORT REPORTS AND WORK-IN PROGRESS

-247- ;'}’{‘;1

o
T



Y o emmp
e F

BESE-%

[RESEARCH ON SPEECH PERCEPTION Progress Report No. 8 (1982) Indiana University)

Perceiving Durations of Silence in a Nonspeech Context¥*

Howard . Nusbaum

Speech Research Laboratory
Department of Psychology
Indiana University
Bloomington, Indiana 47405

*¥This research was supported by NIH training grant NS-07134 and NIH research

grant NS-12179 to Indiana University. The author would 1like to thank David B.
Pisoni for a number of helpful comments and suggestions.



Abstract

Previous research has demonstrated that the interpretation of stop consonant
closure as voiced or voiceless depends both on the duration of the closure and
the duration of the preceding syllable. This interaction between acoustic cues
could result either from auditory contrast in duration judgment or from a
phonetic integration process. The present experiment tested these alternatives
by presenting nonspeech analogs of VCV stimuli to subjects in a duration judgment
task, Subjects identified two nonspeech (sinewave) test series as containing a
"short interval” or a "long interval" of silence. Each series consisted of nine
stimuli that varied in the duration of silence between two sinewave pairs. 1In
one series, the silence was preceded by a short tone pair and, in the other
series, a long tone pair preceded the silence. 1In contrast to the perception of
medial voicing, fewer "short interval" responses were made in the context of the
long tone pair than in the context of the short tone pair. Subjects identifying
the duration of silence in nonapeech cintext do not show auditory contrast
effects. Thus, the integration of closure duration and the duration of +the
preceding syllable in perception of medial voicing appears to have a phonetic
basis rather than an auditory basis.
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Perceiving Durations of Silence in a Nonspeech Context

One of the fundamental questions in speech research concerns the way
spectro-temporal cues in the speech waveform are integrated to form phonetic
percepts (see Liberman, Cooper, Shankweiler, & Studdert~Kennedy, 1967). In
general, the early studies investigating phonetic perception concluded that
perceptual processing of speech is mediated by a specialized mechanism (see
Liberman, 1970, 1974; Liberman et al., 1967; Liberman & Studdert-Kennedy, 1978,
for reviews). The claim was that coarticulatory effects in speech production
encode phonemes into sound, distributing the acoustic representation of a phoneme
in time s0 that the acoustic cues to different phonemes overlap and interact with
each other. To perceptually decode or unravel phonemes from this tapestry of
gound requires knowledge of the encoding process (Liberman, 1970). Thus,
according to this argument, phonetic perception must entail (at some 1level)
knowledge about speech production and, of course, this knowledge is only relevant
to perception of speech sounds. The utilization of this production knowledge
distinguishes speech perception from perception of other auditory signals.

Unfortunately, the evidence offered in support of a specialized speech
processor has never been conclusive (see Lane, 1965; Schouten, 1980). Some
investigators have argued that speech perception is carried out by generic
auditory processes that map acoustic cues onto phonetic features (cf. Fant,
1967). According to this view, phonetic perception results from psychoacoustic
constraints -- that is, purely auditory (nonlinguistic) principles operating on
the speech waveform (cf. Pastore, 1981). Alternatively, phonetic perception
could represent a direct associative response to the acoustic information in the
speech signal (Anderson, Silverstein, Ritz, & Jones, 1977). Neither of these
alternatives invokes or requires any specialized knowledge about the articulatory
processes that encode phonemes into sound.

More recently, however, new evidence for a specialized speech processor has
com: from phonetic cue trading experiments (see Liberman, 1982; Repp, 1982).
These experiments have investigated the extent to which extremely different
acoustic attributes are treated as perceptually equivalent in cueing phonemes.
For example, Best, Morrongiello, and Robson (1981) examined the interaction of
silence duration and the freguency extent of a formant transition in the
distinction between "say" and "stay.”" Using a discrimination procedure, Best et
al. found that in speech, listeners treated longer durations of silence following
the initial /s/ as functionally equivalent to a greater frequency extent of the
first formant (F1) transition. In another experiment, Best et al. presented
nonspeech (sinewave) analogs of the "say"-"stay" stimuli. Subjects who heard
these analogs as speech treated silence duration and F!1 transition extent as
perceptually equivalent in discrimination. However, subjects who heard the
analogs as nonspeech discriminated the stimuli using only one of the two
available cues; they did not perceptaally integrate the cues. Best et al.
concluded that the basis for the trading relation between silence duration and F1
transition extent was phonetic and not auditory (also see Liberman, 1982; Repp,
1982). In other words, when perceived as speech, the acoustic cues were
integrated into a unitary phonetic percept but when perceived as nonspeech, the
cues could be attended to separately. Thus, acoustic cues in speech are
perceived according to phonetic principles rather than auditory principles
(Studdert-Kennedy, 1977).
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Unfortunately, this conclusion may not generalize equally well to all
phonetic distinctions. Miller and Liberman (1979) have shown that the
interpretation of formant transition duration in the distinction between /b/ and
/w/ is affected by the duration of the following vowel in a consonant-vowel (CV)
syllsable. Their findings indicate that both transition duration and vowel
duration contribute to the stop-semivowel distinction. Miller and Liberman
(1979) concluded that this contribution reflects a form of normalization for

-speaking rate that is special to speech (also see Miller, 1981). However,

Carrell, Pisoni, and Gans (1980) have shown that exactly the same effects can be
obtained with sinewave analogs of the syllables used by Miller and Liberman, even
though these analogs are not perceived as speech. Since the interpretstion of
transition duration and steady-state (vowel or tone) duration produces “he same
pattern of results for speech and nonspeech, it cannot be claimed <¢hat the
integration of these cues is somehow special or unique to speech pewception.
Instead, listeners may simply use the vowel duration as an "auditory ground” (cf.
Simon & Studdert-Kennedy, 1976) against which transition duration is compared.
Thus, the results obtained by Miller and Liberman can be exrlained as
psychophysical anchoring (cf. Helson, 1964; Parducci, 1965).

Clearly, the integration of transition duration and vowel duration in the
stop-semivowel distinction is mediated by a different mechanism than the process
that integrates silence duration and F! transition extent in the perception of
"say" and "stay." At first glance, it is difficult to see why there should be
two distinct mechanisms of cue integration. However, there are two important
differences between the duration cues investigated by Miller and Liberman (1979)

" it n

and Carrell et al. (1980) and the spectro-temporal cues in the "say"- stay"
distinction investigated by Best et al. (1981).

First, the two cues in the stop-semivowel distinction are both temporal cues
-- transition duration and vowel duration. Thus, the 1listeners could
contrastively compare these attributes, using vowel duration as a perceptual
standard for Jjudging transition duration. In contrast, for the "say"-"stay"
distinction, silence duration is a temporal cue while F!1 transition extent is a
spectral cue. As a result, neither cue could serve as the basis for judging the

other,

The second important difference bhetween *he pairs of cues underlying these
distinctions is the difference in their respective perceptual functions. For the
stop-semivowel distinction, vowel duration may serve as a cue to normalize
differences in overall speaking rates (see Miller, 1981). However, rate
normalization is not necessarily a perceptual function used only in processing
speech. Rate normalization could be a more general auditory function serving to
maintain perceptual constancy in the perception of other nonspeech signals such
as music. In contrast, the juxtaposition of silence duration and F! transition
extent is a consequence of the production differences between "say" and "stay"
(see Best et al., 1981). 1In other words, these cues actually form a single
spectro-temporal wunit resulting from constraints on speech production.
Therefore, it should not be surprising that these cues are only perceptually
equivalent in speech.

In short, cue trading may appear to have a phonetic basis because the two
cues have a common origin in production or because the cues do not share a
psychophysical dimension (e.g., one cue is spectral and one cue is temporal). To
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distinguish these possibilities, it is necessary %o examine the interaction of
two cues that are produced together and share a common psychophysical attribute.
Recently, Port and Dalby (1982) have demonstrated that the durstion of an initial
syllable interacts with perception of a subsequent stop closure intesrval as
voiced or voiceless. In one experiment, several series of stimuli varying from
"digger" to "dicker" were created by systematically increasing the closure
interval from the medial /g/ endpoint (35 msec) to the medial /k/ endpoint (155
msec). The different series were produced by manipulating the duration of the
stressed syllable preceding the stop closure. Thus, for each series, there was
one syllable duration combined with nine closure durations. Port and Dalby found
that longer initial syllables caused the closure to be perceived as more voiced
(i.e., shorter in duration). Figure 1 shows the identification data for the
series with the shortest initial syllable (shown by the solid line) and the
series with the longest initial syllable (shown by the dashed line) from Port and
Dalby (1982). This figure clearly shows that more /g/ responses were made to the
test series with the long initial syllable and more /k/ responses were made to
the series with the short initial syllable. Port and Dalby argued that this
interaction occurred because listeners directly processed the two duration cues
as a4 single perceptual unit ~-- the ratio of closure duration to preceding vowel
(syllable) duration (C/V ratio). Part of the motivation for this suggestion
comes from the claim made by Port (1981) that the duration of stop closure and
the duration of the preceding vowel are articulated as a single unit. Thus, for
medial voicing, the two cues are articulated together.

However, vowel duration and closure duration are also both temporal cues.
it is entirely possible that the interaction between these cues is an auditory
contrast effect resulting from judging closure duration by comparison with the
preceding vowel. This would provide an auditory explanation of the interaction
that does not require any xnowledge of the association of the two cues in speech
production. Thus, for medial voicing, the interaction could result frem either
an auditory process or a phonetic integration mechanism. Nonspeech analogs of
the medial voicing cue can be constructed to test these alternatives. Perey and
Pisoni (1980) have shown that subjects can accurately categorize the duration of
a2 silent interval in sinewave analogs of medial voicing in vowel-consonant-vowel
(VCV) syllables. If these nonspeech analogs produce the same type of effect
found by Port and Dalby (1982) shown in Figure 1, this would suggest that these
cuesd are integrated by a general auditory process rather than a specialized
speech processor. However, if nonspeech analogs do not display the same effects
as speech, then it would appear that the integration process is mediated by a
mechanism that takes into account the phonetic association of acoustic cues
during production (see Summerfield, 1982).
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Method

- e S ————

Subjects

The subjects were 15 undergraduate students at Indiana University. All
subjects were right-handed native speakers of Fnglish, with no reported history
of either speech or hearing disorder. The subjects participated as part of a
course requirement.

Stimuli

- amay o

Two series of nine nonspeech sounds each were used as stimuli. Each
stimulus consisted of a pair of tones followed by a short interval of silence
(representing the closure interval) followed by another tone pair. The duration
of the first pair of tones was constant throughout each series and varied between
the test series. TFor one test series {(the short tcne series), the duration of
the initial pair of tones was 140 msec while for the other series (the long tone
series), the duration of the first pair of tones was 260 msec. The duration of
the final pair of tones was constant at 115 msec for all the stimuli. Within
gach series the duration of silence between the tone pairs varied in 15 msec
steps from %5 msec for the first stimulus to 155 msec for the ninth stimulus. In
the first tone pair of each stimulus, the frequency of one sinewave was held
constant at 400 Hz for 100 msec in the short tone series and 220 msec in the long
tone series, and then decresased to 380 Hz over the last 40 msec before the
silence. The second sinewave component of this tone pair was set to 1800 Hz for
100 msec in the short tone series and 220 msec in the long tone series, and then
increased to 2000 Hz over the last 40 msec before the silence. TFor the %tone pair
following the silence, one component increased in frequency from 380 Hz to 540 Hz
over the first 15 msec of the tone and then was constant at 540 Hz for the final
100 msec. The second component started at 1600 Hz, fell to 1310 lz over the
first 15 msec of the tone and then was constant for the final 100 msec. The
frequency transitions were included to simulate the formant transitions into the
velar closure in medial position in the stimuli used by Port and Dalby (1982).
The frequencies of the sinewaves were chosen to approximate the first *t.o
formants of Port and Dalby's "digger"-"dicker" stimuli excluding the initial
consonant.

The stimuli were generated under computer control, presented in real-time
through a 12 bit digital-to-analog converter, and low-pass filtered at 4.8 kiz.
The sounds were presented binaurally through matched and calibrated Telephonics
TDH-39 headphones. Thz intensity of the stimuli was set at 76 dB SPL.

Procedure

- -

Subjects participated in a single 1 h session. Exverimental sessions were
conducted with small groups of two to six subjects each. FEach session consi ited
of six Dblocks of trials. The first three blocks provided practice in
categorizing the duration of silence between tone pairs as a "short interval” or
a "long interval." In one practice block (10 trials), subjects identified five
repetitions of the two endpoints (Stimulus 1 and Stimulus 9) of the short tone
series; in a second practice block (10 trials), they identified the endpoints of
the long tone series. The order of these blocks was determined randomly across
groups. In the third practice block (40 trials), ten repetitions of each of the

258
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four endpoints were presented in random order. On each practice trial, subjects
#ere presentad with an endpoint stimulus and were instructed to identify it as
containing a "short interval” of silence or a "long interval" of silence by
pressing the appropriately marked button on a response hox that was interfaced to
the computer. After all subjects responded on each trial, the computer indicated
the correct response by illuminating a light over the appropriate label on the
response boxes. This feedback was provided only on practice trials.

Following practice, subjects received three blocks of identification trials.
In each of these blocks, five repetitions of each of the nine stimuli in the two
test series were presented in random order for a total of 90 trials. Subjects
responded to each stimulus by pressing a button labeled "short interval"” or "long
interval” on the response box. FEach subject provided 15 responses to each
stimulus in the long tone and short tone test series, excluding practice.

Results and Discussion

The mean percentage of "short interval" responses for each stimulus in toth
test series is shown in Figure 2. The identification function for the long tone
series is shown by the dashed line whereas the identification function for the
short tone series is shown by the solid line. Category boundaries between the
"short interval" and "loang interval" responses were determined by computing the
mean of a logistic function fit to the identification data for each series for
each subject. The category boundary for the long tone series occurred 1.%4
stimulus units (20 msec) earlier (i.e., at a shorter duration of silence) than
the boundary for the short tone series. This difference in the location of the
category boundaries for the two series is significant (t(14) = 2.43, p < .03, for
a two-tailed test). Thus, in the context of the long tone, silent intervals
sounded longer than in the context of the short tone. Comparing these nonspeech
identification functions with the speech identification functions obtained by
Port and Dalby (1982) shows that the nonspeech functions are reversed relative to
the speech functions. For speech stimuli, Port and Dalby found that the long
syllable series was identified with more voiced responges (i.e., coataining a
shorter closure intsrval) than the short syllable series. However, for
nonspeech, the long tone series was identified with fewer "short interval”
responses than the short tone series.

S am et et e en t EEp Gm e D O Em Al Gm A S T S =y
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Clearly, these results demonstrate that the perception of an interval of
silence is not the same in speech and nonspeech contexts. The influence of the
duration of a signal presceding a silent interval is different for speech and
nonspeech. In speech, a long vowel or syllable preceding closure produces more
voiced responses =-- the closure sounds shorter. llowever, this is not due to an
suditory contrast effect in judging the duration of the closure, since for
nonspeech stimuli, an assimilation effect is obtained -- a long tone pair
preceding gilence caused the silence to sound longer. Thus, the perception of
these acoustic attributes appears to be mediated by different processes in speech
and nonspeech. This suggests that the interpretation of stop closure as voiced
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or voiceless following a syllable is not a generic auditory function. Rather,
these temporal cues are apparently integrated in accordance with phonetic
principles of perception. Precisely what these principles are remains to be
determined in future research. However, for the present time it is clear that
the perception of durations of silence is different in the two types of contexts

implying that there are substantial differences in the underlying modes of
processing speech and nonspeech signals.
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Abstract

Second grade children listened to natural and synthetic speech tokens and
were required to identify a test word from among four alternatives in a picture
pointing task. Subjects consistently showed higher performance when listening to
natural gspeech. Presentation order significantly affected the results. The
natural-synthetic blocked condition 1led to more errors overall than the
synthetic-natural condition. In another study, fourth graders listened to
natural and synthetic digit strings and were required to repeat the digit strings
aloud to the experimenter exactly as heard. Again, there was a performance
decrement when listening to synthetic speech even for highly familiar material
such as digits. These results have implications for the design, selection and use
of voice-response systems that are to be used in teaching and learning
environments with children and adults. Synthetic speech may require additional
processing capacity and attentional demands that may produce large decrements in
other complex cognitive tasks that children are expected to perform routinely in
educational settings.
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Perception of Natural and Synthetic Speech by Children

Beth G. Greene and David B. Pisoni

High technology has encompassed all facets of life in the last two decades.
A television screen has replaced the pacing professor in many college classrooms.
Microcomputers are used to drill school children in spelling and elementary
mathematics. Telephone numbers are checked through the telephone company's
computerized system which relays information through re-synthesized natural
speech. Thus, voice technology has becume increasingly important as people of
all ages receive information frowm synthetically generated speech.

As the number of products that incorporate voice output increases in the
commercial and educational marketplace, it is becoming eclear that there is a
greater need for data about the comprehensibility and intelligibility of the
synthetic or resynthesized speech employed in the product. Currently, a number
of educational toys, such as "Speak and Spell"” and "Touch and Talk" produced by
Texas Instruments, are widely available. Children are using these toys both for
entertainment and learning. And, an increasing numbur 9 personal computers are
equipped with voice synthesis capabilities. Soon many schools will use computers
and voice synthesis intensively for instructional purposes. However, at the
present time, thers is almost no information in the literature dealing with how
young children respond (i.e., perceive and understand) computer generated speech,
particularly meaningful connected speech.

Perception of Synthetic Speech

In a recent study, elementary school children were tested using several
different speech synthesis systems (cf. Laddaga, Sanders and Suppes, 1981).
Iaddaga et al. studied the intelligibility of four speech synthesis systems: an
MIT system, two Votrax models, and an LPC system of their own design. The speech
of a2 male human talker served as a control condition. The first experiment
examined the performance of first graders in recognizing individual letters by
name as spoken by the various synthesis systems. The students did quite well:
mean scores for each session ranged between 83% and 98% correct. The data were
examined to see what letters caused difficulties for the systems. All the
systems had difficulty with the letter %, which was often heard as V. Votrax,
MIT and the control systewm all had difficulty with N, which was heard as M. Both
the MIT and LPC systems hud a problem with G, which was heard as either B or D in
both systems.

A second experiment examined the performance of fifth graders in recognizing
initial and {inal consonan:s and consonant clusters. The scores on the word
recognition experiment wz3re again quite high: mean correct scores for each
session ranged between 78% and 100%. The data ana.ysis also focused on the
gpecific consonant errors for each system. The results indicated that the LPC
system led to confusions among the /th/, /s/, and /f/ sounds. Most of the
problems with the MIT system occurred with consonant ~lusters rather than with
singleton consonants. Votrax had problems with stops which were often dropped
from initial position in a consonant cluster. The only serious problem for the
human talker {i.e., control) was the /th/ sound which was often heard as /f/.

6
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Laddaga et al. concluded that "the high probability of recognition of sounds
shown by the letter and word experiments indicates that some form of synthetic
speech is adequate for use in computer-assisted instruction (CAI) in 1initial
reading” (p.395). The scores for the LPC and the MIT systems were generally well
above 907 correct in both the lekter and word experiments which strongly
supported the adequacy of these systems. The scores for Votrax, however, were
generally between 80% and 90% in these tests. Except for the Laddaga et al.
study, we have been unable to find other research that examined perception of
synthetic words by children. Two recent studies, described below, examined
perception of synthetic CV syllables by young children.

In a study of the perception of stop consonants by kindergarten and second
grade children, Wolf (1973) assessed their ability to identify and discriminate a
series of synthetic speech stimuli varying in voice onset time (VOT). Her
results showed thet the perception of these sounds was found to be nearly
categorical. No differences were observed in performance between the two age
groups in either the identification or discrimination tests. A comparison of the
group identification and discrimination functious with those of adults (Abramson
and Lisker, 1970; Lisker and Abramson, 1970) indicated that children identified
the stimuli only slightly less consistently than adults; however, the adults’
performance on the discrimination task was superior to the performance of the
children.

More recently, Elliott, Longinotti, Meyer, Raz and Zucker (1981) studied
developmental differences in identifying and discriminating synthesized C(V
syllables. Their rvesults showed that across ages there were no significant
Jdifferences in the subjects' ability to label synthesized syllables as compared
to natural speech stimuli. However, 6-year old children differed significantly
from adults in the location of the category boundaries (i.e., crossover points
for /va/, /da/ and /ga/) while 10-year old children did not differ from the
adults. From these results, Elliott et al. concluded that there are important
developmental differences in perception tasks such as those employing
identification and discrimination paradigms.

Perception of Natural Speeci in Noise

 Numerous studies have e<amined the perception of natural speech under =»
variety of noise conditions. These experiments have generally been conducted
using adult subjects and have sought ton de*ermine the intelligibility of aspeech
materials used in testing situations.

Elliott, Connors, Kille, Levin, Ball and Katz (1979) obtained precise
measures of the sound intensities at which children understand monosyllabic
words. They were interested in determining whether there were any developmental
effects in children's speech understanding when the Peabody Picture Vocabulary
Test (PPVT) was used under different conditions: quiet, open set, closed set,
speech presented against a 12-talker "babble" or against filtered noise. Their
results showed that no developmental change occurs in “perceptual” masking
between the ages of 5 years and adulthood. ilowever, there were prominent
developmental changes in speech understanding “thresholds" in quist across the 5
to 10 year age range. By the age of 10 years, performance of normal children
achieves a level that is comparable to adult performance. Furthermore, this
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age-related change occurs even though the monosyllabic stimuli are well within
the receptive vocabularies of three-year-old children. This study on perception
of natural speech in noise indicates that although noise inlerferes with
perception, the speech is still understandable. Both natural speech presentad in
noise and synthetic speech may interfere with the human observer's perception and
subsequent understanding of the linguistic message.

Context Effscts in Speech Perception

Another group of recent studies has examined the effects of context on
subjects' performance. Over a wide age range, subjects were shown to be
sensitive to syntactic, semantic and discourse constraints when discriminating
speech sounds. Cole and Perfetti {(1979) found that the detection of
mispronounced words was affected by syntactic, semantic and discourse
constraints. Children as young as four years of age detected mispronunciations
more accurately in predictable context (green grass) than unpredictable context
(clean grass) while grade school age children and college students detected them
more quickly. These results demonstrated that even very young children and
children not yet skilled in reading comprehension use contextual information to
recognize words from fluent speech.

Schwartz and Goldmar (1974) studiad several variables that influence
performance on speech-sound discrimination tests. Monosyllabic nouns that were
common to young children's vocabulary were chosen as stimulus items. Stimulus
items were presented to nursery, kindergarten and first grade children in three
different contexts (paired comparison, carrier phrase and sentence) and under two
different listening conditions (quiet and noise). The results indicated that
both the stimulus context and presence of background noise influenced performance
of young chiidren on speech-sound discrimination tests. Contexts with the most
limited grammatical and phonetic cues led to more errors. Noise adversely
affected performance in all conditions across all ages. Three times as many
2rrors were made under the noise conditions than in quiet.

It is well known that children learn to speak and understand their native
language rapidly and with relatively little difficulty. Much of the speech input
the child receives 1is 1less than perfect; it is often garbled, distorted or
produced in noisy environments. Even so, children manage to understand the
speech presented to them. By studying comprehension of spoken language under a
variety of less than ideal conditions, we hope to determine which aspects of the
speech signal are most important for understanding and which ones may be
particularly distracting to the young child's attention span.

The present investigaticn was designed to assess school age children's
perception of synthetic speech as compared to natural speech. Two tasks, a
Picture Vocabulary Task and a Digit Span Task, were designed to assess
differences in speech perception. We expected subjects to show a higher level of
performance when presented with natural stimuli than with synthetic stimuli. The
present study extends the very limited prior research dealing with school age
children's perception and understanding of synthetic speech produced by rule.
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Method

The subjects were second and fourth grade children taken from regular
classes at Lakeview Elementary School in Bloomington, 1Indiana. Parental
permission was required for participation. Twenty-seven second grade children
participated in the Picture Vocabulary Task. The sample consisted of 12 second
grade girls and 15 second grade boys between 7 and 9 years of age. Thirty-four
fourth graders participated in the Digit Span Task. This group consisted of 19
fourth grade girls and 15 fourth grade boys between 9 and 11 1/2 years. All
children who participated in the study were native speakers of English. 1In
addition, small groups of nursery school and kindergarten children participated
in the Picture Vocabulary Task.

Materials and Equipment

Picture Vocabulary Task. The first 63 words from the Peabody Picture
Vocabulary Test (PPVT) were chosen as stimulus items. Both natural and synthetic
tokens for each item were produced for these tests. All items were pretested to
eliminate mispronounced synthetic words and their corresponding natural words.
The 46 remaining stimulus items were recorded on audio tape. The items on each
tape were arranged sequentially from the easiest to hardest items. For each
item, an accompanying picture card was used. There were four different pictures
on each card, only one of which was the correct choice. The stimulus item was
played via tape recorder and headphones. Each new item was introduced with the
prompt "show me - There were two practice items. For example, one item was
“show me apple." A picture of a sock, pencil, butterfly and apple were on the
card and the child's task was to point to the picture of the 'iem heard. The
entire set of picture cards was bound in a loose-leaf notebook tor presentation
along with the spoken items via audio tape.

Digit Span Task. The second task consisted of twenty-four digit sequences
selected from the auditory-vocal sequencing subtest of the Illinois Test of
Psycholinguistic Abilities. This task was designated the Digit Span Task. The
digits ranged from a two digit sequence to an eight digit sequencs. As in the
Picture Vocabulary Task, there were both natural and synthetic versions for each
digit sequence. One practice trial consisted of the child repeating a four digit
number, 3-5-2-8, that was spoken by the experimenter. All two and three digit
sequences, that is the first 4 stimuli of the experimental task, served as
familiarization trials during the experimental sessions. If a subject was unable
to perform the repetition task, the session was terminated. No subject was
eliminated on this basis.

Equipment. A portable UHER 4000 Report-L reel-to-reel tape recorder, two
pairs of Telephonics TDH-39 headphones, a Junction box and a portable VIVM were
used to present the stimuli in this experiment. Prepared response sheets were

used by the experimenter to record all responses,

The natural materials were recorded by a male talker in a sound attenuated
{AC booth using a professional qualicy microphone and tape recorder. The
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synthetic materials were produced on the Prose 2000, a digitally controlled
text-to-speech synthesizer (Groner, Bernstein, Ingber, Pearlman & Toal, 1982).
All items were recorded on audio tape for subsequent use. Both natural and
synthetic tokens were processed through a 12-bit analog-tu-digital converter in
preparation for subsequent editing. Each item, now in digital form, was assigned
to a separate stimulus file for subsequent retrieval and audio tape preparation.
All test tapes were gesunerated using a specially designed audioc tape making
prograu.

Procedure

The equipment was set up in a small quiet room located in the media center
at the school. The child's teacher decided when it was a good time for the child
to participate in the project. The output volume from the tape recorder was
calibrated daily to reflect the equivalent of 80 dB SPL at the headphones. Each
subject was tested individually and was seated next to the experimenter at the
table.

Picture Vocabulary Task. The second grade subjects participated in this

task.  The specific instructions for the task were as follows:

Hi! My name is Beth. I bave some pictures to show you. (TURN TO
EXAMPLE A) See, there are fou. pictures on this page. (POINT 70 KACH
PICTURE) T1'll say a word. 2en I'd like you to point to the picture
that tells the meaning of the word. Let's try one.

Point to the picture that shows 'dog'. (SAY "GOOD" IF CORRECT; IF
WRONG REPEAT) (TURN TO EXAMPLE B) Now, "Show me apple." (SAY "THAT'S
FINE" IF CORRECT; IF INCORRECT REPEAT)

Instead ¢f me saying all the words, we're going to use this tape
recorder here and these earphones. Sometimes you'll hear a man's voice
tell you to point to a picture. Other times you'll hear a robot's
voice tell you to point to a picture.

Look at all the pictures and choose the one that you think 1is
right. Please listen carefully to ecach word before you choose a
picture.

Ready?

Okay, let's begin!

The subjects were given three practice items to make sure they understood
the task. A "show me" prompt introduced each item. Three different audio tapes
were used for presentation to subjects. The natural/synthetic (N-S) and
synthetic/natural (S-N) tape orders were blocked conditions consisting of
twenty-three items in each block. Tape 1 contained a block of 2% natural items
(Block A) followed by a block of 23 synthetic items (Block B); Tape 2 contained
23 gynthetic items (Block A) followed by 23 natural items (Block B). A third
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tape, the mixed natural/synthetic list condition, was blocked as well but the
stimulus items were randomly arranged tokens of the natural and synthetin items
within blocks A and B. All subjects received the same 46 words in the same
serial ¢»der from easy to hard within both Block A and Block B.

Digit Span Task. Fourth grade children participated in the Digit Span task.
The specific instructions for the task are as follows: .

“Hi! I'm Beth. Here's what we're going to do: 1'll say a list of
numbers and I want you to repeat the numbers. Let's try it.
Sxperimenter: 3, 5, 2, 8 {(Prompt if needed ~ NOW YOU SAY THEM)
(Continue until child repeats numbers without prompt.)

Instead of me saying the numbers, we're going to use this tape
recorder and these headphones. Sometimes a man will say the numbers,
other times a robot will say the numbers.

Please, listen to the entire list before you start to repeat it.
0K? Let's do it!

Two random orders of a mixed natural/synthetic stimulus tape were used. All
responses were recorded by the experimenter on prepared response sheets. The
experimenter turned the tape recorder on and off for each trial and tested
subjects in a self-paced format. The subjects were not under any external time
pressure and were given verbal encouragement to let them know they were
performing the task properly as testing proceeded.

The average length of the experimental sessions was 20 minutes. However,

sessions ranged from 12 to 25 minutes depending on the subject. Data collection
took about 10 weeks to complete overall.

Results and Discussion

Picture Vocabulary Task. Across all tape orders, the percentage of correct
responses for the natural stimuli exceeded the percentage of correct responses
for the synthetic stimuli (98.1% vs. 93.8%; t(52)=3.23, p<.002). All of the
subjects consistently made more errors on synthetic items than on natural items.
Presentation order significantly affected the results. When subjects heard the
natural block of items before the synthetic items (tape order N-S), they made
more errors overall than when the stimuli were presented in the synthetic-natural

(S~N) order. Figure 1 Jdisplays these results.

For the third presentation order, the mixed voice condition, subjects also
showed superior performance on natural over synthetic items. Regardless of
presentation order, subjects showed equal or better performance on the natural
versus the synthetic items. Figure 1 displays the percentage of correct
responses for each presentation order. The results in the upper panel show each
presentation order separately; the lower panel shows the percentage of correct
responses averaged across all presentation orders.

IR 7
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Overall, most of the errors, for both natural and synthetic items, occurred
on Block B. Even though the stimuli were selected from a graded series of items
used extensively in clinical and educational applications, we found that our
division of the items on a binary basis resulted in two lists that were not
equivalent. While this imbalance complicated our analyses and results, it did
not interfere with testing the underlying hypothesis of this experiment regarding
comparisons of natural and synthetic speech.

In the N-5 and mixed orders subjects made more errors than in the S-N order,

and more of those errors were on Block B. Table 1 displays the overall
percentages of correct responses for each block separately.
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As shown in Table 1, the overall percentage of correct responses is lower
for Block B than for Block A. We could conclude that Block B contained more
difficult items and therefore subjects performed less well. On the other hand,
we might conclude that our subjects, 7 and 8 year old children, simply became
tired towards the end of the session and therefore performance decreased. A
third possibility 1is that 1listening to synthetic speech places increased
processing demands on memory and attention and as a result fatigue and/or
processing capacity 1limitations Dbecome important factors during sustained
listening (Pisoni, 1982). By collapsing the data across all tape orders and
across natural and synthetic speech, performance on Block A was superior to
performance on Block B (97.6% vs 94.3%; t(52)=2.3, p<.02).

Digit Span Task. Fourth grade children showed higher levels of performance
on natural digit strings than on synthetic strings. When scored for free recall,
that is scoring for the correct digit regardless of its position in the series of
digits, subjects recalled 82.9% of the natural digits and 78.5% of the synthetic
digits. These results are considerably lower percentages of correct responses
than were found in the Picture Vocabulary Task. In the Digit Span Task, subjects
not only have to perceive the stimulus but they must also be able to encode a
series of items. Therefore, we could reasonably predict that subjects would show
lower levels of performance as the length of the digit strings increased.
Results for free recall as a3 function of list length are shown in Figure 2.
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NATURAL vs. SYNTHETIC SPEECH FOR PICTURE VOCRBULRRY TASK
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Figure 1. Percentage of correct responses for the Picture Vocabulary Taak
displayed for natural and synthetic speech. The upper panel displays the

results

for each presentation order separately. The lower panel displays

the results averaged across all orders.
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Table 1

Percentage of Correct wesponses: Picture Vocabulary Task

Block A Block B
Tape Order Natural Synthetic Natural Synthetic
N/S 97.8 89.7
S/ 97.3 100
Mixed 99.2 95.9 94.7 92.6
Mean 97.6 94.3
274
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Insert Figure 2 about here

As shown in TFigure 2, subjects' recall performance decreased as the list
length became larger (F(4,128)=47.03, p<.001). The greater the number of digits
in the siring, the more information subjects had to perceive, remember and repeat
back to the experimenter. The longer digit strings obviously put an increased
demand on the subjects' active rehearsal processes in short-term memory and this
no doubt affected final recall. Subjects may be able to perceive (i.e.,
identify, recognize or encode) the input message but during the course of
perceptual processing and subsequent transfer of some of the information may be
lost and therefore the subject cannot retrieve the correct input items in recall.

Figure 2 also shows a consistent trend for performance on natural strings to
be better than synthetic digit strings (F(1,32)=8.60, p<.01). While subjects had
some difficulty recalling the longer digit strings, they recalled natural strings
better than synthetic strings overall. Recall of the synthetic digit strings was
difficult for at leust two reasons: first, as the string gets longer the subject
must actively rehearse more items in short term memory; and second, the increased
processing load is added to the greater demands required to encode synthetic
items. Thus, the combination of the longer string and the synthetic speech
produces greater decrements in free recall performance.

Measure of Output. It is possible that children, and perhaps adults as well,
tend to perceive the synthetic materials in a manner that is quite different than
the natural materials. The results for the free recall measure indicated that
subjects showed superior performance overall for recall of natural digit strings
(82.9% vs 78.5% correct for natural and synthetic strings respectively). We
calculated a "measure of output”, that is the absolute number of responses given
regardless of whether the response given was correct. This measure thus provided
an estimate of the likelihood of responding for each digit string. TFor example,
a subject might hear the natural five digit list 6-4-3-2-1 and respond 6-1-2-3,
In this case, the subject's score for free recall would be 4, and, the measure of
output would also be 4. If the response were 6-4-3-2-2, the free recall score
would still be 4 but the measure of output would be 5 because the subject
responded with 5 digits. Results for this analysis also favor responses to

natural over synthetic lists (87.3% vs 83%.3%).

Free recall scores and a geross measure of output performance showed a
gimilar pattern of responses. Subjects generated more responses when listening

to natural speech than when listening to synthetic speech. 1In this task, the
additional processing demands placed on subjects when listening to synthetic

digit strings may lead to lower levels of responding both for correct responses
and the absolute number of responses generated in the free recall task.
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NRTURAL vs. STNTHETIC SPEECH FOR DIGIT SPAN TASK
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Summary and Conclusions

School-age children perform in much the same manner as adults in listening
and responding to synthetic speech. Like adults, children show performance
decrements when the 1input stimulus materials are generated using a synthetin
voice (cf. Luce, Feustel & Pisoni, 1982; Pisoni, 1982; Nusbaum & Pisoni, 1982).
Our vresults are also consistent with previously reported data which showed the
superiority of natural over synthetic speech (Laddaga et al., 1981). The studies
conducted by Wolf (1973) and Elliott et al. (1981) demonstrated that children
performed in much the same way as adults when presented with synthetic CV
syllables. In the present experiments, children‘s performance did not reach the
levels attained by adults. Adults made virtually no errors on the Picture
Vocabulary Task and only a few errors on the longer strings in the Digit Span
Task. This result is not surprising considering the simple materials used in the
Picture Vocabulary Task and the longer memory span available for adults in the
Digit Span Task. The findings from these studies always show higher performance
levels with natural speech stimuli than with synthetic speech stimuli, regardless
of the synthesis systems used to prepare the stimuli. Furthermore, if the
synthetic speech task pri:sented to young children was more unstructured, we would
expect them to show much poorer performance since the speech quality combined
with the less constrained experimental situation would no doubt interasct
significantly (cf. Schwartz & Goldman, 1974; Nusbaum & Pisoni, 1982).

Our results on the perception of synthetic speech obviously have important
implications for the design, selection and use of voice-response systems that are
to be used in teaching and learning environments with young children. PFurther
research is needed to assess the perception of synthetic apeech under a variety
of env rommental conditions particularly those involving differential cognitive
demands. It is apparent from our preliminary studies that the speech quality and
intelligibility of voice-response devices varies substantially from product to
product. Children may soon be required to interact routinely in educational
settings with machines that incorporate voice output using speech synthesis; some
of these devices may produce speech that is difficult to understand for a variety
of different reasons. Moreover, the synthetic speech may require additional
processing capacity and attentional demands that may well produce large
decrements in other complex cognitive tasks that children are expected to perform
routinely in educational settings using these learning devices. Additional work
is currently underway in our laboratory on these problems and reports of our
findings will be forthcoming.
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Abstract

Perception of English /r/ and /1/ is a well-known difficulty for Japanese
speakers learning English. An identification test for minimal pairs produced by
two American speakers ias administered to 32 Japanese students of English. This
was Jdone just after their arvival in the United States, and then nine week:s later
at the completion of an intensive English program emphasizing oral skills. No
significant improvement was observed in their overall performance after oral
training. The perception of /r/ and/l/ as singletons and in consonant clusters
exhibited quite opposite trends. 1In clusters, /1/ was perceived more accurately
than /r/ (66% vs. 52%), while for singletons, /1/ was somewhat worse than /r/
(63% vs. 70%). Singleton consonants in word-final position were more accurately
perceived than initial singletons (77% vs. 57%) while for clusters, the finals
were slightly worse than initials (56% vs. 62%). Thus, both the /r=1/ effect and
word-position effect interact with the singleton-cluster factor but not with each
cther. It is proposed that the longer duration of /r/ and /1/ in final position
relative to all others may account for the better performance in that position.

{‘\
{
&A-A

-278-



Jontext Effects

Introduction

dhat is the nature of the difficully that Japanese speakers have in learning
English /r/ and /1/? This general problem is faced by any adult who learns a new
contrast in a foreign language. Aside from obvious difficulties in speech
production and the fine details of articulatory control with these sounds,
Japanese students 1learning English tend to have difficulty in perceiving
contrasts in these sounds--as has been shown in a number of studies. The problem
stems from the fact that Japunese has only a single "resonant" sound, usually
written with the letter r in English transliterations. It is typically
pronounced as an apical tap, al though, in initial position in Japanese, it is
often pronounced rather similarly to an American /r/ in a word like red.

A recent paper by Mochizuki (1981) reported several interesting observations
about the perception of /r/ and /1/ by Japanese. First, she found that how well
Subjects could perform depended on the context in which the contrast occurred.
Thus, word-final /r/ and /1/ were identified better than /r/ and /1/ in several
other positions. In addition, Mochizuki found some evidence that speakers who
could produce English /r/ and /1/ that Americans could accurately identify could
nevertheless not reliably perceive /r/ and /1/ spoken by Americans. This seems
to reverse the common-sense idea about how the acquisition of a sound coatrast
ought to proceed. And it raises the possibility that sometimes learning new
articulations may be easier than listening for the right new acoustic cues.

Our goals in this experiment were first to examine the context e