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distance (i.e., number of arcs) between the peried node and the answer node. Third,
a constraint satisfaction component prunes out potential answers that are conceptual-
1

y incompatible with the gqueried node. QUEST also contains a pragmatic component
which considers the goals and common ground of the speech participants.

QUEST was tested in the contaxt of expository text on scientific mechanisms,
narrative text, and generic concepts. The model successtully predicts the likelihood
of yenerating pacticular answers to guestions and “goodness-of-answer" judgements
{and latencies) for particular question-answer pairs. QUEST can also account for
answers produced in pragmatically complex contexts, such as telephone surveys,
televised interviews, and business transactions.
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Question Answering 1

ABSTRACT

This project developed and tested a model of human question answering (called QUEST).
QUEST accounts for the answers that adults produce when thay answer different categories of
open-class questions, suci1 as why, how, when, and what-f. QUESTY identifies the information
sources for questions; the primary information sources are associated with the content words in
questions (i.e., nouns, main verbs, adjeclives). Each information source is organized in the form
of a conceptual graph structure that contains nodes and relational arcs. Example types ot
Structures are goal hierarchies, causal networks, taxonomic higrarchies, and spatial panonomies.
Question answering procedures operate systematically on these conceptual graph structures.

An important property of QUEST consists of three convergence mechanisms that narrow down
the node space from dozens/hundreds of nodes to a handful of nodes which serve as good
answars 1o a question. First, an arc search procedure restricts its search 1o particular paths of
relational arcs, depending on the question category; nodes on legal paths are bhetter answers
than nodes on illegal paths. Second, answer quality decreases as a function of structural
distance, i.e., the number of arcs between the queried node and answer node. Third, a constraint
salisfaction component prunes out potential answers that are conceptually incompatible with the
queried node. QUEST aiso contains a pragmalic component which considers the goals and
common ground of speech participants.

QUEST was tested in the context of expository lexts on scientitic mechanisms, narrative fexts,
and generic concepts. The model successfully predicted {a) the i elihood of generating
particular answers 10 questions and (b) "goodness-ol-answer” judgments for particutar question-
answer pairs. QUEST can alse account for answers produced in conversational contexts that
have more complex pragmatic constrainis, such as telephone surveys, televised interviews, and
business transactions.
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INVESTIGATIONS OF HUMAN QUESTION ANSWERING

The purpose of this project was 10 investigate how adults answer open-class questions, such as
why, how. when and what-if questions. We examined the Knowledge structures that fumish
answers to questions and the cognitive procedures that converge on appropriate and relevant
answes to particular questions. This final report on the ONR project has three major parts. First,
we provide a briet introduction on question answering research, setting the stage for the research
1o be reported. Second, we describe QUEST, a mode! of human question answering that we
have developed. Third, we repor a series of experiments that test the QUEST medel in the
context of expository text, narrative text, generic concepts, and naturalistic conversation.

introduction

Question answering is a very important-activity during knowledge acquisition, communication, and
social interaction. In spite of this, question asking and question answering have rarely been direct
objects of inquiry in the cognilive sciences. Linguists have analyzed the syntactic form of
questions, but rarely have attempted to explain the content of answers and the world knowledge
that supplies the content. Researchers in education have analyzed the extent to which iext
acquisition is influenced by adjunct questions, i.e., questions that are placed at the beginning, in
the middle, versus at the end of 3 text, but they have not considered the process of question
answering.

Cognitive psychologists have investigated the process of answering closed-class gquestions at
considerable depth (Clark & Clark, 1977: Glucksberg & McCloskey, 1981; Reder, 1982, 1387:
Singer, 1986, in press). Appropriate responses {0 tlosed-class questions are restricted 1o a
limited number of alternatives and normmatly are short answers. For example, answers 1o
verfication questions are yes, no, maybe, and [ doni know. Closed-class questions are
contrasted with open-class questions which invite replies with elaborate verbal descriptions, eg.
why, how, when, and what-if questions. Progress in understanding open-cfass guestions has
been comparatively slow in psychology (Callins, Warnock, Aiello, & Miller, 1975; Graesser & Black
1085; Graesser & Golding, 1988: Norman, 1973: Norman & Rumelhan, 1975; Piaget, 1952;
Shanon, 1983: Trabasso, van den Broek, & Lui, 1988).

The tields of artificial intelligence and computational linguistics have furnished detailed models of
question answering that account for the content of answers and the world knowledge that
supplies whis content (Allen, 1983; Bruce, 1982: Dahlgren, 1988; Dyer, 1983; KXaplan, 1983
Lehnent, 1878, Lehnert, Dyer, Johnson, Young, & Harley, 1983; McKeown, 1985; Souther,
Acker, Lester, & Porter, 1989; Woods, 1877). In most of these models, text and world knowledge
are organized in the form of a structured database. Question answering {Q'A) procedures access
these information sources and search through the structures systematically. The formalisms and
insights from these fields obviously must be iested in psychelogical experiments before we can
incorporate them into psychological models of human question answering. One objective of this
ONR contract was 10 test some of these formalisms ard insights.

The development of the QUEST model was influenced by existing Q/A models in cognitive
psychology, artificial intelligence, and computational linguistics. We also benefited from available
empirical data that was collected in the context of short stories {Goldman & Varnhagen, 1988;
Graesser, 1981; Graesser, Roberson, & Anderson, 1981: Graesser & Clark, 1985; Graesser &
Murachver, 1985; Trabasso, Stein, & Johnson, 1981, Trabasso et al., 1988}, lengthy fairy {ales
(Graesser, Robertson, Lovelace, & Swinehan, 1980}, scripts (Bower, Black, & Turner, 187¢:
Graesser, 1978), and expository text {Graesser, 1981 ).
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i is convenient to segregate QUEST inlo four major components {see Figure 1). First, QUEST
transiates the question into a logical form and assigns it to one of several question categories.
Second, QUEST identifies the information sources that are relevant to the question. Information
Sources are represented as conceptual graph structures that contain goalplan hirarchies, causal
networks, taxonomic hierarchies, and descriptive structures. Third, convergence mechanisms
compute the subset of nodes in the information sources that serve as relevant answers to a
particular question. Thase convergence mechanisms narrow the node space from hundreds of
nodes in the information sources 1o less than 10 answers to a particular question. Fourth, QUEST
considers pragmatic features of the communicative imeraction, such as the goals and common
ground of the spesch participants. Although the process of question answering is segregated
into these four components, we acknowledge that an adequate Q'A mode! would integrate these
components in a highly interactive fashion (Dyer, 1983; Lehnert et al., 1983; Robertson, Black, &
Lehnent, 1985). -

QUEST was not developed to account for the linguistic features of question answering. QUEST
does not explain tha process of parsing the question syntactically and the process of anticulating
replies finguistically. instead, QUEST was developed to account for the conceptuai content of the
answere.

Question categorizati

QUEST assumes that there is a finite set of question categories, that each question category has
a unigue question answering procedure, and that a particular question is assigned to one of the
question categories (see also Lehnert, 1978). For example, How are atoms spiit? is a "how-event*
question which generates causal antecedents to the gvent "atoms are split.™ A *why-action®
question invites reasons and motives for intentional actions, e.g..

computer?. A "how-action” question elicits the plan, procedure, and style of executing an
intentional action. A “temporal® question elicits the value of the time argument within an event
description. QUEST essentially has a catalogue of question categories. Any given question is
typically assigned to only one of tha question categories.

in order to complete question categorization successfully, it is necessary 1o determine the node
that constitutes the question's "ocus” (i.e., the queried node). Several altemnative nodes may
serve as the question focus in any given question. In the question How is water heated? the
question focus is the event “waler is heated.* This event is a "statement node” which contains a
predicate (X heat Y) and an argument (water). Statement nodes are simiar to the proposition units
which have been frequently adopted as units of representation in the cognitive sciences
(Anderson, 1983; Kintsch, 1974; Norman & Rumelhart, 1975). Sometimes the question focus is
an argument of 3 statement node rather than the statement as a whole. in the question What
heated the water? the question focus would be X in the statement node X heated the water.*

Some questions are very long-winded and involve many statement nodes: "How does a nuclear
power plant in southern California produce electricity when there is a blackout?” in such
questions, the focusing mechanism determines which of the alternative nodes is the question
focus. The focusing mechanism is complex, with semantic, conceptual, and pragmatic constraints
exerting their influences. QUEST does not currently explain the operation of the focusing
mechanism; it merely acknowledges this component and assumes that focusing is successfully
completed.
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An information source is a structured database that turnishes answers {o a question. Whenever a
Question is asked, QUEST computes an exprassion with three slots:

QUESTION (<Q-category>.<Q-focus>, <information SOUrcess)

The expression for How is water heated? would be-

QUESTION (how-event, water is heated, <information sourcesx)

The third siot supplies the worid knowledge structures that are tapped for answers 10 the
question. At least one information source must be accessed before the question can be
complately interpreted and answered. Without an nformation source, 1 is difficult, i not
impossibile, to understand the question and to identify the focus.

When most questions are answered, several information sources are relevant to the question.
There are "episodic knowledge structures™ {(EKSs) that correspond to particular episodes that a
person experienced in the past. For exampls, the answerer might have viewed a film on nuclear
power one day, read an article on another day, and had a conversation about nuciear power with a
friond on yet another diay. These three experiences would create three EKSs in long-term
memory. in addition to0 a farge Inventory of EKSs shored in memory, there are “generic
knowledge structures” (GKSs). A GKS is a more abstract mpresentation that summarizes the
lypical properties of the content it represents, For example, there are three GKSs triggered by
the example question: NUCLEAR-POWER, WATER, and HEAT. The content of the GKS for
NUCLEAR POWER would probably include the statement nodes in Figure 2, The content of this
GKS is undoubtedly derived from the family of EXSs that are associated with the GKS. However,
QUEST does not offer any informative or controversial claims about such relationships. QUEST
merely assumes that the cognitive system is a vast storehouse of EKSs and GKSs and that these
structures fumish the information sources for questions. Generally speaking, it Is easier 1o access
and 1o search through GKSs than EXSs; GKSs are very familiar knowledge packages that
sometimes are products of thousands of experiences.

Many of the information sources for a question are accessed by the content words in the
question, such as nouns, main verbs, and adjectives. Information sources (nat are accessed by
content words are called “word-activated” information sources. In con.. ast, "pattern-activated”
information sources are activated by the context of the question and by combinations of content
words.,

The information sources for a particutar qQuestion consist of a family of GKSs and EKSs (see Figure
3). Each irformation source is a structured database with dozens/hundreds of nodes. It follows
that there is a wealth of information available in working memory when a question is answered. If
there were four information sources and each s-urce had 50 nodes, then 250 nodes wouid be
available. Clearly, most of these nodes would not be produced as answers 10 the question. Only
a small subset of nodes (less than 10) would be produced as answers when adults are asked
questions. Convergence mechanisms specify how QUEST begins with 250 possible answers in
the node space and converges on approximately 10 good answers.

Graesser and Clark (1985) identified those information sources that are parnticularly prolific when
adults answer questions about episodes in short storles. They reported that word-activated GKSs
fumished approximately 72% of the answers whereas pattemn-activated GK Ss accounted for a
modest increment of 8% additional answers. GKSs associated with main verbs in the question
were more important information sources than were GKSs associated with nouns. Of course, it is
important to acknowledge that these findings may only hold up for simp'2 <tories.

&
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mmbmaewewummmmmmmmm(msxs)mmmm
knowiadge structures when questions are answered n the context of text. According to Reders
model of question answering (Reder, 1987), individuals can strategically tap sither the texibase or
generic knowsdge when they dacide whether a particular sentence is true or false, and when
they decide whether a test sentence had or had not been presanted eariler. As Reder articulates
i, whenever varification judgments and recognition judgments are made, the person can either
m&amﬁhmm(mmwtmum.anEKS)onhepemncanmlyon
plausibility judgments (derived from GKSs). As the delay between 1ext comprehension and
question answering increases, we rely more on generic knowisdge because the textbase is less
accessible from memory (Graesser & Nakamura, 1982; Kimsch, 1988; Reder, 1987). Whenwae
are unfamiilar with the topic discussed in the text, we rely primarily on the textbase because few #
any GKSs are available.

Lonceptual graph structures. Most information sources contain a set of units calied *statement
nodes.” According to the represertational system adopted by QUEST, the statement nodes in
any given information source are organized in the form of a concaptual graph structure. That is,
the set of nodes are assigned to node categories and are structured by a network of directed
relational arcs. The node categories inchude state, event, goal, action, and style specification. A
stalg is an ongoing characteristic which remains u throughout the courss of the time
frame under consideration (e.g., nodes 1,2, and 3 in Figure 2). An gvant is a state change within
the time frame (e.g., nodes 4-10 in Figure 2). A gogl refers to an event, state, or style specification
that an agent desires (8.g., a person wants to buy a computer, a person wants to be rich). An
action is an achieved goal, such that the agent did something that caused the successful
outcome). A style specification conveys the speed, intensiy, force, or qualitative manner in which
an event unfoids (e.g., an event ocours quickly, in circles, quietly). in principle, it is possibie to
include additional node categories in QUEST, but the above five categories were sufficient for the
issues addressad in this project.

There are several categories of arce in the rapresentational system adopled by QUEST. Forthe
most part, we adopled the arc caiegories reported in Graesser and Clark (1985). The arc
categories in any given information sourcs depend on 1..e type of knowledge depicted in that
information source. For example, Consequence (C) arcs are quite prevalent in causal networks
{see Figure 2). Goal hierarchies contain the folowing arc categories: Consequence (C), implies
(Im), Reason (R), intiate (1), Outcome (O), and Manner (M) arcs. Each arc category is directed,
such that the end node is connected to the head of the arc and the source node is connected o
the tail:

{source node) -~-ARC---> (end nods)

Table 1 presents the ruies of composttion for thesa six arc categories. A complete description of
this representational system is beyond the scope of this report (see Graesser & Clark, 1985). The
examples in this report shoukd convey the important charactsristics of the representational
system,

There are semantic and concepiua; ~onstraints that must be satisfied befora two nodes canbe
connected by an arc of a particular category. For example, there are *hrese consirains associated
with the Consequnce arcs which are prevaient in Figure 2. Consequsy.ce arcs can relate
event/state/style nodes but not goal nodes. The source node must have occurred or existed in
time prior 10 the end node. That is, the cause must preceds the effect. The source node must
piay some causal role in producing the end node / Trabasso et al., 1988). Thatis, if the source
node is negated or removed, then the end node would never occur. Two nodes cannot be
related by a Consequence arc it any one of these three constraints are viclated.

v,
R
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Conceptual graph structures have foundations in a humber of representational systems in the
cognitive sciences. mmmmmmmmm. 1883; Clark &
Clark, 1977; Kintach, 1974; Norman & Rumethart, 1975), story grammars (Mandiar, 1984; Stein &
Glonn, 1979; Trabasso, Stein, & Johnson, 1981), causal chain theories (Black & Bower, 1980:
Trabasso & van den Broek, 1985; Trabasso et al., 1988), conceptual theory
(Aftermaii, 1988; Schank & Abelson, 1977: Schank & Reisbeck, 1881), rhetorical organization
(Mann & Thompson, 1986; Meyer, 1985), and concepiual graphs (Sowa, 1983).

Themmhhmbmmmmmedpdmarﬂymmecauwmmmmmmemmnbuo
misreponwwhamanerMsonmeseMtypesof siructures. Graesser and Franklin (in press)
has a more dstailed description of QUEST in the context of ail four typas of knowledge structure.

that the reported impact of mmmymonmpcmmm{pamwmmm
from the arc search procedure and constraint satisfaction.

The pridicted effects of structural distance on answer production and answer quallty would be
generated by some models of question answering other than QUEST (Shanon, 1983; Winston,
1984). Winston has described a (A model that answers why and how questions in the context of
goalplan hierarchies and problem spacus. His Q/A aigorithm specifies that good answers are only

I
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onhe arc away from the Quened node. Theories of marker passing and spreading activation
(Andserson, 1983) would aiso predict the distance gradient.

A search pracedure. Each question category has its own arc search procedure that operates on
the information sourcas retevant to a qusstion. When a given information source is accessed, the
arc search procedurs first icantifies an "entry node” in the information source. The entry node
usually matches the question focus. For exampie, # the question is How is watar hagted? and the
information source is Figure 2, than event 8 woulki! be the entry node in the structure. In some
mn.maemqmmmnmmmwmm;mmnmaamanmmm
node between two information sources, For example, the node "energy is releass” might be
stored in the GKS for NUCLEAR-POWER and the GKS for HEAT. These intersecting nodes
muidsmasenﬁymdasevsnﬂmnmydommmme&onm(‘\mteris
heated”).

Once an entry noc'e is located in an infermation source, the arc search procedure executes a
breadth-irst search from the entry node by pursuing legal arcs that radiate from the entry node.
For each question category, there is a particular set of arc categories and arc directions that are
legal. Figure 8 shows the isgal paths for queried events. Some question categories pursue
causal antecedents on paths of backward Consequence arcs (namely the why, how, when, and
MWMsmmmmwmmlmwmswaMam
Consequence arcs (nemely consequence and whal-if questions; Consider tha question How is
water heated? in the comext of Figure 2. Legal answers would be nodes 1, 2, 4, and 5 whereas
itlegal answers wouki be nodes 3, 7,8, 9, 10. The legal answers would be entirely different
for the question What are the consequences of water beina heated : nodes 7-10 but not nodas
1-5. ﬂmfadmmogalpmhsmpmnedfmmummmianymmmmm
space.

Complex knowledge structures have a more diverse distribution of arc categories than merely
Consequence arcs. A compiste specification of a causal aniecedent path consists of any
combination of the following arcs: impiles (forward or backward), backward Ouicome, backward
initiate, and backward Consequence. A causal consequence path consists of any comdinaiion of
the following arcs: implies, forward Initiate, forward Outcome, and forward Consequence. A
complete account of the legal paths for different question categories is provided in previous
publications (Graesser & Clark, 1985; Graesser & F-anklin, in press; Graesser & Murachver, 1985).

Goal hierarchies (see Figure 4) contain a set of goal nodes that are intervelated by Reason arcs.
Gommmmmmmmumwmmmmmmuwmwmmmr
the moment. Superordinate goals are at thz top of the goal hierarchy whereas low-le' el
subordinate goals and actions are at the bottom of the hierarchy. Figure 6 shows the arc search
procedures when a goal (or action) node is probed with a question. Answers lo why and
consegquence (abbreviated as CONS) questions pursus superondinale goals via forward Reason
arcs. Answers to how, when, anc enable questions tend o pursue subordinate goals that radiate
from the entry node on paths of backward Reason arcs. For sxampie, consider the question Why
aid Bill cail Jill op the talephong? Legal goal answers would ba nodes 1 and 2 (in order to feal
better, in order to tak 10 Jif) whereas ilegal goal answers would be nodes 3, 5, and 8 (in 0z 19
go fo a bar, in omer to wak f0 & couch, In order to dial Jils number). The legal poal answers would
mewmmmm RN 1T B3N § 4 of 1he talennone mem
wouid be nodes 5 and 6 {Bill walked fo a couch, Bill diated Jil's number) but not ncdes 1, 2, and 3.

oo
1
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Goal-oriented knowiedge is normaily more complex than & structure with goal nodes
interconnected by Reason arcs (Miller, Gallanter, & Pribram, 1960; Newel & Simon, 1972;
Schmidt, Sridharan, & Goodson, 1978: Wilsnsky, 1983).

(1)%dm%¢smmmﬂymmdhmemmoprmscms(smm&

Abeison, 1977).

(a)SommmsmmcxadbymmaerMnﬂmnm.

(G)Wmsmmmwmmwmwsmmszwombymueolmmme
arcs. For exampie, nodes 7-10 inkate the goal hierarchy in Figure 4 (nodes 1-6).

(4)Sbmgmdashawnihlemmhymmhtedbymmmmmm. Sibling
nodas are immediately dominated by the same parent goal. For example, nodes 3
and 4 in Figure 4 would be related by or because the achievement of either one of
these goais wotild end up enabling the parent node. Nodes 5 and 6 wouk! be related
byammmmNSWumwbbemmwmmale.

(S)Gnalmsnnyornwynmbemvadm“ooalhmmsmm. Whena
goalnodeisacmem.anwewsa!ehmmdardﬁnkedtolhegoalmw
an OQutcome arc. For example, if Bill manages 1o dial Jil's number, then there would
beanevemmwmalabuiﬂ'smmbeﬂhmtommm(siuwamdm
dial Jiil's number). An intentional action is an amalgamation of a goa! and its ottcome
node. Whenawai!snosmmmm&smqoaimoranegaﬁve
outcome node (6.g., Bill did not dial Jil's number).

GWentMmdhhmmsmmmmem.mammmmm
ac:ionsarammcomplexmammmmedm Figure 6. For example, answers to why
mmmmmmsnmmmmmmnmmy. {b) sibling nodes that precede the
entry node, (c) states/svents that initiate the goais, and (d) causal antecedsnts 1o the goai
initiators. Ommh.ammmnﬂm%icmbndﬂnmmmhpm&mmpmvmdm
previously published studies (Graesser 8 Clark, 1985; Gragsser & Franklin, in press; Graesser &
Murachver, 1985).

We liavewrmenaaommrpmgmmthamemmesbgalamwersmmnycﬂmm types of
questions that may be asked in the context of causal networks, goal hierarchies, taxonomic
structures, and spatial parfonomies. The user specifies one or more information sources and then
enters the question. The computer lists all answers that would pass the arc search procedure
associated with the question category. The program is written in Common LISP. 1 has been
implemented on a microcomputer (IBM clone), a LISP machine (Texas Instrument EXPLORER ",
and a paralisl computer (INTEL hypercube with 16 parafiel systems). We refer to these
implementations as microQUEST, QUEST, and hyperQUEST, respectively. QUEST and
hyperQUEST are needed whenever multiple information sources are relevant 1o a question,

The arc search procedures in QUEST are compatible with some theories of question answering in
artificial infeiligence which have emphasized the importance of knowledge organization and of
restricting search by pursuing particular conceptual relations (Dahigren, 1988; Lehnert, 1978;
Lehnert et al., 1983; Schank & Abeison, 1977; Souther et al., 1989; Winston, 1984).

Constraint satisiaction. The semantic and conceptual content of the answer should not be
incompatibie with the content of the queried node. Constraint satisfaction discards those
candidate answers in the node space which are incompatible with the focus siot of the question,
Stated differently, the question focus has semantic and conceptual constraints that are
propagated among nodes in the node space, ultimately pruning out the incompatible nodes.
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MmmmmMammewmmmm
focus. Dmmmmmmmmmwmw Srassser and Clark
(1985). The exarmple answers below illustiate two of these dimensions in the context of the
question focus waler is hoated and a nuclear power plant.

(1) The water is frozen. This node directly contradicts the question facus.

(2) Water fefl from the clouds. This node involves a time frame” incompatibility because
rainfall for a given water molecule is entirely outsids of the time frame of the same
water molacule being heated in a nuciear power plan.

cmmwmmmmmummmmmmem
computed during constraint satistaction. “Flanning incompatibiiities® occur whenever a plan
mamhacanﬂm:m(e@.mmnmmmy)bummawﬂhmm
conveyed in the queried node (6.g., person buys computer). “Causal strength” is the extent to
which the candidate answer is causally related to the queried node: a candidate nodks would be
pruned out if it is not causally related 1o the queried node. "Argument overiap” computes whether
tmmm(mmmmwmmum“wmmw. A
Wswdmmwmm:mmmbtmmmmmmm
general work! knowledge; implausible nodes in the knowledge base would be pruned out.

A simple computation of constraint satistaction would evaluate each candidate node on all
dimensions: contraciiction, time frame incompatibiiity, planning incompatibility, causal strength,
argurment overtap, and plausibiiity. According 1o a sirict criterion, a candidate node passes
constraint satisfaction if all of the dimensions are satisfied. According to a wesk crilerion, a node
passes if most dimensions are satisfied or if most dimensions are satisfiad to some degree.

AIMONg QoMme RIgance. The three components of convergence (node
intersection & structural distance, arc procedure, and constraint satisfaction) are abie to
namwthespaceo!oammmwnxmelngoodmwam. Glven the
adequacy of these convergence mechanisms, one might then consider how the three
components interact. For exampis, one position might be that the three cormponents cperate
independently and additively. i so, there should be main effects but no interactions in analyses
of answer quality and in analyses of answer production scores. Allematively, the three
components might be executed interactively. Of course, this latter position wouid not be
particularly informative uniess it predicted systematic output,

One obvious position to consider is that the components are executed in sequential order, with
operation of component N being dependent on the output from component N-1. For example,
suppose that the process sequence below was corect.

Stage 1. Find all intersecting nodes among the information sources.

Stage 2. For each information source, find an entry node (e.g., corresponding to the
question focus) and rancdomly sample a candidate answer node. ,

Stage 3. Apply the arc search procedurs to determine whether the candiciate answer is
on a legal path extending from the entry node. If the answer is iflegal, then stop and
decide that the candidate node is a bad answer.

Stage 4. Apply the construimt satisfaction component to check whether the candidate
answer node is compatible with the entry node. it it is nct compatidle, then stop and
decide that the candidate node is a bad answer.
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Stage 5. cmetmmmmmammmmmmmwmm
node. if the distance score is high, then decide that the candidate node is a bad
answer. §* .Mwmasbw.mmmmmemmm
answer.

The above sequential processing mechanism would predict some interactions. First, there would
heazmeMWmmmmmbn;mmsaﬁsfaabnmu
mmmmmmmmmmmﬂmmmmmmmm
not reach stage 4). Second, there would be a 3-way interaction among arc search, constraint
satisfaction, and siructural distance; structural distance would influence answar quailty scores only
for legal answers that satisfy constraints (i.e., nodes that reach stage 5). Decision latencies would
gemraﬂybehmrfoﬂmmihgaianswmsbecmsabga!ammmuupassthmughmm
stages.

At this point, the QUEST model does not specify particular interactions among convergence
components. mmsmmmmmmwmmm. However,
the studies in this report do perodically provide some data than are relevant to this issue.

Pragmatics
mmmmmmmemmaMmmwmmmmmamﬁma
Question. One component consilers the goais of the questioner and answerer. From the
perspeaiwdthammr.awbnmybeaskedmommeWommbn,!osolvea
problem.toassassmmmeanmrerm.toperwade.toootmlaconversatbn.andso
on. meﬂmpemadhao!meanswemr.thaanmrmaybebmulabdwmme
quesﬁamr,mmmeqmbmkmwtheansmmkmwssommm,mmenamme
questioner, and so on. AwMeMeldQ/Amldconsidarthemabonmspeech
mnmmmammwmmmnwmmmmmmmtmmw

achieve these goalis (Alien, 1983; Appelt, 1985; Bruce, 1982 Francik & Clark, 1985; Kapian,
1983).

One important goal to assess is whether the questioner genuinely seeks the information
suggested by the guestion. Some questions are not genuine information seeking gquestions:
indirect requests (6.g., Would you pass the salt?), graetings (How are you doing?), gripes (Why
does this aiways happen to me?), and rhetorical questions. Van der Mej (1987) has identified the
assumptions that must be met before an utterance constitutes a genuine information seeking
question. These assumptions are listed below.

(1)Thequeﬂbnerdoesmtkmwthemmmbnaskedforwﬁhthequestbn.

(2) The questioner believes that the presuppositions of the question are true.

(3) The questioner belleves that an answer exists.

(4) The questioner wants to know the answer.

(5) The questioner can assess whether a reply constitutes an answer.

(6) The questioner poses th2 question only if the benefits exceed the costs. For
example, the benefils o/ knowing the answer must exceed the costs of asking the
question.

(7) The questioner believes that the answerer knows the answer.

(8) The questioner befieves that the answerer will not give an answer in absence of the
question.

{9) The questioner believes that the answerer will supply an answer.
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A second pragmatic component is the common ground (i.e., shared knowiedge, mutual
knowledge) between questioner and answerer (Clark & Marshall, 1581; Miyake & Norman, 1979;
Shanon, 1983; Sleeman & Brown, 1982). According to these modsis, the answerer first
estimates the common ground between spesch participants and then selects an answer that
moderately extens the boundaries of the common ground. That is, the answer should be
somewhat more irformative, elaborate, or detailed than the common ground, but shouid not be
(a) entirely within the sphere of the common ground or (b) substantially more detalled than the
common ground.

lnpmcble.theQUESTnndallsahbmkeep!radto!mecommngmundmmhner
and answerer. QUEST wouid evaluate what information sources the questioner has stored in
memory and what nodes the quastioner has stored in sach information source. The fringe or
boundary of knowledge can aiso be computed in a straightiorward manner. In particular, a fringe
answer would be few arcs away from a node in the common ground.

Common ground could have some counterintultive effects on answer quality. if the common
ground is high and the answerer wants to be informative (1.e., supplying information that the
questioner might not know), then the answerer woukd avoid nodes that are in multiple information
sources. Surprisingly, there wouid be a negative correlation between answer quality and number
of information sources. Regarding structural distance and common ground, there might be a
preference for distant nodes because proximate nodes would be easy to infer. Perhaps a
curvilinear relationship would oZcur, with answers at imtermediate distances being better than
answers at close and at far distances from the antry node in an information source.

This section has described QUEST and has identified its theoretical foundations. One of the
objectives of the ONR contract was 10 assess the extent to which QUEST's components can
expiain empirical data in question answering tasks. The studies reported in the next section were
completed under the ONR contract in order to address this objectiva. The results of these
studies were quite promising. Therefore, we conclude that QUEST is a plausibie psychological
mode! of human question answering.

Jasts of the QUEST Model

QUEST was tested in four different informational contexts. These contexts included (1)
expository texis on scientific mechanisms, (2) namative texts, (3) generic knowledge struciures
{e.g., objects, person concepts, scripts), and (4) situations with compiex pragmatic constrainis
(i.e., teiephone surveys, business transactions, and televised interviews). In some experiments,
we examined answer produc.on scores, that is, the likelihoou that a node in an information source
was produced as an answer 10 a question. In other experiments, we examined answer quality
scores for question-answer pairs, i.e., whether the answer is a good versus a bad answer to the
question.

Two studies focused on short fexts that describe event chains in physical, biological, and
technological systems (Graesser & Hemphill, 1989; Graesser, Hemphill, & Brainend, 1989). Each
text had five evants, as flustrated in the text below on nuciear power.

1. Aloms are spilt into particies.
2. Heat energy is released.

3. Water in the surrounding tank is heated.
4. Steam drives a series of turbines.

5. The turbines produce electricity.

15
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We assumed that college students had very little knowiedge about these scientific mechanisms
and that they refied primarily on the textbase as an information source. Moreover, we started out
with the simple assumption that the textbase consisled of a linear chain of events, connected by
Consequence arcs.

[E1] ~C~> [E2] --C~> [E3] ~C--> [E4] --C—> {ES]

We gventually had to revise this simpie assumption because readers sometimes imposed a goal-
oriented, teleological interpretation on the event sequences in the case of technological and
biological mechanisms. That is, one event occurred for the purpose of achieving subsequent
events, 8.g., water is heated (event 3) for the purpose of having steam drive a series of turbir »s
(event 4). Indeed, the engineers of a nuclear power plam: would design the plant with such goals
in mind. Whenever a teleological interpretation was imposed on the text, the textbase consisted
ot a goal structure running paraliel with the causal chain (see Figure 7).

We tested QUEST by examining the answers to five question categories: why, how, when,
e~ ~hlg, and consequence (CONS). For example, event 3 would be probed with the following
qQu iions:

Why is water heated?

How is water heated?

When is water heated?

What enabled water to be heated?

What are the consequences of water being heated?

Given that each text had § events and that there were 5 Question categories, 25 unique
questions were associated with each text. Although subjects occasionally generated inferences
when they answered these questions, we analyzed only those answers that referred to events
explicitly stated in the text. Therefore, we were concermned with four possible answers to sach
question. For example, the queried node in thy above Questions is event 3; we analyzed those
answers that referred o events 1, 2, 4, and 5.

These studies on expository text were designed 10 test the three components of the
conv 2rgence mechanism: Structural distance, the arc search procedures, and constraint
satisfaction. We found robust support for structural distance and the arc search components but

Figure 6 shows the arc search procedures of the QUEST model. Lega! answers to how, enabie,
and when questions are causal antecedents to the queried event. if event 3 were probed with
these types of questions, then legal answers would be events 1 and 2 but not events 4 and 5.
Legal answers jo CONS questions are causal consequences {events 4 and 5 but not events 1
and 2). Legal answers to why questions depend on whether a goal structure is superimposed on
the causal chain. i not, then legal answers 10 why questions are the same as answers 1o how,
enable, and when questions. if a goal structure is superimposed, however, then legal answers
include causal consequences but not causal antecedents.

The structural distance component predicis that proximate answers shouid be better than distant
answers. Presumably, stnuctural distance has an influence on legal answers but not on illegal
answers. if event 3 were probed with the questions, then the following predictions would be
generated by QUEST.

It
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How, enabile, when, and why(nonteleoiogical) questions
E2>E1>E4=E5

CONS and why(teleological) questions
E4>E5> Et mE2

Given that all 5§ events in a text wers queried and that there are 4 possible answers per question,
there are a total of 20 cefis in a compiete "question-answer matrix.” We analyzed how well QUEST
could account 27 the dependent measurss (i.e., answer production scores and answer quality
scores) in the question-answer matrices. A quastion-answer matrix was prepared for each text,

and separate matrices were prepared for each question category.

Iexts. The texts were 24 event sequences that were extracted from passages in the Amsrican
Academic Encyciopedia. Al texts had five events, as in the exampie about nuciear power. Eight
passages were in the technological domain (computer, television, paper production, nuclear
energy, elevator, vacuum cleaner, water purification, and wine production); eight were in the
biological domain (heart, seeing, photosynthesis, knee jerk, mitosis, hair growth, hearing,
neurons); and 8 were in the physical sclence domain (tornado, earthquake, light, rain, sonic
boom, riptide, supemova, and slalagmites).

A question-answer matrix was prepanad for each text and each question category in all analyses of
answer quality scores and answer production scores. Given that there were 24 texts, 5 question
categories, and 20 cells per question-answer matrix, 2400 scores were included in the item
analyses.

Answer production scores. We collected answer production scores from 192 undergraduate
students at Memphis State Universily. The subjects first read one of the 24 texts and later
answered 25 questions about the text {5 events x 5 question categories). The 25 questions were
randomiy presented in a bookiet. Two blank lines appeared after each question for subjects to
write down their answers. Eight subjects were randomly assignsd 10 each of the 24 texts.

The cr..ical dependent measure was the answer production score. This was computed as the
proportion of subjects (out of 8) who generated a particular answer 10 a particular queried event.
The score associated with a particular question-answer item was the basic unit in ail quantitative
analyses. Therefore, all tests of statistical significance assessed variability among items in s eror
term, but not variability among subjects. All statisitical tests were performed at the p < .05 level.
(Wa will not present the exact F-scores in this report; instead, we will simply announce whether an
effet was versus was not signiticant.)

Figure 8 presens question-answer matrices for the five question calegories. Each imatrix
presents answe.r production scores as a function of the five serial positions for guestions and the
five serial posiions for answers. The scores in the upper-right half of each matrix correspond to
causal consequences whereas the scores in the bottom-left half of the matrix correspond 10
causal antecedents.

An inspection of the mean answer production scores confirm QUEST's arc search procedures for
how, when, enable, and CONS questions. Mean scores of causal antecedents were significantly
higher than the scores of causal consequences in ihe case of how guestions (.21 versus .08),
when questions (.36 versus .10), and enable questions (.28 versus .08); as predicted, CONS
questions showsd the opposie pattem (.08 versus .38). However, mean scores of the why
questions were approximately the same for causal aniecedents and causal consequricas (.16
versus .17).

17
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Asdisumsadearﬁer.amwemtowhywestbnsmuutapcausalmequm #t

structures {i.e., goal structures) were superimposed onto the causal chains (see Figure 7). We
would expeﬁﬂnsegoﬂs!maumtobemsadonted\mbgbaldomammdpamaps
biclogical domains, but not on physical science domains. Theretore, we performed separate

QUEST's prediction about the impact of structural distance on answer production scores was aiso
confirmed. Thisshouldbeapparamwhanmspecﬁmunmmmee. The scores
decreased as a function of the dislance (number of arcs) between the queried node and the

linear function. In contrast, structural distance did not have a consistent significant sffect on flegal
answers. When averaging over the five question categories, the scores were .12, .06, .04, and
.07 for distances of 1, 2, 3, and 4, respectively.

Ave:yslmbmmmnndelwﬁhﬂmparmtemcbsemwnanswermmsmm.
Parame!eraismemceﬁlmddmmmacausa!arnecedefnpamwhemaspamnmrnsme
liketihood of pursuing a causal consequence path. Parameter | is the likelihood of traversing a
single arc on a path. Themisﬂxadparamemmhatcomstsomasmn'berofambmmenme
queried nude and the answer nods. Thepredbedanswefpmdmbnsmmsareoomnedas

a‘t"formusalamwedemsamw"forcausaloonsemames. This simple mode! accounted for

substantially higher in those conditions in which antecedents were legal (.63) than in those
conditions in which consequences were legal (.18). Regarding the causal consequence
parameter (), again the best-it values were higher when consequences were legal (.51) than
when consequences were illegal (.19).

Googne S ments. Goodness-of-answer (GOA) judgements were collected on the
24 texts and anawmmmsamewayasthemprmmmmnedabow.
Aﬂerthesubpctsmadatext.ﬁmywmmnmdaserbsofqueaion-amverpaks. On each of
maset&btmmmmwmmmemmammawmbm
question. The patierns of GOA judgments were expected 1o be similar to those of the answer
production scores even though the tasks were somewhat differant. Whereas the answer
pmduabma&mwﬁuﬂnwb;aamm&vgmwtmmmem,mewmkplweshss
demmusonmmqmdnmdammdsonmewgmemofmmaw, QUEST makes
hemialp:mbmmmsksmmngtmamseammmm&stmwnwmms.

Themtmwmmuwwhwmmwmmlomﬂmpmmlarammmmad
when the arc search procedures are executed. This control is achigved by specitying the
conneclive that precedes the answer. In the case of why-questions, causal antecedent paths
srnuwbepumuedwmﬂmeamwertsmcededbymm&mm%mem
arcs are sampisd. lnwnm.mnﬂwamrismmdedbymmmegoﬂsm:aum
and forward Reason arcs should be sampled, corresponding fo causal consequences. For

U
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exampie, consider the following four answers to the question Why is water heated? in the context
of the nuclear power text.

Because atoms ars spil. {causal antecedent)
* In order for atoms to be spiit. {subordinate poal)
* Because turbines produce electricity. (causal CONSequence)
in order for turbines o produce electricily, (superordinate goal).

The answers with asterisks are illegal whereas the answers without asterisks are legal, according ‘o
QUEST.

Legal answers to when-questions are also governed by connectives. If the answer is preceded
by after, then legal answers are causal antecedents. If the answer is preceded by hefore, then
legal answers are causal consequences. If no conneclive precedes the answer, then legal
answers are causal antecedents, according to QUEST. That is, the default connective is after
(see Grassser & Frankiin, in press; Graesser & Murachver, 1985).

lnligh!dtMexmadhmmmmOﬂGOAmmnts.tmmdybadnm
conditions aftogsther. In five of the conditions there were no connectives preceding the answer,
corresponding 1o the five types of questions. There were four conditions with conneclives
preceding answers. There were two connective conditions for why-questions (hecause versus in
order fo/for) and two for when-questions (after versus hetore).

The subjects were 162 undergraduates at Memphis State University. These subjects were
randomly assigned to the nine question conditions, with 18 subjecis per condition. Half of the
subjects read and were tested on 12 of the 24 texts: the other half of the subjects were assigned
the other 12 texts. The presentation order of the texts was randomized for each subject.
Associated with each 5-event text was 20 different question-answer tems, as delineated in the
20-cell question-answer matrix. After the subject read a text, the subject provided GOA
judgments on all 20 items, which were presented in random order.

A microcomputer controlled the presentation of the passages, the question-answer ilems, and
the collection of responses. The subject began each question-answer trial by pressing one of the
keys upon receiving a READY signal. After a .5 second delay, the question appeared on the
screen. Thesubbctm&dﬂnmeshnmhisownpmearﬂprassedakeymnﬁnﬁshed. After a
5 second delay, the question disappearad and the answer appeared on the screen. The subject
provided the GOA judgment by pressing one of two response buttons (GOOD versus BAD).

A GOA score was computed as the proportion of observations in which subjects judged an
answer as GOOD. In all tess of statistical significance we wers able to compute a minF statistic:
this is a conservative test that considers both variability among subjects and variability among
flems. As in Figure 8, we prepared a question answer matrix for each text, for each subject, and
for each question category.

Mean GOA judigments were in the v«pected directions when comparing causal antecedents and
causal consequences. GOA judgments wera significantly higher for antecedants than for
consequences in the following six conditions: why [.48 versus .29], why(because) .52, .27}, how
[-48, .18], when {.53, .21}, when(after) [.67, .13], and enable [.63, .23]. GOA judgments were
significantly lower for causal antecedents than for causal consequences in the following three
question groups: why(in order) [.26, .57}, when(before) [.18, .79}, and CONS {.25, 55]. The
difference between antecedents and consequences was smaliest in the why group | 19); this
would be expected because this is the only group in which legal answers depend on he
knowledge domain (i.e., physical science, biclogical, versus technological).

-~
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.39 for distances of 1, 2, 3, and 4, respectively (averaging across question categories). The
differences were very subtie for illegal answers, .27, .19, .17, versus .19.

received a value ranging from 0 1o 1 whenever two events were evaluated on causality. The
overaucausalstrammmn)(WYwasmnwed according to fornula 1.

Causal strength = 'O (N+S)2 (1)

T. O, N, and S refer 1o the values of temporality, operativity, necessity, and sufficiency,
respectively. Trained judges rated event pairs on these four criteria (i.e., assigning values of 0, .5,
or 1) and achieved a high level of agreement {.70 or more decisions being the same for any pair of
judges).

therewascausalstrength,asmsumdabove,whi:hvaﬁedlmmom1. Foum,ﬂmew'as
argumeruovedm.whumadvamsolwmamumemsommp)anm (at least one argument

interacted with any of the other pr -iictos variabies, S0 we will not report separate regression

interactions between knowledge domain and the arc search procedure, so separate regression
analyses will be reported on technological, biological, and physical science domains.

Tabbzmmmummmmnamlysasmmenm. inall 7
regression analyses, the overall multiple regression equation significantly pradicted answer
production scores. The mean percentage of variance explained by the equation was 32% (whe
weighting the five question categories equaily). Standardized beta-weights are presented for
each predictor variabie, along with an indication of whether the predictor had a significant

L
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semipartial comelation. All muttiple regression analyses showed significant effects of arc search
(mean beta = .44) and structural distance (mean heta = ~.24). Causal strength was significant in
only 1 out of the 7 analyses (mean beta = .04) and argument overiap was significant in 2 of the 7
analyses (mean beta = .05). in 4 of the 7 analyses, the answer production scores decreased
significantly as a function of topic famifiarky (mean beta = -.08).

In a set of follow-up regression analyses we added interaction terms for three components of the
convergence mechanism, namely arc search (A), structural distance (D), and causal strength (C).
There ware four possible interaction terms: AxC, AxD, CxD, and AxCxD. The inclusion of the
interaction terms increased the amount of explained variance from 32% to 57%. The causal
strength variable rarely interacted signiticantly with the other two convergence components, the
AxC, DxC, and AxCxD interactions were each significant in only 1 out of 7 multiple regression
analyses. The AxD interaction was the only robust and consistent interaction (6 out of 7
analyses). This AxD interaction reflected the pattem of data reported earfier. That is, structural
distance had a large impact on legal answers but a very subtie impact on illegal answers.

Multiple regression analyses were also perforred on the GOA judgments, using the same
statistical procedures that were used on the answer production scores. All multiple regression
analyses significantly predicted the GOA judgments; the mean percentage of variance explained
by the multiple regression equations was 57% (varying from 30% to 85%). Tabile 3 presents beta-
weights for arc search, structural distance, and causal strength. The arc search variable was
significant in all 15 analyses (mean beta = .57) whereas structural distgrce was significantly
negative in 14 out of 15 analyses (mean beta = -.36). Causal strength was significant in only 2 out
of 15 analyses (mean beta = .02). In addition, topic familiarity was significantly positive in 2
analyses (mean beta = -.03) and argument overtap was significant in 3 out of 15 analyses (mean
beta = -.03).

In a set of follow-up multiple regression analyses, we added interaction terms for arc search,
structural distance, and causat strength (AxC, AxD, CxD, and AxCxD). The AxD interaction was
significant in most of the analyses (9 out of 15) as was the case in the analyses of answer
prodution scores. Once again, the causal strength pradictor rarely interacted with the other two
convergence components; the AxC, CxD, and AxCxD interactions were significant in only 2 out of
45 cases.

To summarize, these multiple regression analyses provided consistent and robust support for the
arc search procedures and for structural distance, but failed to show effects of causal strength and
argument overiap (i.e., two dimensions of constraint satisfaction). We have a plausible
explanation for the finding that causal strength had no impact on answer production scores and
GOA judgments. Individuals may need a sufficiently deep level of understanding about the topic
before they can construct causal interpretations of the events. That is, an analysis of temporaliity,
operativity, necessity, and sufficiency requires a rich body of worid knowledge. The college
students probably had a very superficial understanding of the 24 texts 5o effects of causat
strength failed to emerge.

gcision latencias for GOA judoments. We analyzed the decision latencies of the GOA
judgments in the above experiment. The mean decision latencies varied from 2.16 seconds for
CONS questions to 3.16 seconds for when{before) questions. Table 3 shows the outcome of

the multiple regression analyses on the decision latencies. The regression equation significantly
predicted latencies in all 15 equations and accounted for 12% of the item variance.

Table 3 shows bela-weights for the arc search, structural distance, and causal strength predictors.
Arc search was significantly positive in 8 out of 10 analyses in which legal answers were
antecedents (mean beta = .23); in these cases, decision times were ionger for legal answers than
for illegal answers. Arc search was not significant in any of the analyses in which consequences

~ -
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were legal answers, i.e., CONS, when(before), and 3 why(in order). Structural distance was
significantly negative in 7 out 15 analyses; the sign was negative in 13 analyses. Thus. the
decision latencies decrease as a function of the number of arcs batween the queried avent and
the answer event. Causal strength was signfiicant in only 1 out of 15 analyses. Topic famifigrity
and argument overiap did not have a consistent significant impact on decision latencies. In follow-
up multiple regression analyses with interaction terms (AxC, AxD, CxD, and AxCxD), only 4 out of
the 60 interaction terms were statistically significant,

The fact that GOA latencies decreased as a function of structural distance is incompatible with a
spreading activation exptanation of distance effects. A spreading activation explanation would
predict a positive relationship between distance and latencies. The structural distance evaluation
reflects discrimination processses rather than search processes {Wagener & Wender, 1990). That
is, it is more difficult to discriminate the relative temporal order of two avents when the two events
are structurally close.

Ay comments on axposi 2xi studies. These studies showed consistent support for
the arc search procedures and structural distance, but very litte support for constraint satisfaction
(causal strength and argument overiap). The fact that the constraint satistaction came up empty
suggests that the comprehenders must have a deep level of domain knowiedge before they can
assess causal relationships between events; the colisge students in this study probabily did not
have an impressive amount of background knowiedge for the scientific mechanisms depicted in
the text.

The arc search procedures and structural distance would go a long way in converging on a small
number of good answers 1o a question. Given that the texts in this study had 5 events, there were
4 explicit candidate nodes that were potential answers to each question. On the average, hall of
these answers would be pruned out by the arc search procedure, which woukd pursue elther
causal antecedents or causal consequences but not both. Structural distance would further
decrease the space because answer quality decreases exponentially as a function of the number
of arcs between the candidate nods and the Queried node. According to our best-fit estimates of
the dampenning curve, 1.3 out of the 4 Yodes would be good answers, a convergence ratio of
33. As the database grows in volume and the graph structures have more diverse paths, the
convergence ratio gets closer 10 0 (Graesser & Franklin, in press).

With one exception, QUEST's arc search procedures are adequately captured in Figure 6. The
exception lies in the why questions, which interact with type of knowledge domain. Causal
antecedents are prevalent when why-questions are answered in the context of physical systems
whereas causal consequences are more prevalent when technological and biological systems are
probed. This difference was explained by postulating that a telsological goal hierarchy was
superimposed on the networks in biological and technological systems, but not in physical
systems.

In a series of studies we collected question answering prolocols and GOA judgments after college
students comprehended simple narrative texts. Unlike the axpository texts in the above studies,
college students generate a large volume of knowledge-based inferences when they
comprehend simple stories and scripts. According to some estimates, the voiume of knowledge-
based inferences is 4-5 times greater in narrative text than expository text (Graesser, 1981;
Graesser & Clark, 1985). The actions and events depicted in narative have a close
correspondence to mundane everyday experiences so inference mechanisms are more
automatic. Namative is an excellent genre 1o study because there is an extensive interplay
between episodic knowledge and generic knowiedge.
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Therehasbeenamdaalots::ppoanUEST‘sm'emme machanisms in studies that
have collected question answering protocols afier subjects comprahend narratives {Graesser,
19/8, 1981; Graesser & Clark, 1985; Graesser & Murachver, 1985; Graesser el al., 1980;
Graesser et al., 1981). Answer production scores for why, how, when, where, enable, and CONS
questions are significantly predicted by QUESTSs arc search procedures, by structural distance,
and by many dimensions of constraint salisfaction. These findings were reported in studies
published hefore this contract, so they will not be covered in this report. The research conducted
in this contract focused on GOA judgments for question-answer pairs after subjects
comprehended shomn narmative passages. This research has been written up in two studies
(Goiding, Graesser, & Millis, in press; Graesser, Lang, & Roberts, 1989).

College students at Memphis State University first read one of two stories and then judged the
quality of particular answers to particular questions about actions and events in the story. One of
the stories is provided below, foliowed by two example question-answer pairs.

Ihe Czar and his Daughiers

Once there was a Czar who had three lovely daughters. One day the three
daughters want walking in the woods. They were enjoying themselves 50 much that they
forgot the time and stayed too iong. A dragon kidnapped the three daughters. As they
were being dragged off, they cried for help. Three heroes heard the cries and set off 1o
rescue the daughters. The heroes came, fought the dragon and rescued the maidens.
Then the heroes retumed the daughters 10 their palace. When the Czar heard of the
rescus, he rawarded the heroes.

Why did the heroes fight the dragon?
The dragon kidnapped the daughters.

Why did the heroes fight the dragon?
The daughters were frightensd.

The first answer 1o the question refers to an action that is expiicitly stated in the text whereas the
second answer is a knowledge-based inference. Our goal was to test QUEST's ability to explain
GOA judgments and decision latencies both for answers that were inferences and for answers
that were explict text statements.

The procedure for collecting GOA judgments and latencies was exactly the same as that
described for the study on expository text. On each trial the subjects read the question at their
own pace by pressing a button, After a brief .5 second delay, the screen was erased and replaced
with the answer. The subject indicated their GOA judgment by pressing one of two buttons (BAD
answer versus GOOD answer). in some studies we collscted discrete GOOD/BAD judgments
whereas in others we collected GOA judgments on the following 4-point scale: (1) bad answaer, (2)
possibly an acoeptible answer, (3) moderately good answer, and (4) very good answer. Latencies
were not analyzed when Judgments were collecied on the 4-point scale. Fifty subjects provided
binary GOA judgments whereas 60 provided GOA ratings. An equal number of subjects were
assigned to each of the five question conditions.

Materjals. The narralive iexts were two short siories that have been investigated extensively in
pravious studies (The Czar story and a story about an ant and a dove). Five intentional actions and
4 events were selected as queried nodes from each passage, yielding 18 queried nodes
altogether. For example, the queried actions selected from the Czar slory were: The daughters
walked in the woods, the dragon kidnapped the daughters, the dragon dragged off the
daughters, the heroes fought the dragon, and the heroes returned the daughters to the palace.
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Sixteen answer nodes were associated with each of the 18 queried nodes, yislding a total of 288
question-answer tems. The same 288 ilems were collected for each of five question categonies:
why, how, when, enable, and CONS. The wording of the questions and categories varied
somewhat among the question categories. For exampie, if the queried nods was
{ought the dragon, then the five questions would be: Why/how/when did the heroes fight the
dragon?, What enabled the heroes to fight the dragon?, and What are the conseguences of the

herg fighting the dragon?.

Most of the answers 10 the questions were inferences (82%) as opposed to explicit statements in
the passages. The inferences were sampled from question answening protocols collected by
Graesser and Murachver (1985). Inthat study, Q‘A protocols were coliected for each explicit
slatement in the two stories. Each passage statement was prebed with the five question

of statement N-2, N-1, N, N+1, and N+2, such that N rafers to the queried node. The answer
distributions associated with passage statement N were weighted highsr than the other positions.
A nodewaseﬁnﬁnmedfmmmsanwuﬂwasastyhspecﬁca:bn(e.g.,xOowmwwy) ora
time index (e.g., in the aftemoon, yesterday). We focused on answers that were evants, states,
actions, and goals bacause nodes in these categories can be articulated as compiete sentences.

When the answers were prepared, the events and states were articulated in exactly the same way
across thw. five question categories. Events and states were declarative sentences in the past
tense, with no connectives preceding the statement (e.9., The daughters were frightened, it was
a nice day). However, there were fluctuations among question categories as fo whether an
answer was articulated as an action {e.g., The dragon kidnapped the daughters) or a goal (The
dragon wanted to kidnap the daughters). The rules for articulating the answers uniiormly gave an
answer its best shot at being judged as a good answerto a question (Graesser, Lang, & Roberts,
1989).

iable : i85 These were three dependent measures: GOA rating
(on the 4-point scale), GOA judigment (the binary GOOD/BAD decision), and GOA judgment
latency. Three separate sets of multiple regression analyses were performed, corresponding to
these three dependent measures. Whenever a multiple regression analysis was periormed,
variability among question-answer tems (averaging over subjects) served as an enor term; the
beta-weights repor.od in the subsequent tables are based on these item analyses. Howsver, in
all tests of siatistical significance, we assessed variability among subjects in addition to variability
among tems. When variabiily among subjects was assessed, we performed multiple regression
analyses on individual subjects and tested whether the beta-weights of each predictor
significantly differed from 0.

The predictor variabigs in each regression analysis are listed and specified below. Some predictor
variables were theoretically interesting from the perspective of the QUEST mode!, namely those
associated with the convergence mechanisms and ihe information sources.

a
fa't
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(1) Arc seach. The question-answer item received a score of 1 # there was a legal path of arcs
between the entry node and the answer node in the database. The score was 0 i there was no
legal path. nmubawmmuaxmmdtndmexpﬁclpam nodes. When the
answer wias an inference, #t was piaced at s "“virtual focation” in the textbase, as # the imerence
were an explict stalement. The arc search procedures differed among the five question
categories (as discussed in Graesser & Clark, 1985; Graesser & Murachver, 1985), 50 the values
on this variable dependad on the question category undsr consideration. The mean arc search
scores were .55, .46, .68, .68, and .40 for the why, how, when, enable, and CONS questions,
respectively.

{2) Stnyctural distance. This was the number of arcs between the entry node and the answer
node in the textbase. Whensver two nodes were on multiple paths, structural distance was based
on the shortest path. The mean score was 1.7 arcs.

(3) Lonsiraing satistagtion. This variable measured the extent to which the answer satisfied a set of
semantic and concepiual constraints of the queried node. The values varied from 0 to 1 on each
dimension, specifying whether the constraint was not satisfied versus was satistied, respectively.
There ware five dimensions: argument overlap, causal strangth, femporal compatibility, planning
compatibiilty, and plausiility. These dimensions were defined earlier in the section that
described the QUEST model. Two independant raters provided judgments on each dimension
and achieved a satisfactory degree of reliability {i.e., beiween .75 and .96). Anover:- | constraint
satisfaction score was computed, consisting of the average of these five dimensions: the mean of
this scorae was .65.

her o ! ion sources. This variable was the number of generic information
sources that would supply the answer to the question. Each content word in the queried node
served as a potential information source. Dacisions needed to be made as to whether a particular
answer was stored in a given information source (e.g., whether the node X is frightaned is stored
in the GKS for FIGHTING). Thess decisions were based on sampies of data collected by Graesser
and Clark (1985). Graesser and Clark extracted the content of each GRS associated with 1he iwo
slories. The content wis exiracted empirically by a "free generation plus guestion answering
method;” subjects in one group generated lists of typical properties, actions everts, and other
nodes in a particular GKS whereas subjects in another group answered questions about the
content extracted from the free generation sample. Associated with each GKS was a list of
stalement nodes that were generated by 2 or more subjects. Regarding the present study, an
answer was scored as coming from an information source if  was a member of the Graesser and
Clark node list for that information source. An average answer was a member of approximately 1
generic information source (mean equal .92).

(5) Yerbatim statement. This variable specified wheiher the answer was explicilly meittioned in
the passage (vakie = 1) or whether it was an inference (value = 0). The mean was .18.

(6) Answerproduction scors, This was the likelibood that the particular answer would be
produced when a panicular question is asked in a question answering task. The answer
production scores were extracted !-~m the empirical answer distributions collected by Graesser
and Murachver (1985). The mean answer production score was .06.

(7) Quered action/avent. The queried node was either an intentional action (vakse = 1) or an
event (value = 0),

(8) Slory. The Czar story received a value of 1 whereas the Dove story received a value of 0.

Correlation materices were prepared in order t0 assess whether there was any serious problem of
collinearity among predictor variabies. A correlation matrix was prepared for each of the five

"
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was graater than .40; there was a positive correlation between number of content words and
numbér of syllables, [ = .68. Another 8 correlations had absotute vauss of .21 1o .40. Therefors,

91% of the correlations weare small or modest.

. . Tha mean GOA judgments were .40, .43, .39, .51, and
.50 for why, how, when, enabla, and CONS questions, respectivaly. The mean GOA ratings were
1.99, 2.07, 2.51, 2.32, and 2.37. Table 4 presents the outcomes of the multiple regression
anaiyses on the discrete GOA judgments and the GOA ratings. Beta-weights are presented for 8
predictor variables, segregated by question category. When averaging over question categories
and considering em variance, the muliple regression equations accounted for 50% of the
vammmemwmamsmmmmamAm All of the multiple
regression equations signiticantly predicted the GOA decisions. Table 4 indicates whether each
predictor variable was significant in the tem analyses and in the subject analyses; we deciared a
predictor as significant if it was statistically significant in both the item analysis and subject analysis.

The regression equations were almost identical for the binary GOA decisions and the GOA
ratings. This can be illustrated by computing the proportion of beta-weights that had the same
qualtative ouicome, i.e., both were significantly positive, both negative, versus both
nonsignifican. Of the 40 beta-weight comparisons in Tabie 4, 35 had the same qualitative
oulcorme (88%). The vakues of the beta-weights were aiso Quantitatively similar. When the binary
GOA judgments were compared 1o the ratings, the mean beta-weights (averaging over question
category) were virtually identical: arc search (.45 versus .43, respectively), structural distance (-
.09, -.08), constraint satisfaction (.23, .23), iformation sources (.04, .01), verbatim answer (.04,
.0B), answer production score (.26, .29), queried action/event (.01, ~.01), and story (-.02, .05).

Support was found for all three components of the convergence mechanism. Arc search and
constraint satisfaction had significantly positive beta's in ail 10 mutiple regression analyses.
Structural distance had significantly negative bete's in 7 out of 10 equations. The when and
CONS question did not show consistent support for structural distance. In addition, the bivariate
correlations were perfectly compatible with the beta-weights in Table 4.

We performed some follow-up muitiple regression analyses that assessed interactions among the
three components of convergence: arc search (A), structural distance (D), and constraint
satistaction (C). That is, we added four interaction terms 10 the multiple regression equation (AxC,
A<D, CxD, and AxCxD). The three interaction terms significantly increased the amount of
explained variance in the itern analyses from 51% 10 52%. Two natural groups of questions
emerged on the basis of the pattems of 3-way interactions; why, how, and enable questions
formed ona gioup whereas the when and CONS questions formed the other. Significan 3-way
interactions were found for the first group but not the second group. Figure 9 piots the 3-way
interactions for the two groups of subjects, segregating the binary judgments and the ratings.
The b-weights (i.e., nonstandandized regression coefficients) of the three main effects and four
interaction terms were used to gonerated the vakues in Figure 8. As shown in Figure 9, structural
distance consistontly yielded flat lines for when and CONS qusstions. For why, how, and enable
questions, however, structural distance significantly decreased GOA scores for the legal answers
that failed to satisfy constraints and for the illegal answers that satisfied constraints: the other two
lines were essentially flat.
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The above results failed to support a sequential model which assumes that the arc search
procedure is executed before constraint satisfaction. if anything, these two components are
performed simulaneously and appear to be additive. Both legal and iflegal answers show robust
etfects of constraint satisfaction. The AxC interaction term was nonsignificant in 7 out of 10
analyses, an outcome that would ten fo support an additive model. The GOA judgments were
consistently higher for illegal answers that satisfy constraints than for illegal answers that fail to
satisty constrainls. The data consistently argue against a sequential moda! in which the arc search
procedure is executed prior to the constraint satisfaction component.

We performed a set of multiple regression analyses which segregated the five dimensions of
constraint satisfaction. When averaging across the 5 question categories and two GOA scales,
the mean beta-weights were -.02, .10, .03, .14, and .19 for argument overlap, temporal
compatibifity, planning compatibility, plausibiiity, and causal strength, respectively. Causal
strength was significant in all 10 analyses; temporal compatibifity and plausibility were each
significant in 7 analyses; planning compatibiiity was significant in 4 analyses; and argument overlap
was significant in only 2 analyses (with one positive and one negative beta). When considering
these 30 significant effects, 29 were in the direction that would be predicted by QUEST.
Therefore, there was evidence for 4 out of the 5 dimensions of constraint satisfaction.

Multiple regression analyses were performed on those answers that had answer production
scores of 0. These answers 10 a particular question were never generated by subjects who
supplied Q/A protocois in the Graesser and Murachver (1985) study. The same regression
analyses were perfomed as those in Table 4 except that answer production scores were dropped
‘~ecause the vaiue was aways 0). All 10 equations siginificantly predicted the GOA judgments,
accounting for 39% of the tem variance overall. The beta-weights were quaiitatively and
quantitatively the same as those in Table 4. Of the 70 beta-weights in these analyses, 65 had the
same qualitative outcome as those in Table 4. The mean beta-weights of the theoretically
interesting prediclors were quantitatively similar for (a) the entire answer sampis and (b) those
answers with an answer production score of 0: Arc search (.44 and .44, respectively), constraint
satisfaction (.23, .28), structural distance (-.09, -.09), generic information sources (.03, .02), and
verbatim answer (.05, .04).

The multiple regression analyses consistently falled 1o support the prediction that GOA
judgments would increase as a function of number of generic information sources. Only 1 out of
the 10 analyses in Table 4 showed a significant effect for this predictor. As discussed earlier,
there was some foundation for anticipating a = vilinear relationship between number of generic
information sources and GOA. Specifically, answers that come from many information sources are
uninformative whereas answers from no information sources are sometimes difficult 1o interpret.
In order to test for a possible curvilinear relationship, we performed 10 regression analyses with
two predictors: Number of information sources (i) and i**2. The I**2 term was not significant in any
of the analyses. When we restricted our analyses 1o legal answers that passed the arc search
procedure, again there were no significant I"*2 terms. Finally, we assessed whether | interacted
with any of the other predictor variables and once again came up empty.

ion latencies # A juidgments. Mean decision latencies for the binary GOA judgments
were 2.39, 2.40, 2.79, 2.51, and 2.69 seoonds for why, how, when, enabie, and CONS
questions, respectively. When we performed multiple regression analyses on these latencies, we
included number of content words, number of syllables, and word frequency as prediciors in
addition to the other 8 predictors in Tabile 4.

Table 5 presents the beta-weights from the muttiple regression analyses, segregated by the 5

question categories. Separate analyses are presented on the complete set of tems and those
question-answer-itemns with answer production scores of 0. Each of the 10 regression analyses
was statistically significant, accounting for a mean item variance of 35%. The beta-weights were
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quantitatively sirnilar betwesn the complete item set and the set with answer production scores of
0: Arc search (.04 versus .0B), structural distance {-.04, -.03), constraint satistaction {.02, .00},
information sources (.04, .07), verbatim answer (-.07, -.07), queried actiorvevent (.00, .00}, story
(.17, .13), content words (.22, .22), syllables (.28, .28), and word trequency (.00, .00).

Accordmgmthebetamlgluhnbles.bgalansmmwhy. how, and enabile questions
tended to have longer latencies than the illegal answers. In contrast, the arc search beta-weights
for when and CONS quastions wera either nonsignificant or negative. it shouid be noted that the
same patterns of data occurred for the expositofy texts reported earlier. The beta-weights for
structural distance were negative in 8 out of 10 analyses, but were never significant. The fact that
they were negative is entirely consistens with the earlier studies of expository text. The beta-
weights for constraint satisfaction were significant in only 1 out of 10 analyses.

We performed follow-up multiple regression analyses 1:.at assessed interactions among the three
components of convergence (AxC, AxD, CxD, AxCxD). The 3-way interaction was significant in
only 2 znalyses and these two did not have similar pattems of latencies. Therefore, we performed

decision lalencies than the answers that either failed or succeeded on both components; this
difference was .29 second.

Y O SIUGIOS ON namative text. All three components of QUEST's convergence
mechanism were supported in our analyses of GOA judgments: Arc search, structural distance,
and constraint satisfaction. The patierns of GOA judgments and decision latencies provided
some clues about the umwonmngmemwomammcommm. The processing of
why, how, and enable questions were somewhat differant from that of when and CONS questions
(as was the case for the studies on exposiory text). Consider first the why, how, and enable
Questions. The arc search and constraint satisfaction components are apparently executed in
parallel. When output from the two components were in agreement (i.e., both GOOD or both
BAD), then the appropriate decision was made. More time was needed o determine that the
answer is modmanﬂwwmhbad;goodammmmmbmneﬁabesawm
whereasbadamerscmbedeteaodassoonasthemsatajkmonafewcmeﬁa. When the
output from the arc search component is positive, but the output from the constraint satisfaction
component is negative, then additional time was needed 10 evaiuate the answer on structural
distance. Subjects apparently used structural distance as a criterion fo: breaking a tie between
the arc search and the constraint satisfaction components.
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The structural distance evaluator consists of a process of judging distance rather than a process of
searching through a structure. 1f anything, the decision iatencies wers faster for znswers that
were at greater distances from the queried node. Any mechanism that emphasizes search
processes, such as spreading activation or marker passing, woulkd have predicted longer latencies
for structurally distant answers.

Structural distance did not play a significant role when individuais judged answers io when and
CONS questions. The arc search and .onstraint satistaction components were processed in
pdrallel, with no speed advaniage for good answars over bad answers. In should be noted that
Graesser and Murachver (1985) aiso reported that structural distance piays a minimal role for
CONS and when gusstions in Q/A tasks.

There was no evidence for a sequential ordsr in the processing of arc search and constraint
satistaction. These two components combined in an additive fashion. However, there was
evidence for sequential processing when structural distance was analyzed. Structural distance
was evaluated after the arc search 2nd constraint satisfaction components were compiated (in the
case of why, how, and enable questions). That is, arc search and constraint satisfaction preceded
structural distance evaluation.

The number of generic information sources had a negligible impact on the GOA judgmenis and
latencies. One reason for this null effect may be that the textbase involved simple stories with
very familiar content words. The content words triggered GKSs that were well learned and highly
automatized. Perhaps expository texts on difficult unfamiliar fopics woukd show greater effects of
multiple information sources.

We collected GOA judgments and decision iatencies for question-answer pairs in the context of
generic knowiedge structures. College students were tested on approximately 500 triais that had

the foliowing phases:

Genaric concapl: Consider the concept of HOME
Bead question: How does a person clean the house?
[Subject presses bution followed by .5 second pause].
Jugdge answer: The person gets a broom.
[Subject presses BAD or GOOD answar button]

The subject received different generic concepts from trial to trial. GOA judgments were collected
for why, how, enable, and CONS quaestions in the context of 8 different generic knowledge
structures: time, tree, home, child, hero, crying, walking, and fighting. These B GKSs covera
broad Jandscape of concepts: abstract concepis, plants, locations, humans, events, and
intentional actions. These concepts are broadly distributed among Keil's ontological categories
(Keil, 1979).

The 8 concepts were selected from the 51 GKSs that were investigated by Graesser and Clark
(1985). As discussed earlier, Graesser and Ciark used a free generation plus question answering
method {0 extract the content of each GKS; one group of subjects supplied free generation
protocois whereas a second group answered a why and a how question about each statement
node in the free generation set. The tolal set of nodes included all statements generated by 2 or
more subjects. A conceplual graph structure was subsequently prepared for sach GKS, using
QUEST's rules of composition and the representational system specified by Graesser and Clark.
An average GKS contained 166 statement nodes.
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Four intentional actions and 4 events were selected as queried nodes in each GKS. The
selsction of answers was slightly different for queried actions and events. For each queried
action, there were 15 answer nodes; these nodes were selected using a a stratified random

pairs were tested on gach question category (why, how, enable, and CONS). 'The selaction of
items was the same for queried events, except that only 8 answers were sampied per qQueried
node (yiekding 256 unique pairs of queried node and answer node).

Each subject provided responses for 512 ems that spanned all four question categories. Eight
subjects received any given question-answer pair. Separate groups of subjects were assigned to
queried actions versus queried events. The order in which ttems were presented and tested was
randomly dete:mined for sach subject separately. Both the GOA judgment and the decision
latency were recorded by the computer on each trial.

arable ple regres 2lyses. The criterion variables were GOA judgment and
decision latency. The predictors of primary theoretical interest were arc search, structural
distance, constraint satisfaction (the overall measure, as well as the five dimensions of argument
overlap, temporal compatibility, planning compatibility, plausibility, and causal strength). We aiso
scaled each answer on number of information Sources by having trained judges assess whether a
given answer would be stored under each content word in the queried node. For example,
consider the question "How does a person tlsan the house?" and the answer “the person gets a
broom;" the judges assessed whether "X get broom"” is stored under PERSON, under CLEAN,
and under HOUSE (using a 3-point scals). Answer production scores ware computed for each
qQuestion-answer pair by collecting Q/A protocols from a sampie of colisge students at Memphis
State University.

In addition to the above theoret.cally interesting predictors, there were several predictors that
were of less interest. These Included the 8 dummy coded variables corresponding to the 8
concepts, and dummy coded variables corresponding to different groups of subjects who
received particular Rem sets. We also included the number of content wOrds in the answer, the
mean imagery rating per content word, the mean word frequency per content word (the
logarithm), and number of syllabies in the answer whenever decision latencies were analyzed;
these variables are known to substantially influence reading times (Haberlandt & Graesser, 1985).

GOA judgments. Table 8 presents the outcome of the multiple regression analyses on GOA
judgments. GOA judgments were significantly predicied in sach of the 8 analyses, accounting for
an average of 35% of the item variance. The arc search component was significant in ali 8
analyses (mean beta = .31) whereas most of the analyses showed significant effects of structural
distance (beta = -.12) and constraint satistaction (beta = .168). Answers had higher GOA
iudgmentswnymmedanodainmeverbGKS(maanbeta- .13) and in a GKS associated with
a noun {beta = .07). Therefore, answer quality increased as a function of the number of
information sources supplying the answer. Once again, GOA judgments were predicied by
answer production scores (beta = - . 4).

Analyses were performed on the interaction terms associated with the convergence components
in exactly the same way that interactions were analyzed in the study on narrative text. The four
interaction terms (AxC, AxD, CxD, and AxCxD) increased the amount of expiained item variance
from 35% to 37%. The patterns of interactions were Quite compatible with our analyses of
narrative text (see Figure 9). None of the 8 interaction terms were significant in the case of CONS
Questions. Regarding why, how, and enable questions, 9 of the 24 possible interaction terms
were slatistically significant (3 significant effects for the AxD, AxC, and AxCxD interactions). The
patterns of the interactions closely replicate the pattems in Figure 9, so we will not plot them in this
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report. Structural distance did not influence GOA judgments when arc search and constraint
satistaction were in agreement (.., both were GOCD or both were BAD). When there was &
disagreement, however, then GOA decreasad as a function of structural distance: there was a
particularly steep slope for legal answers that falled constraint satisfaction.

We perfor.ned some follow-up multiple regression equations that segregated the five dimensions
of constraint satistaction. The mean beta-weights for the five dimensions were: argument overlap

(.07), temporal compatibility (.07), planning compatibility (.12), plausibifity (.13), and causal
strength (.00). The parcentage of significant beta's was 42%.

GOA decision latencies. The multipie regression analysas on the decision latencies ware not very
promising. The arc search component was significant in only 2 out of 8 analyses; the mean beta
was -.04, opposie in sign to the beta's in the narrative study. As with all studies In this contract,
structural distance had a negative beta in all 8 analyses (mean = -.05) and was significant in 3
analyses. The overall impact of constraint satisfaction on latencies was 0. Verb GKS, Noun GKS,
and even answer production scores were rarely significant (3 out of 24 analyses). When we
analyzed the interaction terms among the convergence components, the effects were rarely
signiticant (4 of 32 analyses and no agreement in the signs of the significant beta’s).

Summary of findings. The GOA judgments showed the same patiems of data for the generic
knowledge structures and the narrative passages. There was evidence for all three components
of convergence: arc search, structural distance, and constraint satisfaction. These three
components showed an interesting interaction in the case of why, how, and enable questions
(see Figure 9) but not for CONS questions. Structural distance has an impact when arc search
andconstmnsmisfambnhaveoomwingoummmmnmenmcomponemsmm
agreement. Regarding decision latency, the times decrease as a function of structural distance, in
support of a comparative judgment machanism rather than spreading activation. Otherwise, the
latency data were not particularly interesting for GKSs.

A series of studies tested QUEST's arc search procedures in the context of naturalistic
conversation and complex pragmatic environments (Graesser, Roberts, & Hackett-Renner, in
press). In the previous experiments discussed in this repon, the pragmatic context was restricted
and perhaps unnatural. The texts were short, unteresting, and pointiess. The true questioner
was unknown and the motivation of the questions was unclear. The questioner (e.g.,
experimenter, bookiet, computer) did not genuinely seek knowledge from a knowledgeable
information source. in order to assess whether QUEST is a general model, we tested QUEST in
three different naturalistic contexts:

(1) A telephone survey on historical or current events (e.g., the Titanic sinking, Hinkley
attempting to assassinate Reagan).

{2) A business interaction in which a customer asks a clerk a question (e.g., How does 3
rerson get 3 cradit card? in a bank)

(3) An interviaw between an expert and a host on a popuiar television program or
educational film (e.g., Nightline with Ted Koppe!).

if the arc search procedures of QUEST can account for a substantial proportion of the answers in
these contexts, then we would be impressed with the scope and extemal validity of QUEST.

There are ample reasons for being skeptical about the external validity of QUEST. Questions and
answers are embedded in convarsations. The content and constraints of a conversation can
potentially transform the "literal meaning” of a question and thereby radically alter appropriate

Lo
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replies. Stmse.fofexanp!e.!m:amstomrvisnsausadwbt. points to a car, and asks the
salesperson: Why is this 1985 Buick so expensive? Some replies are presented below.

(1) The engine Is in perfect condition.

(2) This 1983 Chevy is in good condition.
(3) Why don' you look at this 1983 Chevy?
{4) What price range are we looking at here?

Reply 1 woukd be accepted by QUEST; & specifies a causal antecedent fo the Buick being
expensive. Replies 2, 3, and 4 would be reasonabie replies to the question in the conversation,
but these replies are not accomodated by QUEST. Reply 2 does not address the questio~. The
salesperson inferred, by virtue of the customer's question, that the customer couldnt afford the
Buick so the salesperson recommencded a less expensive car. Reply 3 is syntactically a question
but functionally a directive; neither of these speech act categories are accomodated by QUEST.
Reply 4 is a question, both syntactically and functionally, and therefore is beyond the scope of
QUEST.

Answers 1o questions in naturalistic conversations are constrained by the speech participants’
goals, plans, and common ground. These pragmatic components were discussed earlier when
the QUEST model was articulated. To the extent that the goals and plans become more complex,
questions are less likely to be simple information seeking utterances. For example, the questions
may be directives, indirect requests, conversation moniors, or rhetorical devices. To the extent
that the common ground between speech participants is vary high, one would expect more
violations of QUEST and perhaps more humorous or sarcastic replies.

The above considerations ilustrate some potential limits of QUEST but do not imply that the
model is useless. QUEST would be quite useful ¥ it couki account for 80% of the answers in
naturalistic conversations, with the other 20% being expilained by components at the leve! of
conversational meaning.

We analyzed the replies that individuais gave to why, how, when, and CONS questions in the
three pragmatically compiex environments. We classified each stalement node in a reply into one
of 17 answer categories. Two trained judges reliably categorized the statement nodes {with
reliability scores of .85 or higher among the three studies). Nine categories involved "primary
topic information” whereas 8 categories involved "pragmatic* information. The primary topic
information consisted of the events and activitiss referenced by the question (i.e., the event of
the Titanic sinking, the procedure of oblaining a credit card). in contrast, the pragmatic information
addresses (a) the answerers attitude and reactions to the primary topic information and {b) the
social, communicative interaction between the questioner and answerer,

it the answer was primary topic informaticn, it was assigned to one of the following 9 categories:
causal antecedent, causal consequence, causal antecedent of causal consequence,
superordinate goalaction, subordinate goalaction, consequence of subordinate action, time
index, location index, and style specification. For any given guestion category, only a subset of
these categories constitutes legal answers. The legal answers to the guestions are specified in
Table 7. Only 38% of the cells in Table 7 are legal.

We adopted D'Andrade and Wish's (1985) taxonomy of speech acts in cur analysis of the
pragmatic iformation. Their classification scheme not only has a solid theoretical foundation in
speech act theory, but also can be used reliably by trained judges. D'Andrade and Wish's scheme
has seven categories: Assertion, question, request/directive, reaction, expressive evaluation,
commitment, and declaration. We included ons additional pragmatic category, called "support
information,” which supports or motivates the spesch acts in the above pragmatic categories. it
should be noted that a statement node was assigned to one of these pragmatic categories only if
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it did not refer to the primary topic information. Ali of the answers in the pragmatic categories were
considered violations of the QUEST model. Thersfore, only 18% of the 17 categories would be
accomodated by the arc search procedures of QUEST.

Telephans survey study. Experimenters telephoned citizens in the Memphis community,
introduced themseives as researchers at Memphis State University, and asked them one
question about a historical event or action. The question categories were why, how, when, and
CONS questions. Therefors, the following four questions wouid be generated from the svent
Ihe Titanic sank: Why did the Titanic sink?, How did the Titanic sink?, When did the Titanic sink?,
and What were the consequences of the Titanic sinking?

Tweive events and intentional actions were queried with these four types of questions: The
Titanic sank, the space shuttie Chailengsr blew up, Governor Dukakis lost the 1988 prasiiential
election, the US inflation dropped, Hinklgy attempted 10 assassinate President Reagan, whale-
huntembhedhmeﬂonmmwememmm.mmmtodanopenm
policy in Russia, iran's Ayatolah released the US embassy hostages, the US pulied out of
Vietnam, the Olympic games were established, Nixon got involved with Watergate, and Bush
chose Dan Quayle as his presidential running mate, Given that there were 12 queried
events/actions and four question categories, there were 48 unique questions altogether.

The questioners were 7 research assistants at MSU. The questioners introduced themseives and
provided some background information baefore they asked the question. The questioners stated
that they were researchers at MSU, that they were conducting a brief Survey on current events
and historical svents, and that they had only one question fo ask. The questioners asked
whether the answersr would be wiiling to compiete the survey. If the answerer complied, then the
questioner asked the question and the answer was taperecorded. Each quaestioner collected
one observation for sach of the 48 questions. The answerers were 336 citizens in the Memphis
area who answered the telephone and supplied cooperative answers. Answers ware deleted and
replaced #f the person hung up the telephone or answered "} dont know."

The answers were segregated info statement units according to Graesser and Clark's (1985)
representational system. Each statement node was then assigned to one of the 17 answer
categories specified above. The number of statement units produced by why, how, when, and
CONS questions was 119, 141, 80, and 134, respectively. The total number was 484, 0r 1.4
statement node per reply.

When considering all four question categories, 94% of the answers referred to primary topic
information whereas 6% involved pragmatic information. Within the categories of primary topic
information, very few of the answers violated QUEST’s arc search procedures. The percentages
of viclations (within primary topic information) were only 5%, 3%, 2%, and 7% for why, how, when,
and CONS questions, respectively. None of thess percentages significantly differed from 0. The
answers in the pragmatic categories are considered QUEST violations in addition o the violations
within primary topic information. When all violations are considered, the percentages of violations
were 11%, 8%, 6%, and 15% for why, how, when, and CONS questions. in summary, only 10%
of the answers violated QUEST's arc search procedures; only 4% of the answers referring fo
primary topic information were QUEST violations.

The telephone survey context has a number of distinctive pragmatic assumptions that must be
considered. The questions are not genuine information seeking questions in the sense that the
questioner is seeking information from a topic expsrt. The questioners are not asking questions
in order to fill gaps in their knowledge base about the THanic. Instead the questioners are seeking
information about the beliefs, attitudes, and expectations of the general public. They are testing
the answarers about their knowledge of historical events, in a similar fashion that teachers quiz
students. That is, the relevant pragmatic mode is "make me know that you know™ rather than the

.
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pragmatic mode of a genuine information seeking question {l.e., "make me know what | dont
know").

Business transactions. College students pretended they were customers and asked clerks
questions at local businesses. For example, a questioner walked into a bank and asked a teller
How ApRwson gel a crad card? The teller's answer was tape-recorded and later transcribed.
Compared to t temmmy.mmmsseomextpfovmammmpﬂma
foundation for genuine information seeking questions. The questioner went to an exper on the
lopic under the guise of needing information,

The questioners ware 24 students in a research methods course at Memphis State University.
The answerers were 144 clerks and other personnel at local businesses in the Memphis
community. Each questioner collected 6 QYA protocols. Altogether, there were 9 questions,
each of which was asked in a particular setting with appropriate props. The questions are listed
below, with settings in parentheses.

Why are people geiting compact disk players? (stereo store)

Why wouki a person buy expensive sneakers? (shoe stors)

Why would a person take vitamin E? (pharmacy)

How does a person get this credit card? (bank)

How would a child play with this toy? (toy store)

How do you cook rice? (supermarket)
Whatwouidhappenmpmmmeinmefreazer?(bakery)

What would happen if | wore another person's glasses for a week? (eye doclor's office)
Wha:wouuhappenﬂlwommisatawedGW?(cbuﬂngstore)

We manipulated the context that preceded the question. In half the obsarvations, there was no
context except for the expression "Excus? me.” In the other half of the observations, the
Guestion was preceded by one or two context sentences that clarified the questioner's motives
for asking the question. However, the data analyses showed no differences between the two
context conditions so the data are coilapsed in this report.

The QlApmocolsmana!yzedmmesamwayashmetelephonemmysxudy. The mean
number of statement nodes per answer was 5.1, 4.3, and 3.7 for the why, how, and CONS
Questions, respectively. The vast majority of the 634 statement nodes were from primary topic
information (78%) rather than pragmatic information (22%). The percentages of answers in
pragmatic categories varied among question categories, with means of 23%, 12%, and 34% for
why, how, and CONS questions, respectively. Nearly all of the answers within the primary topic
information were consistent with QUEST. The percentages of QUEST violations wers 3%, 0%,
and 8% for why, how, and CONS questions.

Eimed interviews. Some of the filmed interviews were of experts on topics in science (i.e.,
Conversations with David Myers, the Brain Series, and the Human Animal Series). The other
interviews were of popular or contreversial individuals on television programs (i.e., the Phil
Donohue Show, Nightline with Teo Koppel, and the McNelVLehrer News Hour). The fact that
these interviews are tilmed acids an important ievel of pragmatic complexity. in particular, when a
person answers a question, there are two classes of listeners that must be taken Into
consideration. First, there is the interviewer, the person who asks the question. Second, there is
the audience who views the fiim. In this sense, two dialogues are actually being heid. This added
complexity would presumably increase the number of goals and constraints in the goal structure
of the person being interviewed. Given the added compiexity in these media events, one might
expect the QUEST model to be challenged more severely.

LRSS o
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We analyzed the questions and answers in 12 hours of the above fimed interviews. A tolal of 4368
questions were recorded during the interviews. There were 28 why questions and 41 how
questions, whereas the when and CONS questions wera very low in frequency. Therefore, we
restricted our test of QUEST to the why and how questions. The overall number of statement
nodes in the answers was 94 for why questions and 143 for how questions. The mean number of

nodes per quastion was 3.6 and 3.3 for why and how questions, respectively.

The answers were analyzed in the same way as in the telephone survey and business transaction
studies. The vast majorily of answers consisied of primary topic information {75%) rather than
pragmatic informatic n (25%). Analyses of the primary topic information revealed that the
percertages of QUEST violations were 17% and 4% for why and how questions, respectively.
When considering all answars, 68% ware consistent with QUEST.

Summary of three studies. The three studies robustly supported QUEST's arc search procedures
when we consider the primary topic information. Nearly all of these answers (95% across the three
studies) were legal answers. Most of QUEST'S violations consisted of pragmatic categories
outside of the scope of the model. The mos! frequent pragmatic categories in our Q/A protocois
were assertions (which were not pant of the primary topic information), counter-questions,
requests, directives, and expressive avaluations. The proportion of answers that occurred in the
pragmatic categories increased as a function of the pragmatic comnlexity of the conversational
interaction. Aoccording to our analysis of the goals and pragmatic constraints, there was the
following order of the three cortexts on pragmatic complexity: survey < business transaclion <
interview. The comresponding percentages nf answers in the pragmatic calegories were 6%,
22%, and 25%.

There are a number of mechanisms that could expilain the QUEST violations. One mechanism
focuses an the planning and agenda of speech participants. A reply might not answer the
immediate question, bul instead address the implicit goals of the questioner and answerer. A
second mechanism consists of transforming the teral question into a differemt question that
seems more appropriate in the context. A third mechanism involves the common ground
between questionsr and answerer. When the common ground is extremely high and new
information is difficull to come by, the replies might be humorous, sarcastic, or "off the wall.”
When the common ground approaches zero, one might have trouble formulating any answer
{e.g.. a stranger approaching you on the street and asking “Why are peopie gelting compact disk
players?”). A fourth mechanism addresses whether the question is a genuine information
seeking question (see van der Msij, 1987). There should be more QUEST violations to the
extent that a query deviates from being a genuine information seeking question.
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Table 1
Composition Rules for Six Categories of Arcs
A = source node
B = end node
CONSEQUENCE (C) A causes or enables B
A precedes B in time
{event | state | style} --C--> {event ! state | style}
IMPLIES (Im) A implies B
A and B overlap in time
[event | state | ~'vle} --Im--> [event | state | style )}
REASON (R) B is a reason or motive for A
B is a superordinate goal of A
(goal) --R--> (goal)
MANNER (M) B specifies the manner of accomplishing A
A and B overlap in time if the goals are achieved
(goal) --M--> (goal | style)
(style) --M--> (style)
OUTCOME (0) B specifies whether or not the goal in A is
| accomplished
(goal) --O--> {event ! state | style)
INITIATE (D) A initiates or triggers the goal in B

{event | state | style} --I--> (goal)
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Table 2
Beta-weights from Multiple Regression Analyses on Answer
~Production Scores (Expository Text)

Predictor Variabl 0 ion G
Why How Enable When CONS
Physical Biological Technological
Arc search procedurs 44" 27" .30" 377 41 49 57*
Structural distance -.22° -.16" -.12" -23"  -.24* -39 - 15*
Causal strength 07 .00 .02 -.02 .04 127 .04
Topic familiarity -.23" .02 - 19* -.04 -.04 -.10" -11°
Argument overlap -.03 -.02 16" .05 .01 .04 .09*
Knowledge domain
Physical .02 .03 110 16"
Riological - - -- -~
Technological J0° .07 .09* A7
Variance explained in .30 10 A5 21 23 4z .40

item analysis (R?)

Note: * significant at p < .05 in item analysis
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Table 3
Betq-yveiq_hats from Multiple Regression Analyses on Goodness-of-Answer Judgements and
Decision Latencies (Expository Text)
— GOA Judgements i
Question Group Arc Structural Causal Arc Structural Causal
: Search Distance Strength Search Distance Strength
WHY (no connective)
Physical 63" -.35* 07 29" -13 .05
Biological 32" -.39" 00 12 -.06 -~ 17
Technological A7 -.52* .00 18" -21* -.13
WHY (because connective)
Physical .64* -.46* .01 .30° - 18" -1
Biological 42" -37" -01 11 -.15° .01
Technological .33 -.53* -1 .29° -18" .00
WHY (in order to connective)
Physical 45° -.39* 16° .03 .00 -.03
Biological .69* -19° .00 -10 -.13 .00
Technological 69" -.31" 16" 11 .05 .11
HOW .57° ~.39* -.04 33° ~.20° ~.03
ENABLE 71 -.29° .00 25" -.10° -.16*
WHEN (no connective) .58" -.43* .02 7" -08 .00
WHEN (before connective) .92* -.02 .00 -.05 -.29" .01
WHEN (after connective) .84* -.28" .04 22" -.12* .06
CONSequence 57* ~.42* .08 .05 -.08 -.04

Note. * significant at g < .05 in item analysis

ERIC

Full Tt Provided by ERIC.
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Table 4
Beta Weights of Predictors of Goodness-of-Answer,

Segregated by Question Category (Narrative Text

Predictor Variable GOA Decision GOA Rating
WHY HOW WHEN ENABLE (ONS WHY HOW WHEN ENABLE CONS
Arc scmt‘ Procedum .49is .4Sis .33is .Slis .47is .49is .45is .32is .48is .41is
Suuctural DiS!ance '.lGis '.13is ".065 ‘.13is .03 ".1435 ".lSis ".Ogis ‘.ISis .06
Constl'aint SatiSfactiQn .16is .3155 .27is .lgis .24is .1635 .3055 .35i3 .lSis .21is
Information Sources
Generic Information 45 .02 -.03; 065 -.01 035 065 -.05, 055 -.02
Sources
Verbatim/Inference 01 A0is 11 03 04 .01 0855 1655 02 .02
Answer
\uxili Varigbl
Answer Production Score 29 1655 .29, 225 .32 36is L2055 2654 265y .35,
Queried Action/Event -.07;¢ -.02 164 .02 -.054 ~10is -.03¢s  .09;, 02 -.01
Story -.08;s .02 05 -07¢  -.03 065 .04 0954 03 L1655
Varariance explained by 57 .52 41 .35 44 61 .57 A5 55 .43

multiple regression
equation (R2)

i significant at p < .05 in item analysis
s significant at p < .05 in subject analysis

»
[ AN

l&ﬁ

ERIC

Full Tt Provided by ERIC.
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Table 5 Beta-weights of Predictors of GOA Decision Latencies (Narrative Text)

All Q/A ltems Q/A ltems with Zero
Answer Production Score
Predictor Variables Why How When Enable CONS Why How When  Enable CONS
Convergence Mechanism
Arc search procedure A6 .09 .02 Jd00 -01855 0 244 .06, .09 A2 - 1)
Structural distance -.05; -.07; -.04 -.07 05 -.05, -.08, -.03 -.06 .05
Constraint satisfaction d0; .01 01 -.02 .01 A8 -.04 04, -.04 -.05

Information Sources

Generic information sources .03 A1; .05 00 01 A2, .07 16; 03 -.03

Verbatim/inference -02  -14;,-.06 -09 -.04 -.02 - 1455 -.06  -.10;  -.04
answer

Auxiliary Variables

Answer production ~2Tis =22 - 175 -.16;5, -.25; -- -- -- - =

score

Queried action/event -07 -.03 .03 05 .04 -06 -.03 p4 04, .03

Story .07 25 .14, .16 23i¢ .05 A8 19 A0 .14

Content words 36is 195 2655 .17 165 36is 205, 2655 .18, .17,

Syllables 2455 3555 2045 .29 305 245, 35is 21 285 305

Word frequency 02 00 .05 -.06 .00 02 .02 04 -.07 00

Variance explained by 42 38 .29 .26 .38 43 .38 .30 27 38

multiple regression
equation (R2)

i significant at p < .05 in item analysis
s osignificant at p < .05 in subject analysis
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Table 6

Beta weights of Predictors of Gondness-of-Answer Judgements (Generic Concepts)

Predictor Variable Queried Action Queried Event

Convergence Mechanism WHY HOW ENABLE QONS WHY HOW ENABLE QONS

Arc Search Procedure A43* A2* A9* 37 36> 5% J1* 27

Stiuctural Distance - 13*% L 12¢ 01 -.14* -.14% - 10 -.10 -.26*

Constraint Satisfaction 21* 23+ 27* 25* .13+ .04 04 A1
f

Verb GKS 10* Jd0* 5% .05 A2* 26* 22x 06

Noun GKS 16* .05 .03 .07 .04 13 d7* 0 -.07

Auxiliary Variable

Answer Production Score A3* 16* 20%* A5* 09+ 8% d2* A0

Variance explained by 42 .46 31 .34 .35 .30 .36 .25

multiple regression
equation (R2)

* significant at p < .05 in item analyses

Full Tt Provided by ERIC.

ERIC
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Table 7
Answer Categories Predicted by the QUEST Model.
ANSWER CATEGORY QUESTION CATEGORY
Queried Events WHY HOW CONS WHEN
Causal Antecedent X X
X
Causal Consequent X
Causal Antecedent of a
Causal Consequent X
Time Index X X
Location Index X
Style Specification X
Queried Actions
Causal Antecedent X X
X
Causal Consequent X
Causal Antecedent of a
Causal Consequent X
Time Index X X
Location Index X
Style Specification X
Superordinate Goal/Action X X X
Subordinate Goal/Action X
Consequent of Subordinate
Action X

The X signifies that the ar-wer category is a legal answer according to
the QUEST model.
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Figure 1
Components of QUEST:
A Model of Human Question
Answering

Interpretingr the question

Parsing the question into a logical form
Identifying the appropriate guesti

Information Sources

Episodic knowledge structures (text experience)

Generic knowledge structures

(concepts, scripts, frames, etc.)

Knowledge is represented as conceptual graph structures

Convergence
Intersection of nodes from different information sources (plus
structural distance)

Pragmatics
Goals of questioner and answerer

Common_ ground
Informg;ivi;x of answer
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An Example Causal Network
on Nuclear Power Event 4
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Figure 3
Information Sources for a How-Questinn

How is water heated?
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Figure 4

An Example Goal Hierarchy
with Goal Initiators

7 Event \ |
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b o

1 Goal
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R
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R R

9 State | 3 Goal 4 Goal
Bill believes that Jill Bill go to bar Bill call Jill on
is at a bar telephone

!

R
R
10 State 5 Goal 6 Goal
Telephone is near Bill walk to a Bill dial Jill's

couch couch number

»
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A Taxonomic Structure

and a
Spatial Partonomy
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Figure 6
Arc Search Procedures for Events and Actions
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Figure 7
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A Goal Structure
Running Parallel

with a

Causal Chain

D=0

Event 3

The turbines produce
electricity.

Steam drives a series of
turbines.

The water in the
surrounding tank is
heated.

Heat energy is released

Atoms are split into
particles.
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Figure 8

Question-Answer Matrices
with Answer Production Scores
for Scientific Event Chains

WHY (overail) WHY (physical)  wHY (biological) WHY (technological)

Answer position Answer position Answer position Answer position
512345123451234512345
% 11~ .14 .10 .05 .21 1}]-- .13 .11 .05 .08 If -- .09 .09 .08 .30 | 1|--- .20 .11 .03 .27
0 2017 - 23 .15 .12 | 2|34 -- .17 .05 .11 2{.08 -- .19 .14 .11 | 2|.08 --- .33 25 .14
= 319 26 -- 21 15 | 3|36 47 - 08 09 | 3|08 .16 -- 31 22 | 3|13 14 . 23 14
D 4i08 22 .13 -- 30 | 4|17 41 25 -- .13 4).03 .17 .08 -- .47 | 4/.05 .09 .06 - 53
§ 5(08 .13 .11 23 -- 5{14 .25 .19 .38 -- 5(.04 .06 .11 .19 -- 5/.05 .06 .05 .14 ---
O

HOW ENABLE WHEN CONS
Answer position Answer position Answer position Answer position
512345123451234512345
‘gl -- .13 .05 06 06 | 1|-- .11 .07 .05 .06 1| -- .19 09 04 06 | 1{-- .35 .30 .21 .30
Q2130 -- .08 .04 .01 | 2|36 -- .11 .11 .03 2(.62 -- .16 .07 04 | 2|.06 -- .44 24 .32
6322 31 -- .08 .03 | 3{26 40 -- .12 04 31.39 .56 -- .19 05 | 3/.04 .13 ~-- .42 40
%4109 .19 .25 - 04 | 4|15 26 31 -- 06 4{.19 .35 46 -- .17 | 4{.04 .09 .15 -- .56
§531.10 .11 15 34 -- | 5{10 21 .18 .34 -- 5{.13 .16 .25 45 -- | 5].08 .04 .06 .08 --
o
o 5{. f
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Three-way Interaction among Arc Search, Structural Distance,
and Constraint Satisfaction (Narrative T ext)
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Two-way Interaction Between Arc Search and Constraint
Satisfaction for Decision Latencies (Narrative Text)
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Irvine Fesearch Un:t .n
Mathematicai & Behavioral 3¢ entes
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Dr. Gerhard Fischer
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U.S. Army Headquarters
DAPE -MRR

The Pentagon
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Department of Psychotogy
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AF:‘E';I?‘L. B‘Cg. 420
Boiting AFB, DC C2332-5443

S e s e e
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Dr. Robert . Gibbers
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601 W. Taylor Street
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Dr. Janice Grfforg
University of Massachusetts
School of Educatiun
Amherst, MA 01003

Dr. Drew 3:itomer
Educational Testing Service
Princeton, NJ 08541

Dr. Robert Glaser
Learning Research
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Jniversity of Pyttepurgn
3333 0 Kara Street
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ODr. Marvin U, Gloc.
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Department of Psyctolcgy
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Computer Science Laboratory
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333 Ravenswood Avenye
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reabody Coitege, Box 45
Vanderb:ig University
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Ms. Jui:a 3. Hough Mr. Faul L. Joanes
Campridge University Press Research Division
40 West 20th Street Chief of Naval Techmicai Tra.p na
New Yors, NY 1001} Buitaing fast-i

Naval Air 5tation Memphis
or. Wiiliam Howe: | Mitiington, TN 38054-T0Fs
ch.ef Scient gt
AFSNL/CA Ur. Br.an Junker
Brocks AF3, Ta 7823€-550] “niversity of lijing.g

Cepartment of Statistics
Or. Lioyd Humphreys 101 Iiiini Hali
University of [ilinp:s 725 South Wright St,
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Or. Wency feliogg

I8M T. J. Watson Research Ctr.
P.23. Box 704
Yoratowr Heights, NY 10598

Or, David Xieras

Technical Communicat on Program
TIDAL Btag., 2380 Bon:stee! Bivg,
University of Michigan

Ann Arbor, MI 43108-2:08

or. Thomas Kiilion
AFHRL - CT

Williams AFE, a7  &5240-457
Dr, . Peter Kinca:d

Army Research Institute
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c/0 PM TRADE-E

DOrtange, FL 32813

Or. 6. Gage Kingsbury
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Nesearch and Evaluation Department
30! North Dixon Strest

P. J, Bex 2107

Fortland, JOR 97209~3107

Or. Wal¢er s ntsch
Jepartmant of Fsychology
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Bou'lder, CO 30309-0345

Dr. Wil am Kech

3ox 748, Meas. and Eval., Ctr.
Untvers.ty of Texas-Aust n
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Dr. R:charg . Koubek
Department of Biomedical

8 Muman Factors
139 Engineering 8 Math Bldg.
Aright State Univers:ty
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or. Cary bress

&CB Srazier Averye

Pac fic Grove, LA 2235(
Or. Leonard Kroeker
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Cige B2
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Dr. Pat Langley
NASA Zmes Research (tr,
Moffett F.eld, CA 34035

Dr. Robert W, Lawler
Matthews [:83

Purdue Universty

west Latayette, IN 47307

Wr. Yuh-Jeng Lee

Uepartment of Compyter 2Cience
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Naval Pcstgraduate 3choc!
Morterey, (A& 33943

Dr. Jerry Lehnus

Defense Manpower Data [enter
Suite 400

1600 Wiison Bivg

Rossiyn, va 22203

Or. Thomas Lecnard
Jniversity of Wiscins.n
Cepartment of 3tatis¢.cs
1210 West Dayton Street
Madiscn, Wl 23705

Dr. Jonhn Levine

Learning 78D Center
Jnivers ity of Pittspuron
Pittsburgh, PA 15280

or. Michael Leying
Educations! Psvechology
<10 Educat.on Slyg,
dniversity of Illire.s
Champaign, L 6i30

Jr. Charies Lew:s
€ducat onal Testing 3ervice
Princeton, NJ 03541-0001

Matt Lew:s

Department of Psychciagy
Carregre~Mellion Univers ity
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Mr. Rodrney Laim
University ¢f Titiro s
Qepartment of Psychology
U3 E. an.el 5¢.
Champa:gn, IL <1822
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Jr. Zhariotte L .nge
S¢ructural Semant :s
P.2. Box 707

Pa'o 8its, CA 34350

Jr. Robdert L. L.nn
Campus Box 249
Jniversity of Colorado
Bou'der, 10 53C309-;749

Jr, Rebert Lockman -
Center for Naval Aralys:s
4401 F:ord Avenue

P.J. Box 18268

Altexandria, VA 22302-0288

Dr. frederic M, Lorg
Educationai Testing Servige
Princeton, NJ 08541
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Jepartment of Measurement
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Department of Psycno togy
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Mr. Aian Mead

c/0 Dr. Michael Levine
Educatier~! Psychology
210 Edur  ion Bldg.
Univers .y of Illinois
Champaign, IL 61801

Pr. Dougias L. Medin
Department of Psychology
University of Michigan
Ann Ardor, MI 48109

Or. Jose Mestre

Department of Physics
Hasbrouck Laboratoery
University of Massachusetts
Amherst, MA 01003

Or. D. Michie

The Turing Institute
George House

36 North Hanover Street
Glasgow G1 2AD

UNITED XINGDOM

Dr. George A, Mitler
Dept. of Psychology
Green Hail

Princeton University
Princeton, NJ 08540

Dr. Robert Misievy
Educational Testing Service
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Dr. Wwitiiam Montague
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San Diego, CA 92152-6800

Dr. Meivin D, Montemerio
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Washington, DC 20546

Ms, Kathieen Moreno
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San Diego, CA 92152-6800

Headquarte;s Marine Corps
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Washington, DC 20380

Dr. Allen Munro

Behavioral Technology
Ladboratories ~ USC

250 N. Harbor Dr., Suite 309

Redondo Beach, CA 80277

Dr. Ratna Nandakumar
Educational Studies
Willard Hall, Room 213E
University of Delawsre
Newark, DE 137186

Dr. T. Niblett

The Turing Institute
George House

36 North Hanover Street
Glasgow B1 2AD

UNITED KINGDOM

Library, NPRDC
Code P201L
San Diego, CA 92152-8800

Librarian

Naval Center for Applied Research
in Artificial Intelligence

Nava! Research Labora=~ry
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Washington, DC 2 5000

Dr. Harold F. O'Nesl, r.

School of Education - WPH 80!

Department of Educational
Psychology & Technology

University of Southern Californ:a

Los Angeles, CA  380083-0031

Dr. Paul O0'Rorke
Information & Computer Science

University of California, Irvine
Irvine, CA 82717

Dr. Steilan Ohlsson
Learning R & D Center
Un.versity of Pittsburgh
Pittsburgh, PA 15260

Dr. James B. Olsen
WICAT Systems

1B75 South State Street
Orem, UT 84058
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Office of Naval Research,
Code 1142CS

BOO N. Quincy Street
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Basic Research Dffice
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5001 Eisenhower Avenue
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Navy Training Systems
Center (Code 212)

12350 Research Parkway

Oriande, FL 32826-2224

Dr. Jesse Orlansky
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Dr. James Paulson
Department of Psychology
Portiand State University
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Dr. Roy Pea

Institute for Research
en Learning

2550 HMancver Street

Palo Aite, CA 34304

Or. C. Perrino, Chair
Dept. of Psychology

Morgan State University
Cold Spring La.-Hillen Rd.
Baitimore, MD 21239

Or. Nancy N, Perry
Naval Education and Training

Program Support Activity
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Mr. Steve Reiss

NBBO Efiiott Hall
Univers:'<y of Minnesotsa

75 E. River Road
Minneapo!is, MN 55455-0344

Dr. Lauren Resnick
Learning R 8 D Center
University of Pittsburgh
33938 0°'Hara Street
Pittsburgh, PA 15213

Dr. Edwina L. Rissiand
Dept. of Computer and
Information Science
University of Massachusetts
Amherst, MA 01003

Dr. Carl Ross

CNET~-PDCD

Buitding 80

Great Lakes NTC, IL 60088

Dr. Ernst Z. Rothkopf
ATRT Beli! Laboratories
Room 2D~-458

600 Mountain Avenue
Murray Hill, NJ 07974

Or. J. Ryan

Department of Education
University of South Caroilina
Columbia, SC 29208

Or. Fumixp Sameima
Department of Psychology
Un:versity of Tennesses
3108 Austin Peay Bidg.
Knoxviile, TN 37916-0900

Mr, Drew Sands
NPROC Code 62
San Diego, CA 92152-8800

Lowe!l! Schoer

Psychological & Quantitative
Foundaticons

College of Education

University of lows

Towa City, 1A 52242
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Dr. Mary Schrat:
805 Dreh. d Way
Carisbad, CA 92008

Nuria Sebastian

Dep. Psicoliogia Basica
Univ. Barcelonsa

Adoif Florensa s.n.
08028 Barcelona

SPAIN

Dr. Dan Segaii
Navy Personne! R8D Center
San Diego, CA 92152

Dr. Robin Shealy
University of Iltinois
Department of Statistics
101 Iltin: Hall

725 South Wright ¢,
Champaign, IL 51820

Mr. Coiir Sheppard

AXC2 Block 3

Admirality Research ..tablishment
Ministry of Defence Portsdown
Portsmouth Hants POB4AA

UNITED KINGDOM

Or. Kazuo Shigemasu
7-3-24 Kugenuma~Kaigan
Fusisawa 251

JAPAN

Dr. Randal! Shumaker

Naval Research Laboratory
Code 5510

4555 Overiook Avenue, S.W.
Washington, DC 20375-5000

Dr. Z:ta M. Simutis

Chief, Technologies for Skt
Acquisition and Retention
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5001 Eisenhower Avenue

Alexandria, VA 22333

Dr. Robert Smiliie
Navy Personnet R&D
San Diego, CA 92152-6800
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Dr. Edward £. Smith
Department of Psychology
University of Michigan
330 Packard Road

Ann Arpor, MI 4B103

Dr. Richard E. Snow
Schoo! of Education
Stanford Univers; ty
Stanford, CA 394305

Dr. Richard C. Sorensen
Navy Personne! R&D Center
San Diego, CA 82152-8800

Dr. Judy Spray

ACT

P.0. Box 168

Iowa City, 1A 52243

N. S. Sridbaran

FMC Corporation

Box 580

1205 Coleman Avenue
Santa Clara, CA 85052

Dr. Thomas Sticht

Applied Behavioral and
Cognitive Sciences, Ing.

P.0. Box 8B40

San Diego, CA 92i08

Dr. Martha Stocking
Educational Testing Service
Princeton, NJ 03541

Dr. Peter Stoloff

Center for Naval Analysis
4401 Ford Avenue

P.0. Box 16268

Alexandria, VA 22302-0268

Dr. Wiiliam Stout
University of Illinois
Cepartrent of Statistics
101 Titing Hatl

725 South Wright St,
Champaign, IL 6:820

Dr. Patrick Suppes

Stanford University

Institute for Mathematical
Studres in the Socia! Sciences

Stanford, CA 384305-~4115

Dr. Hariharan Swaminathan

Laboratory of Psychometr:c ang
Evaivation Research

Schoo! of Education

University of Massachusetts

Amherst, MA 01003

Mr. Brad Sympson

Navy Personne! R8D Center
Code~-82

San Diego, CA §2152-8800

Dr. John Tangney
AFOSR/NL, Bidg. 410
Bolling AFB, DC 20332-5448

Dr. K. «umi Tatsuoka
Educational Testing Service
Mail Stop 03-7

Princeton, NJ 08541

Dr. Maurice Tatsuoka
220 Education Bldg
1310 S. Sixth 5S¢,
Cnampaign, IL 81820

Dr. M, Martin Taylor
DCIEM

Box 2000

Downsview, Ontario
CANADA M3M 3RS

Or. David Thissen
Department of Psychology
University of Kansas
Lawrence, KS 56044

Mr, Thomas J., Thomas
Johns Hopkins University
Department of Psychology
Charies & 34th Street
Baltimore, MD 21218

Mr. Gary Thomasson
University of [liinois
Educational Psychology
Champaign, IL 61820
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Dr. Perry W. Thorndyke

FMC Corporation

Centrat Engineering Labs
1205 Coleman Avenue, Box 580
Santa Clara, CA 95052

Dr. Robert Tsutakaws
Univers:ty of Missour:
Department of Statistics
222 Math. Sciences Bidg.
Columbia, MO 65211

Dr. Ledyard Tucker
University of I{line:s
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603 E. Daniel Street
Champaign, IL 61820

Dr. Paul T. Twohig

Army Research Institute
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S001 Eisenhower Avenue
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Suite 440
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Dr. Harold P, Van Cott
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Nationa! Academy of Sciences
2101 Constitution Avenue
Washingtcn, DC 20418

Dr. Xurt Van Lehn
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Carnegie-Me!tion University
Schenley Park

Pittsburgh, PA 15213

Dr. Frank L. Vicine
Navy Perscnne! R&D Center
San Diegzo, CA 32152-6300

Dr. Howard Wainer
Educat-crat Testing Service
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Dr. Michael T, Waller

U~iversity of Wisconsin-Milwaukee
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Milwaukee, WI $3201

Dr. Ming-Mei Wang
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University of Delaware
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Majer John Welsh
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