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The INTELLIGENT RuleTutor:
A Structured Approach to Intelligent Tuboring

ABSTRACT

This report describes a general purpose system for developing Inteliigent tutors based
on the Structural Learning Theory. This system has two distinctbut complementary
parts: The first part is a general purpose intelligert tutor which Is able to perform both
diagnostic testing and Instruction -- but which does not cortain content specific
knowledge, either of the problem or tasks to be generated or the cognitive procedures
(rules) to be taught. The second part consists of MS's PRODOC software development
system. PRODOC provides an easy-to-use medium for specifying the contenttobe
taught (in terms of rules). Each suchrule, inturn, is interpretable by a general purpose
tutor, resutting In an operational Intelligent tutoring system.

More specically, we have described a general-purpose Inteliigent RuleTutor which
canbe used in conjunction with ANY cogniive procedural task formulated as a single
rule (1. a8 defined Inthe Structural Learning Theory - €9, Scandura
1970,1977,1884). The component or atomic rules in PRODOC's rule liorary might
reasonably accommodate essentially any contentarea. Speciically, the atomic rules
Inthis library have been shown to provide a natural basis for formulating arbirary rules
(comesponding to to-be-learned cognitive procedures) In arkhmetic.



THE INTELLIGENT RULETUTOR PHASE II:
A Structured Approach to Intelligent Tutoring

Joseph M. Scandura and Alice B. Scandura
University of Pennsylvania Intelligent Micro Systems, Inc.

INTRODUCTION

Most contemporary computer-based instruction (CBI) authoring systems are of the
"fixed content" variety; that is. they require users to input explicitly the instruction and
questions to be presented as well as possible answers and feedback that migt.. be
given. In addition, the CBI author must specify for each intended application the exact

conditions governing the selection and sequencing of information used in diagnosis
and instruction,

Unlike instructional systems created with "fixed content" authoring systems, generative
authoring systems create instructional systems in which content is generated
dynamically as testing and/or instruction proceeds. Generative authoring systems
which are intelligent also determine automatically what test items and/or instructions
are to be given and when (they are to be given).

At the present time the latter problem is being attacked from two different perspectives.
Perhaps the predominant one is based largely on programming techniques associated
with "artificial intelligence". The other is more directly associated with cognitive
instructional systems.,

The former approach is typically characterized by use of the programming languages
LISP and, to a growing but lessor extent, Prolog. These languages are aspecially good
for rapid prototyping. More uniquely, their very nature lends them to logical deduction
and open ended programming tasks -- that is, tasks where it is infeasible for the
programmer to fully anticipate all possibilities during program construction,
Unanticipated possibilities may be inferred from relatively small sets of basic
assumptions. In this context "giving reasons" for an assertion is equivalent to being
able to derive the assertion (from mutually agreed assumptions). Consequently, some

working in this tradition actually equate the word “intelligent" with the ability to give
reasons.

Educational applications have tended to parallel these characteristics. So called
"micrnworlds", for example, generally provide an open ended environment within which
the learner may explore the possibilities inherent in some domain of knowledge. The
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programming language Logo (‘which is based on LISP) is a well known example.
Microworlds may be viewed as generative systems in which the leamer has full control
over the goals to be achieved and how to achieve them. Intelligent tutoring systems in
this tradition provide "advice" but tend to stress the idiosyncratic. In large part this is
because "learning” within the Al tradition was often equated with fixing "bugs" (rather
than the acquisition of new knowledge). More generally, it is because languages like
LISP presuppose a certain ordering on the world, one which has little directly to do with
cognition or instruction.

The goals these investigators have set for themselves have a certain attractiveness.
One can hardly question the desirability of generating problems and solutions
dynamically as needed, allowing learners to investigate subjects from alternative
perspectives, dealing with individual idiosyncrasies and reasoning logically on the
basis of available knowledge. Nonetheless, judging from the paucity of concrete
results after so many years of generous funding, one can seriously question whether
traditional Al provides the best or even a good way of producing practical (much less
commercially viable) products.

There are two basic issues here. One has to do with the ICBI systems themselves (or
"intelligent tutors” as they are often called); the other has to do with development
strategy. Granting that ICBI systems ideally should include (but not be limited to) the
above characteristics, we believe there are more efficient means of achieving these
goals. Clearly, just developing large numbers and varieties of ICBI systems will not do
it. Questions pertaining to quality aside, cost alone makes development prohibitive
without generous federal support. While experience can reduce such costs to a
degree, order of magnitude improvements are needed if we are to produce (and
properly maintain) the needed systems. Equally important, it is essential that
computer-literate content and pedagogical experts be able to participate directly in
such development.

In this report we describe a microcomputer-based RuleTutor authuring system which
will allow instructional designsrs and content experts who are not programmers to
create ICBI systems in their areas of expertise. Toward this end a highly structured,
cumulative approach to ICBI development is described. Central to this approach is a
sharp conceptual distinction between content and the tutorial aspects of ICBI systems.
Making such a distinction is increasingly recognized as crucial in making ICBI
development more efficient.

To date, however, no one has succeeded in developing such an ICBI system, much
less an easy-to-use authoring system for developing such systems. Some have
publicly expressed the opinion that it cannot be done. Why do we fesl confident that it
CAN be done? As it turns out there are conceptual, pragmatic, technological and
methodological reasons: (a) a well researched theory (Structural Learning Theory) in
which such distinctions are central, (b) the commercial availability of an ICBI type
system (the MicroTutor Il intelligent arithmetic tutor) which approaches (but does not
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fully achieve) complete modularity, (c) a carefully phased and cummulative approach
to system development (as opposed to the more idiosyncratic, less cognitively and/or
instructionally based approaches characteristic of Al-based development) and (d) the
current availability of a software development system, called PRODOC, which
represents content in precisely the form needed for use by any of the planned modular
|CBI tutorial systems.

The type of systam Intelligent Micro Systems, Inc. (IMS) has developed can be
represented schematically as shown in the figure below. ICBI systems are dep..ted as
having two parts: an intelligent RuleTutor system and a set of rules representing the
content to be taught. Although not represented explicitly, one can envision intelligent
RuleTutor systems ordered according to complexity of the content (e.g, the numbers
and types of rules) they can handle. In this report, we describe an intelligent RuleTutor
prototype which is designed to provide optimal diagnosis and remediation with respect
to cognitive procedural tasks (i.e., single rules). Incidentally, we have shown how this
RuleTutor might be extended at some future time to accommodate any type of content.

The solid line indicates that PRODOC was completed before the project was started.
Indeed, PRODOC was used in the development of the intelligent RuleTutor prototype
(dashed ling). More important, PRODOC, in turn, can be used by subject matter and
pedagogical experts (e.g., instructional designers) to represent the rules to be learned.
In contrast ‘ traditional Al-based approaches to ICBI development, the IMS approach
is highly structured and based on the Structural Learning Theory. As noted by
Scandura (e.g., 1971, 1973), it provides a systematically structured approach to the
unbounded and/or unanticipated.

Given its centrality in both PRODOC and the planned intelligent RuleTutors, we begin
our repart with discussion of the rule and related constructs. Aftar this come the
following sections: (a) Introduction to the Structural Learning Theory (as it pertains to
simple ICBI systems and authoring); (b) The MicroTutor Il arithmetic tutor, a description
and analysis; (c) An overview of the Structural L.earning Theory and the kinds oi
intelligent tutor systems that might be developed based on such theory; (d) A
description of the RuleTutor prototype itself; (e) PRODOC, with emphasis on those
aspects to be used in ICBI authoring to create rules for use by the intelligent RuleTutor:
(f) Arithmetic rules (constructed using PRODOC) to be used in conjunction with the
intelligent RuleTutor.  Following the above is a section which deals with relationships
with other research, followed by a summary of major points.

RULES AND RELATED CONSTRUCTS

The problem and rule constructs serve as the key underlying cognitive constructs in all
structural learning theories (Scandura, 1977, 1981a). However, it became increasingly
apparent that the precise syritax chosen to represent rules and associated constructs
would have a direc. effect on the generality and efficiency of any ICBI systems based
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thereon. Consequently, the considerations which led to specifying the form of the
rule-oriented language will be discussed first.

Individual rules are characterized es triples, consisting of a domain, a range and a
restricted type of procedure. Problems as well as the domains and ranges of rules, in
turn, are defined in terms of structures.

In structural learning theories, structures have been defined as n-tuples, consisting of
finite (ordered) sets of psychologically meaningful (atomic or indivisible) elements,
relations defined on the elements and higher-order relations defined on the relations.

Problems, then, have been defined simply as structures in which those elements
corresponding to the problem givens are distinguished (i.s., labeled as givens) and
those corresponding to the problem solution are replaced by goal variables. Similarly,
the domains/ranges of tuies are problem structures in which the givens also are
replaced by (differant) variables.

The procedures of rules are restricted in the sense that they must be structured. Thatis,
each element in successive decompositions of rule procedures must consist of one of
three types of elements: a sequence of simple operations, an iteration (or loop), or a
decision (or branch). Rule procedures are further restricted in the sense that recursive
operations are explicitly disallowed. (Although higher-order rules do not play a role in
the proposed research, the role of recursion is taken over in structural learning theories
by a content-indepen2nt control mechanism together with higher-order rules which
operate on given rules (e.g., see Scandura, 1981a, p. 141.)

These definitions have served well as a basis for charactetizing rules, structures, et al.,
for a wide variety of purposes, ranging from the design of basic research concerned
with cognitive processes (e.g., Scandura, 1977) to computer implementation of the
MicroTutor Il Arithmetic tutor (e.g., Scandura, 1981b, Scandura et al, 1986).

Unlike the MicroTutor Il Arithmetic tutor, however, the proposed ICBI systems would
accommodate arbitrary (but previously defined) rules characterizing what is to be
learned. More specifically, we have implemented an intelligent RuleTutor, which not
only is vastly improved and more gerieral, but which also is extensible -- extensible in
the sense that additional aspects of the Structural Learning Theory may be added later.
In future extensions of the planned implementation, for example, it would be highly
desirable to: (a) accommodate arbitrarily complex content (e.g.,
Scandura,1971,1973,1977) and (b) automate the process of structural analysis (e.g.,
Scandura, 1982, 1984a, 1984b) by which the to-be-learned rules may be identified.

In this context, certain limitations of the above rule characterization became apparent.
Specifically, structures had been defined in a way which could make future
implementation of structural analysis more complicated than originally expected.



The original approach to generating the “structure” construct was from the BOTTOM-UP
(e.g., Scandura, 1977). That Is, basic atomic elements were introduced and relaticns
were defined on them and previously defined relations. However, the process of
structural analysis is essentially a TOP-DOWN process -- a successive refinement of
elements (e.g., relations, atomic rules).

Given this observation, the solution to the prebiem became obvious: Reverse the form
of the representation used for structures. Rather than thinking of structures as being
built up from (sets of) atomic elements, they were recursively defined (from the top
down) in terms of ordered sets whose elements themselves might be ordered sets.
Since the basic elements at any level might be redefined (as an ordered set), this
approach allowed for arbitrary levels of refinement as required in structural analysis.
Note that an ordered set whose elements can be ordered sets is equivalent to a partial
ordering. (NOTE: A partial ordering is an inverted tree-like structure in which elements
may belong to more than one set. Since the following examples are all simple trees,
the more familiar term “tree” is used in following discussion.)

Although the BOTTOM-UP and TOP-DOWN representations of structures are formally
equivalent, the latter provides a highly efficient basis for computer implementation --
something desirable in all programming and often essential in working with
microcomputers.

Similarly, a rule procedure generated by a top-down, successive refinement process
can naturally be represented in terms of an ordered set whose elements may be
ordered sets -- or equivalently as a tree (partial ordering). In structural learning
theories, rule procedures (at all levels of refinement) are necessarily structured.
Hence, a tree representation of a rule procedure would have three kinds of
non-terminal nodes: (a) a "sequence” node would normally have two or more "children"
nodes (i.e., immediate descendants in the tree), which would be the cornponents of the
sequence into which the "parent” node had been refined: (b) a "selection” node would
have two or more children nodes, the first one being a (terminal) condition node and
the others being the alternatives; and (c) an iteration or "loop” would have two nodes, a
condition node and the body of the loop. (Note: Such a tree representation of a
procedure might be executed by a recursive interpreter and/or used in generating
compilable source code, a fact used directly in IMS's PRODOC software development
system.)

To accommodate the top-down nature of the proposed RuleTutor Authoring system,
therefore, the ORDERED SET was chosen as our basic building block. This choice has
the added advantage of uniformity: procedures, structures, problems, domains, ranges,
et al., can be represented as ordered sets.

Although of only incidental interest as regards the current research (which deals
exclusively with cognitive procedures -- individual rules), the uniform use of ordered
sets also will facilitate future implementations involving higher-order ruies. Thus, since
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all components (domain, range and procedure) of rules must be represented as
ordered sets, rules can easily be included as components of other (higher-order) rules
(e.g., Scandura, 1971, 1974).

Angle bracket notation may be used to express ordered sets and trees. For example,
<x,y,z> Is an ordered set with three elements; x is the first, y is the second, and z is the
third. Similarly, <<w,x>,y,z> is an ordered set of three elements, the first of which is
itself an ordered set of two elements. Alternatively, this set can be viewed as a tree,
where the symbol " is used for non-terminal nodes:

*

/AN
/\

w X

Z

Relatively standard terminology is used to refer to relationships in trees. For example,
the nodes corresponding to the elements of a set will be referred to as the "children" of
the node corresponding to that set (which will be referred to as their "parent"). The
highest node in the tree is called the “"root”: it has no parent node. By analogy with
biological relationships, the immediate descendants of a node are its children,
grandchildren, etc.; ancestors may be parents, grandparents, etc. The root node plays
a special role In a tree: every other node in the tree is its descendant,

Where one wants to store textual information in a node of the tree, whether or not it is a
terminal node, the ubove notation may be extended as follows: textual information
(e.g., "v") written just prior o specification of an ordered set (without an intervening
comma) Is associated with the node (e.g., <w,x>) whose children constitute the ordered
set. Thus, <v<w,x>,y,z> would be drawn as follows:



To see how trees can be used to represent previously discussed constructs, consider
the long division problem, 4278 divided by 316, for which there are two components in
the answer, the (integer) quotient and the remainder. It would have the following tree
representation:

PROBLEM

GIVENS  GOALS

DIVISOR: DIVIDEND: QUOTIENT REMAINDER
316 4278
f

316 4278 Q1 Q0 R2 R1 RO

As mentioned earlier, domains and ranges of rules are structures in which some of the
specific values or relations are replaced with variables (e.g., 8 by D1). Thus, we can
easily derive a domain representation from the GIVENS portion of the above tree and a
range representation from the GOALS portion of the tree.

In these trees, the terminal nodes are variables which designate elements from the set
of decimal digits (with appropriate place values). The actual domain and range
representations for long division would be somewhat complicated by the fact that the
number of digits in the various elements can vary. Higher level variation of this type is
accommodated naturally by allowing variable numbers of elements (terminal nodes) in
the higher level (e.g., divisor) hodes.

We represent rule procedures, in terms of Scandura FLOWforms (an improved and
extended form of Nassi-Shneiderman flow charts). In FLOWforms, a sequencs of
operations is represented by a vertical sequence of adjacent rectangles (e.g., the
sequence B, C, D in the following diagram). The alternatives in a selection construct
(e.g., A and (B, C, D)) and the body of a WHILE or UNTIL loop (e.g., If X, then A, slse (B,
C, D)) are rectangles inset within the rectangle representing the structure of which they
are a part.
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REPEAT [IF X

THEN | A
ELSE | B
C
D

UNTIL Y

The tree representation of this procedure is as follows:

REPEAT

SELECTION Y

In the above picture, X and Y are conditions and the operations A, B, C 2nd D are
atomic rules. The equivalent ordered set representation of this procedure is as follows:

i3




REPEAT < SELECTION < X,
A,
SEQUENCE < B,

Voo

>

Given the central role of problems and rules in both IMS's PRODOC developmental
system and tha proposed RuleTutor, computer implementation of trees (partial
orderings) or ordered sets in the !atter (RuleTutor) will directly parallel that used in
PRODOC,

INTRODUCTION TO STRUCTURAL LEARNING THEORY

In the Structural Learning Theory (STL) a sharp distinction is made betweer: general
diagnostic testing and instructional functions, on the one hand, and the content being
taught on the other (e.g., Scandura, 1971, 1977, 1980, 1981a). As detailed by
Scandura (e.g., 1970, 1980, 1981a) all content in this theory is represented in terms of
rules. In turn, all diagnosis (testing) and instruction is based on such rules -- rules
which are identified via prior structural analysis of some body of subject matter content
(Scandura, 1977, 1984a, 1984b).

Once an analysis has been completed, designing an effective instructional strategy
* "ws directly from the theory (e.g., see Scandura 1981b, Scandura, Stone &
Scandura, 1986). Specifically, once analysis has been completed, one knows: (a)
what kinds of things the student is to be able to do after learning and (b) what the
student must learn in order to be able to do that.

Given this information, the first thing one must do in designing an etfective instructional
strategy is to determine what each student already knows, specifically, which parts of
what the student knows are relevant to what one wants the student to learn. This is
accomplished by a highly efficient process of diagnostic testing, which makes use of
the rule-based representation of content.

A basic principle in structural learning theories is that rules, including higher order
rules, must be represented in terms of atomic components (i.e., atomic operations and
conditions). These components are assumed to be either totally available or totally
unavailable to evey learner in the target population.

10
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In general, different sequences of components of a rule procedure will be required in
order to solve different problems in the domain of the rule, and each such sequence of
procedure components is called a path. For example, consider the rule procedure
represented by the following FLOWform:

REPEAT [IF X
THEN | A
ELSE | B
UNTIL Y

In any execution (application) of this FLOWform, condition X is tested first. If X is true,
operation A is carried out; otherwise B is executed. Next, condition Y is tested. If true,
the process terminates. If Y is false, the above process (the body of the "loop") is
repeated until Y becomes true.

Now, some problems can be solved using only the operation (rule component) labeled
A (where X is true during all repetitions of the loop body); some can be solved using
only B; and some require both A and B. Thus, there are three distinct paths. The paths
of a rule procedure partition the associated problem domain into a set of equivalence
classes; each class consists of problems whose solutions utilize the same path. In
general, given atomicity assumptions, a student will at a given point in time be able to
solve either ALL problems in an equivalent class or none of them (e.9., Scandura,
1977).

Consequently, by testing on as few as one problem from each equivalence class, it is
possible to identify precisely and unambiguously which parts of a rule any given
student knows and which parts he or she does not know. Testing efficiency can be
further enhanced because the paths of a rule are hierarchically related. Higher-level
paths are superordinate to lower-level paths in the sense that a higher level path
includes all procedure components in its lower-level paths (identically sequenced), as
well as some additional ones. Such hierarchies provide a theoretically derived and
empirically verified (e.g., Dumin & Scandura, 1973) partial ordering of selected test
items, according to difficulty. For the rule procedure illustrated above, the hierarchy is
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A and B

B

This type of difficulty hisrarchy can be utilized to provide unusually efficient
assessment. If a student fails a problem in a given equivalence class, then the student
can be presumed unable to solve problems not only in that equivalence class but also
in all other equivalence classes for which the given one is a prerequisite. Similarly, if a
student solves a problem in a given equivalence class, he can be presumed able to
solve problems not only in the tested equivalence class but also in all classes
prerequisite to it. Thus, for example, success (or failure) on one or more problems from
a class near the "middle” of a hierarchy generally will allow a wide variety of other
equivalence classes to be marked as known or not-yet-known (as opposed to
undetermined),

In general, the diagnostic testing continues until evetry class is marked as known or
not-yet-known by the learner. A: this point, the rule components which the student does
not know have been identified. Instruction on problems whose solution includes those
unknown portions of the rule can then be prescribed. Structural l.earning Theory is
neutral on how this information is actually presented (e.g., by exposition or discovery).
The important consideration is that the information is in fact learned. From a structural
learning perspective: deciding on an appropriate method of presentation depends on
secondary (and often higher-order) objectives that the instructional designer may or
may not have in mind.

The above description implicitly assumes that there is only one cognitive procedural
task to be learned. Simple structural learning theories of this type provide a sufficient
basis for the ICBI systems currently under development. They do not, however allow for
sets of rules, possibly including higher-order rules. In structural learning theories such
phenomena as alternative perspectives, erroneous (or "buggy”) rules and logical
inference are accommodated in terms of rule sets. Related issuas are mentioned
below in the context of future extensions of the intelligent RuleTutor currently under
development. For further discussion of these and related issues, see Scandura (e.g.,
1977, 1980, 1985).

MICROTUTOR Il ARITHMETIC TUTOR

Between 1980 and 1982, Intelligent Micro Systems, Inc., implemented an intelligent
diagnostic and Instructional system, called the MicroTutor Il Arithmetic tutor, on the
Apple |l computer (e.g., see Scandura, Stone & Scandura, 1986). This system has
been available commerclally to schools since 1982 with the latest version released in
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1984. The MicroTutor Il Arithmetic tutor is based generally on the Structural Learning
Theory and, consequently, incorporates a considerable amount of intelligence
concerning both diagnostic testing and instruction. First, diagnostic testing is
completed in a conditional and highly efficient manner. Then, instruction is provided on
those paths of the rule which the student has not yet mastered.

More specifically, the Apple-based Arithmetic tutor can determine in a highly efficient
manner exactly what a learner does and does not know about the task in question. It
also infers what is needed to overcome inadequacies and presents that information to
the learner in an optimal sequence. As currently implemented, the Arithmetic tutor
dnals not only with procedural skills per se, but with underlying meaning,
"metacognition” (or verbal awareness of what one knows) and short-cuts commonly
achieved by experts.

By itself, however, the Arithmetic tutor is useless. Despite its generalized capabilities. it
needs content for its completion. This content takes the form of software for generaiing
problems (tasks) and for solving whole number arithmetic problems. The Arithmetic
tutor then utilizes these capabilities in deciding which problems to present during
testing and which instruction to provide during training.

Let us consider in more detail how the MicroTutor I Arithmetic tutor functions. Given
the content-specific information, the diagnostic testing portion of the system efficiently
determines a student's entering level, as described above. More specifically, it stores a
"checklist" for the current student (in the student records file) of the known and
not-yet-known paths. This checklist is read and updated by the instructional portion of
the system as it teaches the student in turn each of the not-yet-known paths.

The instruction on each path includes a number of instructional levels:

(1) teaching the meaning of the process,

(2) teaching the relationship between this meaning and the process
itself,

(3) teaching the process itself, providing help where necessary,

(4) helping the student to verbalize the cognitive processes learned by
having the student name the processes used or observed, and

(5) helping the student to automate the process (once the rule has
been learned), thereby increasing his degree of skill.

Within each of the above instructional levels, tho system also can vary the difficulty of
the material and can adapt to the student by increasing problem difficulty (or type) at a
rate depending on the student's prior learning efficiency. For students who are
currently learning very efficiently, the difficulty level will increase relatively rapidly.,
Conversely, difficulty level will increase relatively slowly for students who are currently
not learning as efficiently as they might. Furthermore, learners may skip some of the
instructional levels rentioned above if warranted by their learning efficiency on
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previous paths in the domain.

The instructional portion »f ihe Arithmetic tutor stores detailed information about a
s'.ident’'s performance in t e student records disk file. This information can be
accessed via the managemenm purtion of the system, and the parameters (e.g.,)
representing, the rate at which problem difficulty is increased for a given student or the
paths on which that student should be given instruction can be explicitly altered by an
instructor.

In spite of these positive features, the MicroTutor Il Arithmetic tutor has a number of
important limitations. For one thing, the Arithmetic tutor was implemented in Applesoft
(a version of BASIC developed for the Apple Il computer) and 6502 assem''er.
Consequently, it is not easily transportable. Moreover, use of the BASIC language
made it difficult to achieve the modularity we strived for.

For another thing, implementation in many cases did not refiect the underlying theory
as accurately as possible. For example, meaning, metacognition and automation were
treated in an ad hoc fashion (c.f. Scandura, 1973, 1977 & Scandura et al, 1985).
Whereas accurate implementation called for introduction of higher-order rules (rules
which operate on rules), this was not even attempted for technical reasons (e.g., the
limited capacity of the Apple Il computer).

Among the major conceptual limitations of the MicroTutor Il.Arithmetic tutor are the
following: First, rule diagnosis and rule instruction in the current RuleTutor are totally
independent activities. Thus, all diagnostic testing is completed (albeit in a sequential
and highly efficient manner) before any instruction is provided. In fact, however, testing
and teaching are highly interrelated both in practice and in principle. Thus, partial
information from testing may provide a sufficient basis for (some) instruction.
Conversely, instruction on a portion of a rule may influence test performance on other
items and, hence, reduce the amount of instruction that otherwise might be prescribed.

Second, design limitations of the Arithmetic tutor fundamentally restricted instruction to
individual rules (i.e., cognitive procedures). Consequently, the design used could not
be extended to deal with sets of lower- and higher-order rules, even in principle.

Third, the basic design of the system reflected the Structural Learning Theory in only
general terms, Consequently, many features of the Arithmetic tutor were fortuitous and
opportunistic. In effect, the ability to deal with such things as rule meaning and verbal
awareness was bought at the price of significant loss of extensibility.

Fourth, even though modularity and structured programming were at the forefront of the
MicroTutor Il development effort, the use of BASIC (because of its broad availability on
microcomputers) and memory limitations of the Apple I computer resulted in
unaveidable compromises along these lines. Thus, for example, it was not always
possible to maintain modularity between rule content, on the one hand, and the
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diagnostic and remedial components, on the other. Adding new content, even in whole
number arithmetic, typically required (sometimes subtle and hard to identify) changes
in basic diagnostic and instructional aspects of the system.,

In summaty, design limitations imposed restrictions on efficiency as well as on both
immediate generality (limiting the variety of different content rules that could be
accommodated) and future generalizability to more complex content (involving sets of
rules including higher-order rules).

STRUCTURAL LEARNING AND INTELLIGENT TUTORING SYSTEMS:
DESIGNS AND METHODOLOGY

In this section we describe an approach to ICBI development which not only improves

on the MicroTutor Il design, but is more general, more transportable, and in future work
more extensible. Specifically:

(1) The design specifications nat only optimize testing and instruction
independently with respect to indivi.. ! yules but optimize testing and instruction
collectively.

(2) These specifications can naturally be extended in future work to encompass
arbitrary curricular content involving any number of higher- as well as lower-order
rules. This includes the possibility of atternative perspectives, along with "error” (j.e.,
idiosyncratic or "buggy") rules. (However, see the section on related research.)

(3) The designs ensure that the current implementation will accurately and, to the
extent practicable, fully reflect the underlying theory. In the arithmetic tutor for example
basic constructs such as that of "rule" and "problem", were formulated in terms
designed more to facilitate implementation in BASIC than to reflect underlying theory.
Even where a concept or construct is not proposed for current implementation, every
attempt was made to allow for its addition at a later time.

(4) All specifications were made as modular as humanly possible. Every effort
was made to deline all major ideas rigorously in a form independent of any computer
language. Adierence to structured techniques, of course, necessarily biased our
designs toward computer languages such as Pascal, Modula 2 and Ada, which readily
lend themselves to structured programming. This difference, as much as any other,
differentiates our work from traditional A1-based systems

In short, the new design is a major advance over the one used with the MicroTutor Il
system. Among other things, this should help ensure compatibility with the Structural
Learning Theory (SLT) -- and, specifically, generalizability to arbitrary cognitive
procedures (rules) and future extensibility to more general curricular content.
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While space limitations make it impossible to present here most design details, the
discussion which follows will hopefully provide a good sense of the basic approach, To
set the context, let us begin by considering the process of instruction more generally,

All structural learning theories (SLT) (e.g., Scandura, 1971, 1977, 1980) include two
major compor.ants: (1) a problem domain or domain of discourse (e.9., what is to be
learned), and a set of (cognitive) rules derived by the process of Structural Analysis,
and (2) the individuals (e.g., a teacher and/or learner) participating in the discourse. At
this very high level, SLT's are analogous to Pask's (1 975) Conversation Theory. In
ELT's, however, individual knowledge is represented quite differently (e.g., rules are
strictly modular) and explicit attention is given to basic psychological characteristics of
the learner,

In their simplest form, SLT's involve one individual interacting with its environment, via
(relative to) some proscribed domain of discourse (characterized in terms of problems
in the problem domain and the rules, including higher-order rules, associated with
them). The goal-directed individual is viewed as attempting to solve "problems" that
are somehow presented to him or to achieve desired results. The individual's
responses are generated via its available rules of knowledge and the cognitive
universals governing their use. (New rules generated via higher-order rules are said to
be "learned" ),

The SLT also addresses the basic question of what an individual knows (that is
relevant) to begin with. The individual's knowledge is operationally defined in terms of
the rules characterizing the problem domain. As described briefly above, and more
fully by Scandura (e.g., 1977), the individual's responses to specific problems are used

to indicate which parts of which protgtypic rules associated with the problem domain
that the individual knows.

A more general form, represents a dialogue between two (or more) individuals (e.g., a
teacher and a learner). It should be noted that in general neither individual has perfect
knowledge of the domain nor perfect diagnostic and/or teaching knowledge. If one of
the participants did, "perfect” communication would theoretically be possible (but only
with respect to the domain of discourse). In any case, there is no a priori guarantee that
an individual participant can either accurately assess what the other participant knows
(or can do) or influence that participant in theorstically optimal ways. In general, these
inferencing and influencing capabilities will be partial.

The teaching-learning process involves a variation of the above in which one of the
participants is an "idealized" teacher and the other, a learner. This relationship is
represented schematically in Figure 2.

Various aspects of this characterization of the teaching-learning process have been

discussed in detail in previous publications. The process of structural analysis (SA), for
exumple, has evolved over a period of many years (e.9., Scandura, Durnin & Wulfeck,
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Aruitoxt provided by Eic:

Overview of Structural Learning Theory

Structural Analysis

PROBLEM DOMAIN: (including those problems which
learner is to be able to solve after learning and
rules to be acquired to make this possible).

T

IDEALIZED TEACHER:;
a learner with full
knowledge of
Problem Domain plus
SLT - based knowledge
of how to diagnose
student problem areas
and to provide remedial
instruction.

(il

LEARNER:
universals (e.g.
control mechanism)
plus rules representing
current state of
knowledge.

Figure 2, --- Overview of Structural Learning Theory
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1974; Scandura, 1977; 1984a,b). Today, SA has reached the point in its evolution
where critical aspects of the process might reasonably be automated. A high level
summary of this process is shown in the procedure FLOWform of Figure 3.

(Procedure FLOWforms are a convenient means of representing the procedural
component of rules in a rectangular area, such as a video screen.) In this FLOWform,
the name used by the Disk Operating System (DOS) to access the FLOWform is printed
on the top line in brackets with the full name "Structural_Analysis" following the colon.
Immediately below is a top-level, symbolic representation of Structural Analysis.

rule_derivation_hierarchy := STRUCTURAL_ANALYSIS (problem_domain)

where "problem_domain" is input into the operation "STRUCTURAL ANALYSIS."
When carried out, this operation generates (i.e., results in) a rule_derivation_hierarchy
(and indirectly those rules which can be derived directly or indirectly from them, e.g.,
Scandura, 1971, 1973b, 1977). Next, in braces are more complete descriptions of the
new terms in this symbolic representation. This same pattern is used in each of the
following FLOWforms.

More details on SA in its current state are given in Scandura (1984a). In the present
context, it must be emphasized that there is NO limit on the number of different
perspectives from which a problem domain may be analyzed (e.g., see Durnin and
.Scandura, 1973). We also note that, as with all potential knowledge, logical

inferencing capabilities are represented in terms of rules (e.9., Scandura 1973, 1977a),
(Where the inferencing involves other rules, the inference rules may be of a higher
order.) “Bugs" similarly are represented as (error) rules or perturbations on a given

rule. See the section on related research for further discussion.,

(Note: Higher “level" rules are not to be confused with higher "order" rules. The former
are more encompassing rules that are relatively higher in a rule hierarchy. The latter
are rules which operate on other, relatively lower order rules. See Scandura (1973b)
fer further discussion of this point.)

Although SA has a major place in our long range plans, in the present context the rules
to be learned must be identified and represented directly by the instructional designer
(or subject matter expert). However, as we shall see in a later section, availability of the
PRODOC development system makes this task much less onerous than it otherwise
might be.

The current ICBI research is concerned primarily with those portions of the
teaching-learning process pertaining to the Idealized Teacher and learner. Notice, in
particular, that in this model the idealized teacher knows (i.e., has direct access to) all
of the prototype rules (representing what is to be learned), and can recognize and/ur
generate arhitrary problems in the Problem Domain. In addition, this idealized teacher
assumably has built into it all of the theoretically optimal machinetry for diagnosing
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A.RULJ:Structural_Analysis Copyright 1987 Scandura

le derivation_hierarchy := STRUCTURAL_ANALYSIS (problem_domain)

peration: STRUCTURAL_ANALYSIS = process described in Scandura., J. M.
L %gructuraI (Cognitive Task) Analysis: II. § stematiza%ion of
put :

e Method. Journal of Structural Learning, y1984 ,» 1-28.
problem_domain = generalized sgecifications for'class of probiems
orresponding to capabilities student is to have after

earning.
Ptput: rule_derivation_hierarchy = hierarchy of rules obtained as a result

of structyral analysis, performeg 1terative1g with base rules at
bottom and those corresponding to sample pro fems/curriculum
goals at the top:; has two parfs: hierarchy of rules by name and
individual rules.}

prototypic_problems := SELECT_PROBLEMS (problem_domain)
{SELECT_PROBLEMS =

selgcts gample of problems_characteristic of

problem domain; in curriculum flannina these problems may
corregpond to specific gurricu um ??als.
prototypic_problems = in education, setlo }problems lustrative

of curriculum goa

LR L L AR B R B I O B I I T S S T S S T S S P »
.

rule derivation_hierarchy := RULE_HIERARCHY ANAL¥SI§ " """ "":"'-" .
. (prototypic_problems) _

REPEAT

rule_derivation_hierarchy {at next level} :=
RULE_ANALYSIS (protogypic_problems, rule_derivation_hierarchy)

{rule_derivation_hierarchy = hierarchy of rules where set of
rules at ang level 1is sufficient to
u generate both golutions to

rototypic problems and underlvin
3 gg hig 1s.} ying

rules her levels.

GET_DERIVATION_SET (rule_derivation_hierarchy)

set of terminal rules at base of
rule_derivation_hierarchy.}

(problem_domain, derivation_set)

(SUFFICIENTLY_POWERFUL = derivation_set provides a sufficient basis

for solving all problems in groblem_domain
(either directly or indirectly in t&rms of
rules derivable from the urdetlying_rules) or
they are otherwise judged sufficiently
powerful by curriculum designer.}

derivation_set
{derivation_set

UNTIL SUFFICIENTLY_POWERFUL

Figure 3. --- Structural Analysis.
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learner difficulties and for providing optimally efficient remediation. This may or may
not include idealized inferencing capabilities of the sort used in exper systems.

The learner, in turn, is characterized in terms of some subset of the idealized
knowledge plus universals. See the FLOWform for more details. Far more extensive
discussion of the learner model may be found in a variety of publications (e.g.,
Scandura, 1971, 1973, 1977a (esp. Chapter 2), 1980).

This idealized teacher is characterized at a very high level in the FLOW{r:m below.
Notice that no constraints are placed on the content to be taught; hence the term
"Curriculum-Tutor". Provision is made in the FLOWform for arbitrary problem domains,
involving sets of higher- and lower-order rules, albsit at a rather high level. If fully
implemented, such a system might be used tc provide instruction on learning
strategies, including logical inference (higher-order rules), lower-order rules (cognitive
procedural tasks) and interactions among them. It also provides for alternative
perspectives (including error rules) and perturbations on prototypes.

The Curriculum_Tutor takes a formal characterization of the learner as input and
provides optimal diagnosis and instruction needed to produce learner mastery on all
rules in the rule derivation hierarchy. The learner, formally speaking, is characterized
by a universal control mechanism, a processing capacity and a set of rules (possibly
including higher-order rules) representing that portion of available knowledge that is
relevant to the problem domain (i. e., curriculum).

Refinement of the CURRICULUM_TUTOR into components involves a REPEAT...UNTIL
loop: a GENERALIZED_RULETUTOR, which wou'd work with arbitrary
rule_derivation_hierarchies, constitutes the body of the loop and MATCH constitutes

the terminating condition.

In our research, the body of the main loop has undergone further refinement but the
details are not important here. The basic jist of this design (refinement) is to determine
tasks which maximally "stretch”, but still lie within, the learner's capabilities (at each
point of time). Normally, this will require the learner to mobilize a variety of higher- and
lower-order rules, and may involve attacking the problem from any of the perspectives
considered during structural analysis of the content.

After testing on each such task, the learner's status is updated. This essentially
involves keeping current the list of known and unknown rules. The basic process (loop
"body) is repeated whenever the learner is successful (until the learner's status matches
the rule-derivation hierarchy). Before looping on failure, the Intelligent
Curriculum-Tutor determines an unmastered rule nearest the bottom of the hierarchy
and provides instruction on that rule.

i is relatively easy to understand the individual components of the refined design --
especially if one is familiar with the underlying structural learning theory,
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CURRTUTR.RUL]:curriculum_tutor Copyright 1987 Scandura
learner {with all rules in rule derivation hierarchy masteredl} :=

learner =

CURRICULUM_TUTOR (rule_deérivation_hierarchy, learner)

[CURRICULUM_TUTOR = provides optimal diagnosis and instruction needed to

Produce learner mastery on all rules in rule hierarchy.
characterized by an universal control mechanism and rocesssing
capacity, and a rule set (list of mastered rules in ierarchy,
1nclud1n? portions thereof, mag be surficient but, for purposes
of efficiency, complete characterization of rule derivation
hierarch§, path hierarchy or problem types hierarchy and path

salifagsnts Ior all rules in rulse_derivation_hisrarchy might be

REPEAT

learner {with ail Eaths of teachabie target raie mastéredi’:s
GEN LIZED RU

{GENERALIZED_RULE_TUTOR = determines initial target_rule, tests
to update undetermined” (tdarget and
grerequisiteg rules, reassigns ) .
Larget_rule if necessary, and provides .,
instruction on teachable
target_rules,}

target_rule := GET_MAXIMAL_TARGET_ RULE (rule_derivation_hierarchy,
learner)

{GET_MAXIMAL_TARGET_RULE = determines rules in
rule derivation_hierarchy
requiring maxim&l use of learner’s
availa?le r¥les and r?cess%ng gagacity,
then ? ves learner ogc on o ele¢ting
ong of these rules (where higher-order

selection rules are involved, there will
only be one target_rule at each stage)
ori if not, choodseS the first of thése
rules.

target_rule = rule in hierarchy to serve as target for diagnosis.}

proposed_solution := RULE_TEST (target_rule:‘learner)
(RULE_TEST = identify and administer problem.}

learner {with status updated} := EVALUATE SQLUTION UPDATE_STATUS
(gropose _solutton,
arget_rlle, learner,
rule_derivation_hierarchy)

(EVALUATE_SOLUTION_UPDATE_STATUS = evaluates and uses roposed
solution to update learner status
(i,e., comgonents and paths of
rules and derivation sets of
rules).}

target_rule := GET_MINIMAL_TARGET_RULE (iuleﬂdegivationwhierarchy,
earner

(GET_MINIMAL_TARGET RULE = selects lowest level rule having at

least one failed path.

NOTE: On success during RULE,.TEST, derivation sets are marked
passed so base ténds to move toward target_rule; on failure,
som2 paths may be marked failed; we always select a lowest
level rule in"a derivation set with failed types as target.}

target_rule {with all paths mastered} := TEACHAAL RULE_TUTOR
(target_-uTe, learner)

IF TEACHABLE (target_rule, learrner)

(TEACHABLE = determines whether target rule has failed paths and
is at base of rule derivaFion_hierarchy or all rules
in one of its deriVation sets have been mastered;
in latter case, we could teach non-used
prerequlsltes.ﬁ

THEN [(rArany

target_rule {with all raths mastered? := RILFE THTAR




[] |LnUhL_LUIUH = €§?v1%e§ ?gc%max Q1agnosis ana 1nscructlion on
get_rule.

UNTIL MATCH (learner, rule_derivation_hierarchy)

{MATCH = determines whether or not learner mastered rules are
equlvalent to those in rule_derivation_hierarchy.}

Figure 4. --- Curriculum_Tutor.




Implementation of many of the components in a computer environment, however,
would be something less than trivial. One of the components,
GET_MAXIMAL_TARGET_RULE for example, would require implementation of the
universal control mechanism assumed to govern interaction amony all rules of
knowledge. To date, the only serious attempt to accomplish this was in a dissertation
by Wulfeck (see Wulfeck & Scandura, 1977). Even here, the control mechanism was
not completely independent of the higher order rules. While subsequent work (e.g.,
Scandura, 1981) provides a potential solution to the problem, implementation would
constitute @ major research project in its own right.

In effect, while desirable, implementation of a CURRICULUM_TUTOR of this sort is
beyond the scope of the present implementation. Our reasons for including discussion
here are primarily to provide a broader perspective and to show how the current
research could be extended at a later time.

It is rarely (if ever) possible to fully implement any non-trivial psychological theory as an
operational computer program. The Structural Learning Theory (SL.T) is no exception
to this rule. More generally, the SLT makes specific provision for learning strategies
(higher-order rules), the process of learning itself (e.g., via rule interactions determined
by a universal control switching mechanism), skill acquisition, and in general,
instruction on arbitrary content.

THE INTELLIGENT RuleTutor PROTOTYPE

Rather than attempt to implement the SLT in its entirety, the intelligent RuleTutor
prototype is concerned exclusively with the teaching and learning of cognitive
procedural tasks (i.e., problem domains solvable via a single rule:.one domain, one
range and one procedurs),

In developing the RuleTutor, we introduced simplifying assumptions which made
implementation uf the prototype feasible. Nonetheless, the fact that the RULETUTOR is
an essential component of the CURRICULUM_TUTOR is especially important given our
stated Interest in future generalizability. (Although greatly improved, and more general
than the earlier Apple Il implementation, we retain tha name "RuleTutor” since the
emphasis still is on cognitive procedural tasks.) At a high level notice that the

- RulaTutor FLOWform (see Figure 5) also has the same general form as the

CURRICULUM_TUTOR. Thus, the latter repe. .is the GENERALIZED_RULE_TUTOR
until the rule_derivation_hierarchy characterizing the entire curriculum has besn
mastered. Analogously, the RuleTutor repeats the PATH-TUTOR until the targeted rule
(cognitive procedural task) has been mastered.

Implementation of the RuleTutor, of course, required progressive refinement of the

basic design. In the process, we used PRODOC's high level simulation capabilities to
systematically test the design at each stage of refinement. Successive refinement
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PROGRAM RuleTutor (learner, target rule, problem t e_hierarchy, problem_type, ma
rry_critet’ia, P(k) ’ k, Pl, éz’ ng Iearner?; -type_ Y. P _Lyp

. learner : status;

: target rule : ;
rog efi_t e_hierarchy $ e
roblem”type™: ;

?ﬁ?ery_cr teria : ;

El.:
BY

VAR learner : status
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Co
: learner{}, target_rule(}, problem“type_hierarchyf§¥ mastery_criteriall}
ANGE: learner({}

earner {with rule mastered} := RULETUTOR (target rule, learner {with
curgfnf gule ggatus gs
r m ar ,
gng mgsteggitriggrig}¥
RULETUTOR = determines learner status on target rule,
then Erovides ogfimal diaqn?si nd“gnstruct}on on
target_rule unt masterg of all patﬁs (problem_types
in hierarchy) is achieved.
roblem_type_ hierarchy = hierarchx of problem types corresponding
ath hierarchy of t ule

(o} arget_r .
Pstery_criteria = gritegia gge? to determine masger? on paths of
| arget_rule.

earner {with current status of knowledge of target rulel
learne := INITIALIZE_L ER (tarqet_rgle, leaggerT

kINITIALIZE_LEARNER = loads in learner file (if any) with current

status on target_rule, else makes a cogg of
tar%et_rule to_c¢haracterize knowled?e wi
statUs of all paths undetermined.

LE"E“T tearner [with,iRaGBaRle BAoHlSDriEPT Bagkeredl iz, . status
' and mastery_criteria

[ggkl R.NRLJ:RuleTutor right 1987 Scandura

specified}

{DIAGNOSTIC_PATH_TUTOR = grovides optimal testin? and
v

nstruction on a path sn
current state of learnér.
k problem_type = equivalence class of problems defined b

a path of the target_rule but stored under
learner s knowledge.T

JNTIL RULE_MASTERED_OR_END_LESSON (learner)
|

-

{RULE_MASTERED = determines whether %eagner has mastered all problem
types for target_rule.

Figure 5. --- Overview of RuleTutor.




levels of a more detailed Ruletutor design are shown in the second RuleTutor
FLOWform.

In general terms, after determining the learner's status at the beginning of a lesson, the
RuleTutor tests the learner to determine which parts of the to-be-learned target_rule
have been mastered (or retained) and which have not. At appropriate points in the
testing process (e.g., when all prerequisites to a failed problem type have been
mastered), instruction is provided on missing information. This process is continued
until the entire rule has been mastered. Specifically, the high-level REPEAT construct
in the FLOWform indicates that the testing/teaching process is repeated until problem
types assoclated with ALL paths of the given rule are mastered by the student. (Note:
Although no machinery has been included to allow for rule derivation, control
mechanisms and the like, the importance of the fact that they could be added at a later
time, without having to change the RuleTutor itself, cannot be overemphasized.)

The first major component (a sequence of steps) within the REPEAT...UNTIL loop
involves determining which problem_type (or associated path of the target_rule) in the
path inerarchy will provide the maximum amount of information about the learner's
(relevant) knowledge. This will always be a problem_type which is as yet
"undetermined” (i.e., not yet marked as "mastered" or "failed").

The second major component is an (embedded) REPEAT...UNTIL loop which
generates a test problem of the given problem_type, gets the learner's solution,
evaluates or grades the solution, and then computes the probability that the learner
knows the path corresponding to that problem_type. If the learner's probability of
knowing is between two predetermined values (say 20% and 80%), another problem of
the same problem_type would immediately be presented.

Otherwise, diagnosis on the problem_type is complete so the RuleTutor updates its
information on the learner's knowledge: If the learner's probability of knowing is greater
than the pre-set upper limit (e.g., 80%), the RuleTutor will mark that problem_type and
Its prerequisites, if any, as "mastered"; otherwise, it will mark as "failed" both that
problem type and those types, if any, for which it is a prerequisite.

The next step involves determining which failed problem_types or path at the lowest
level in the path_hierarchy.

Finally, the last major component of the loop (an IF... THEN constiuct) determines
whether all of the prerequisites of any of the minimal level problem_types/paths have
been mastered. If s, instruction is provided on that path. Such a path is an ideal
candidate for instruction. Not only can instiuction proceed from a solid base (of
prerequisites) but its position near the base, relatively speaking, provides optimali
potential for transfer to other paths. Transfer of this sort will be detected the next time
through the loop making instruction unnecessary on the affected paths.
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LRULETUTR.NRLI:RuleTutor Copyright 1987 Scandura
éﬁﬂggﬁzlégggggfgg, target_rulef}, problem_type_hierarchy??? mgstery_criteriai}

learner {with rule masteredl} := RULETUTOR (target rule, learner {with
curtent rule status as
problem type_hierarchy,
and mastery_criteria}

[RULETUTOR = determines learner status on target_rule,
then grovides optimal diagnosis and instruction on
targe _rule until masterg of all paths (problem_types
ﬁn iergrchy) is ac ievg .
problem_type_hierarchy =" hierarc of problem types corrasponding
to path-hierarchy of target rule.
mastery_criteria = criteria used to determine mas ery on paths of
target_rule.}

rearner (ULERISYRETOE PERRKERCS LKDguLedgs, Of arget vuls)

{INITIALIZE_LEARNER = loads in learner file (if any) with current
status on_target_rule, else makes a cop¥ of
target_rule to characterize knowledge with
statusTof all paths undetermined.}

I'iééiﬁéé't&ié&'é&ié'ﬁéééééé&}'Eé'biAéNééTié;ﬁO£éTﬁT6ﬁ'" """ Tt .
. (learne¥ {with current status .
and mastery_cr%teria s§ecified}, .

. problem_typ&_hierarchy .
. (DIAGNOSTIC_RULETUTOR = provides optimal diagnosis and 1 ruction .
. ¢ R ?ntilhgessdn}ends oggmastery of gii paths .
s achieved. .

h_teachabie Br%ﬁiéﬁ'égbé'ﬁééﬁééé&i':é""""'"""
DIAGNOSTIC_PATH_TUTOR (learner {current status
and mastery criteria

specified}) .

. (DIAGNOSTIC_PATH_TUTOR = grovides optimal testing and .
. nstruction on a Tath given .
, current st?te og earaef.]
problem_type = equivalence class o problems defined bg
a path of the targeft _rule but stored under
learner’s knowledge.T .

REPEAT ® ¢ 6 0 ¢ 9 9 0 9 ¢ 0 0 0 & 00 0O L L0 e 9 PN e e
. . learner f{wit

. problem_type := GET;?ROBLEH_TYPE (learner)

(GET_FROBLEM_TYFE = determines undetermined groblem_type
. (equivalence class) for testings;
' given learner’s current state.

path_level := SET_LEVEL (learner)

(SET_LEVEL = Reset test level so as to minimize
expected number of levels that need
t? be testgd ~-- e.qg,, dftermines
highest and lowest’level paths whose
status is still undetermined, then
computes the average,
C{highest - iowest) 7/ 21 + 1 .}

problem_type := GET_PROBLEM_TYPE_AT LEVEL (path_level)

(GET_PROBLEM_TYPE_AT_LEVEL = Find next undeterminfd
Broblem type at leve
rnnless Tearner has
specified a problem_type
or a specifi¢ problém,
k := zero (k = problem_counter).}

k := IIOIO
number of presented problems of the problem_typel
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corres onds to path of Earget rule.
gro ab of mastery baséd Gu
earner s responses to k test items.}

: problem_g¥ﬁe

i1 8

REPEAT | . TAREERENype

(FROBLEM TEST

tests on a specified ?roblem ty .
Tinimumegrobab%lity Ptk) above which .
m .

k o i .

P2 Tagigg egr? a? 11ty P(k) below which .

P3 maximum_number test _items.}

test_problem := PROBLEM_GENERATOR (problem_type)

{PROBLEM_GENERATOR = generates a §§t_grob1em
test_ problem = test tem for spec
problem_type.}

kK := add (k, "1")
problem_solution := GET_SOLUTION (test problem, k)

{GET_SOLUTION = gegg égagner s responses and displays
creen.

prcblem_solution = learneg %uence of responses to
curren pro

P(k) := GRADE_SOLUTION (gro?lem g?lutigm, learner,
est_problenm,

{GRADE_SOLUTION = compares roblem solution with
golution to test"problem
enerated b{ target_rule
idealized earner) and
comgu es new probability of
mastery,
this computatlon may be based
on answers to steps in
groblem solution and/or may
nclude partial credit for a
par ially correct answer.}

UNTIL GREATER THAN (P(k),Pl1) OR
LESS THAN (F(k),P2} OR
GREATER_THAN (k. P3

)
(k 1 ( .g.,_ 80
é 5 Fg e g 20‘ bl t fai
roblem e success or failure is
known ith measured certa?nty or aygre -specified number o%
problems have been tested.

learner (with B R ERANPR M s Tr(k), 1learner, P1)

{UPDATE_LEARNER_STATUS = evaluates proposed solution and
g ei }earn 8 status; ﬁf
robabil mastery, Py
gs greater than given minimum
then mark blem Gvpe and
ali of its descen ants/
prerequ1sites mastered,
else mark oblenm_type "and its
ancestors ailed
sugcess %,
F2Z failure %.
P3 maximum_number_of test_items.}

mastery_criteria: Pl

KB itn

roblem_type := GET_ MIVIMAL PROBLEM_TYPE
P © Ype ' (leaFner, prOblem_type hierarchy)

{GET_MINIMAL_FROBLEM_TYPE = selects lowest level
Fro blem_ty ?e/path
alled By learner.}

oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

' problem type := TEACHABLE_PATH_TUTOR (Eggbéem 8 pe,1 )
. g rule, learner

{NOTE: The target rule includes verbal 1nstruct10n
ertainlnq to the FTarget rule whereas the learner’ s
‘nowledde (rule) doee noE, conversely, the learner’s rule

.
Y mbabkin PN P N Y - I . .« [ Y J




THEN
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{PREREQUISITES_PASSED = determines whether all paths

equisit em_type
ger eeg mgster 503 P
1L AKARR}
learner Rwith ﬁat mastered}
:= PATH_COMPON E T_TUTOR (learner, tar?et rule,
problem_type
(PATH_COMPONENT_TUTOR = grovides ins ruction on missin?
omponents solution path (if all
prerequisites are nastered).}

UNTIL RULE_MASTERED_OR_END_LESSON (learner)
{(RULE_MASTERED = determines whether learner has mastered all problem

types for target_rule.}

Figure 6. --- Expanded RuleTutoer,




The step pertaining to the PATH_TUTOR (marked with "*" in the FLOWform) plays a
central role in the RuleTutor prototype and deserves elaboration. Specifically, when a
learner has failed a problem_type and is to receive instruction, he or she may very well
knew some components of the rule path corresponding to that problem type.
Consequently, in an optimal system, instruction should focus on those components
which the learer does not know. In general terms, this can be inferred from the status
of the steps of paths which are known to be mastered or failed.

The RuleTutor also allows the learner some discretion as regacds selecting the kind of
instruction to be provided. This option recognizes the fact that a given learner may
need or wish to receive a particular type of instruction.

The PATH_TUTOR FLOWform shown below describes the above process in more
detail.

Itis irnportant to observe that receiving instruction is conditional on whether or not the
component in question is «.ready known. Also, whereas the instruction will be tailored
to both specific path components and individual tastes, the PATH_TUTOR does not
assume mastery. Rather, mastery is determined the next time the RULETUTOR
recycles through its diagnostic phase (i.e., diagnostic steps).

Just before the instruction begins, GENERATE_PROBLEM is used to generate a
test_problem corresponding to the failed path. If the current component is failed,
INSTRUCT provides instruction on the component as the learner desires. On mastered
steps, the PATH_TUTOR will enter the answer automatically (for purposes of
instructional efficiency) and proceed to the next component. The process repeats until
all components of the path have been covered.

Notice that in addition $o being able to generate needed problems, actual operation of
the RULETUTOR and PATH_TUTOR requires interpretation of arbitrary portions of the
rule being taught. For example, at various points these tutors must generate answers
to particular steps either for display purposes or for comparison with learner answers.

In this regard, all rule components are represented in terms of trees involving only
structured components. The RuleTutor piototype incorpnrates an interpreter which can
be used with any rule in which the terminal elements cor espond to PRODOQC's library
rules. Specifically, interpretation of a node in a proceduie tree (i.e., FLOWiorm) will be
a function both of the structure type of the node (sequence, selection, etc.) and of the
children of the node.

It the node is a sequence node, for example, its children are interpreted successively. If
It is a selection node, its condition child will select one of the two other children nodes

to be interpreted. Those children nodes which happen to be terminal nodes

correspond to previously compiled procedures (psychologically relevant units, or

atomic rules) which are executed directly.
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CPATHTUTR.RULJ:Path_Component_Tutor Copyright 1987 Scandura

problem_type (mastered} :=
PATH_COMPONENT_TUTOR (learner, target_rule, problem_type)

{PATH_COMFONENT_TUTOR = provides instruction on missing components of solution
, path associated with current problem type.}

solution_path {with status set at first component} :=
-F COMPONENT _KNOWLEDGE (learner? target_rule, problem_type)
{COMFONENT_KNOWLEDGE = determines whether components of path associated with
, the current problem_type are mastered, failed or

undetermined. }
test_problem := GENERATE_FROBLEM (problem_type)

learner (with ail’ mponents of‘ééidﬁion_path mastered} :=
. COMPONENT_TUTOR (test_problefi, solution_path, learner)
. [COMPONENT_TUTOR = testing and/or instruction on unknown components .
. of current problem_type.} _ .
REPEAT e 5 5 % 0 0 @ 0 0 0 0 8 ¢ % 08 0 0 8 s 0 0 ® o " % 08 o o S 6 8 6 06 00 46 0 0 0 9 0 0 08 0 L 0 0  ® 5 0 00 0 00 0 0 o LN
. learner := CONDITIONAL_TEACH_COMFONENT .
{test_problem, sclution_path, learner)

THEN | ¢iiiiiieeinnesnsneonassnennnss

. problem_soiution éupdated%.'ééi&ﬁiéﬁ'ééﬁﬁ'fﬁ%déﬁé&i‘Eé'"
. TEACH_COMPONEN (Egggﬁgg?ﬁ em, solution_path, .

. {TEACH_COMFONENT = provide instruction on current
component. }

trial_solution :=INSTRUCT (test_problem, solution_path)

CINSTRUCT = gqive learner ogtion of resgondinq with knowledge
of results, being shown how or béing given
verbal instructidn: allow repeats.}

problem_solution Cusdated}, solutionsfath £uﬁdated}:=
NEXT_COMFONENT = (test_proBlem, solution _path)

(NEXT_COMPONENT = generates answer to current component. ;
advances to the next component of the
solution path for testing and/or
instruction.}

|
| ELSE |precblem_solution [quated},
FONE =

solution Eath Cuidated}:=
NEXT_COM NT (test_problem, solution_path,
learner)

{NEXT_COMPONENT = generates answer to current componen
advances to the next component of th
solution_path for testing and/or

| instruction.}

t:
e

UNTIL FINISHED (selution_path)

Figure 7. --- PathTutor FLOWform.
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IMS'S PRODOC System

In its most basic sense software development involves describing the tasks to be
solved -- including the given objects and the operations to be performed on those
objects. Moreover, such descriptions must be precise in order for a computer (or
human) to perform as desired. Unfortunately, tha way people describe objects and

operations typically bears little resemblance to source code in most contemporary
compu.er languages.

There are two potential ways around this problem. One is to allow users to describe
what they want the computer to do in everyday, tyrically imprecise English (or to
choose from a necessarily limited menu of choices). This approdch has some obvious
advantages and a considerable amount of research is underway in the area. The
approach, however, also has some very significant limitations: (a) it currently is
impossible to deal with unrestricted English, and this situation is unlikely to change in
the foreseeable future, and (b) even if the foregoing limitation is eventually overcome,
the approach wouid still require the addition of complex, memory intensive "front ends".
These "front ends" interact with the user's typically imprecise English statements and
effactively "try to figure out" what the user intends. The result invariably is a system
which is both sluggish in performance and limited in applicability.

PRODOC is based on a second, arguably more flexible approach. The terminology
used in PRODOC may be customized so as to match the way human experts in any
given application area naturally describs the relevant data and operations. This
customized terminology is all based on a uniform, very simple syntax that might easily
be learned by an intelligent human (in a few minutes time). The approach taken with
PRODOC is absolutely general, as well as far more efficient and easy to use.

The PRODOC system provitles support for the entire systems software development
process, including requirements definition, system design, testing, prototyping, code
generation and system maintenance. It consists of four distinct but complimentary and
fully compatible software productivity and quality assurance environments running in
640K of memory under MS-DOS. Each of these environments makes use of Scandura
FLOWforms, (FLOWforms look similar to Nassi-Shneiderman flow charts, but they
make better use of the rectangular screen and allow simultaneous display of as many
(or as few) levels of representation as may be desired.)

(1) Applications Prototyping Environment (with interpreter and expe.t assistant
generator) (PRODOCea) - is suitable for use by nonprogrammers as well as
programmers for designing, documenting, implementing, and maintaining souiiware
systems In an integrated, graphically supported, top-down structured environment. In
addition to English text, the availability of greatly simplified, very high level library rules
makes PRODOCea Ideal for rapid prototyping. Support for input and output data
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IMS's PRODOC
Software Development Environment

( Specific Application ) C- Examples of Application )

7
FUTURE OPTION: .
Domain Expert Using PRODOCea Domain Expert uses computerized

\ Structural Analysis

FLOWform Specification
of Application

Expert Assistant |
Using PRODOCea Domain Expert or Systems Designer
Using PRODOCea
Debugging Interpretable FLOWform
Using PRODOCea Using Library Rules

, Programmer
Systems Designer or ,
Programmer Using PRODOCpp

Using PRODOQCIp
yd

Library-based

PRODOCIp Pascal, C, Ada,
FLOVX,:?,,' ";aEsZg?"ced (automatic) COBOL or FORTRAN
Pseudocode (Pascal only) Pseudocode
PRODOCIp PHODOCpp
(aUtomaﬁC) (automatic)
(Pascal only)
N pd

( Source Coda )

Figure 8. --- Overview of PRODOC software development system.




structures also makes it possible to directly reflect arbitrary semantic properties.

The current version of PRODOCea employs a general set of library rules especially
designed for prototyping. Table 1 shows the complete list of library rules and their
parameters.

CATALOG OF LIBRARY RULES

- - INPUT/OUTPUT - -
display_structure
(ROOT_ELEMEN DISPLAY_PARAMETERS,DISPLAY_NON_TERMINAL)

displry :
(ELEMENT,DISPLAY_PARAMETERS)

load
(ROOT__ELEMENT,DOS__NAME,DRIVE,FILE_TYPE)

save
(ROOT_ELEMENtT,iDOSt»_NAME,DRIVE,FILE_TYPE)

get_inpu
(ELEMENT,DISPLAY_PARAMETERS)

clear_video

- - OPERATIONS - -
insert_component
(SET,PREVIOUS_COMP NENT.DISPLAY_PARAM_OR_VALUE,NODE__TYPE,NAME)
delete_component
(COMPONENT,SET)
share_component
(COMPONENT,SET,PRE‘/IOUS_COMPONENT)

delay
(SECONDS)

insert
(SOURCE_ELEdMFit\lT,DESTINATION_ELEMENT,INSE RT_POSITION)
elete
(ELEMENT,START_POSITION,LENGTH)

delete_display_parameters
(ELEMENT)
move_component
(COMPONENT,SOURCE_SET,TARGET__SET,PREVIOUS__COMPONENT)
- - PARAMETER FUNCTIONS (Character / Arithmetic) - -
concatenate
(FIRST__ELEMENT,SFCOND__ELEMENT)
extrac
(SOURCE_ELE?\SSNT,START_POSITION.LENGTH)
a
(ADDEND1,ADDEND?2)
subtract
(TOP,BOTTOM)

multg)ly
(FACTOR1,FACTOR2)
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divide
(DIVIDEND,DIVISOR)

power
(BASE,EXPONENT)
X) greatest_integer

(X,BASE)

(X)

round
(X,PRECISION)

component_with_value
(SET,VALUE)

next_component
(SET,PREVIOUS_COMPONENT)

common_component
(SET1,SET2,Nth_

modulo

absolute_value

ONE)

previous_component

(SET,COMPONENT)
- - CONDITIONS - -

match
(STRING1,STRING?2)

equal
(X,Y)

unequal
(X,Y)

less_than
(X,Y)

less_than_or_equal
(X,Y)

greater_than
(X,Y)

greater_than_or_equal
(X,Y)

next_component_exists
(SET,COMPONENT)

same
(COMPONENT1,COMPONENT?2)

- - LOGICAL CONNECTIVES - -
(EXPRESSION??SXPRESSION2)
(EXPRESSION?tEXPRESSION2)

(EXPHESSION;‘Ot
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- - ASSIGNMENT - -
assign_role
(ROLE,ELEMENT)
0

r
ROLE = ELEMENT
assign
(ELEMENT,VALUE)
or
ELEMENT := VALUE

Table 1. --- Latest library rules.

Considerable effort was expended to insure that rule construction is easy as possible
for potential ICBI authors. Given our initial emphasis on arithmetic, we undertook a
structural analysis of the whole number algorithms for addition, subtraction,
multiplication and division. In this case, structural analysis involved:

1. selecting prototypic problems, including the goal variables.

2. identifying critical components which can vary while still

requiring the same solution method. This effectively defines the
domain of the rule.

3. solving those problems step by step as the leamer is to solve them
- (after learning).

4. Identifying operations to be performed and the conditions
underlying the decisions to be made in carrying out each step.

5. determining whether some succession of operations after a
condition ever yenerates a state, satisfying the same condition. If
s0, the condition defines an iteration or "loop"; otherwise it
defines a selection.

In general, the result of carrying out the above steps is only a partially defined rule
procedure. Specifically, it was clear only what happens under conditions (e.g., A)
associated with the selected problem. To determine what happens under alternative
conditions (e.g., not A}, the above steps had to be repeated with new problems,

Once a rule procedure at one level was fully defined, the various components of the
procedure are further refined in the same way. The process continues until all
components are atomic.  (For more details on the process of structural analysis see
Scandura, 1982, 1984a, 1984b).

The domalins and ranges of the resulting rules are all very similar to the tree
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- representations used as illustrations in the first section on the problem and rule

constructs. The main point to stress in this regard is that essentially any domain (or
range) structure can be represented as a hierarchy of ordered sets.

The problems on which the RuleTutor operates are closely related and derived directly
from rule domains and ranges. The data FLOWform in Figure 9 shows how data
structures (problems) are represented using PRODOC. In particular, notice that some
elements (e.9. marked) may have two (or more) parents (i.e., be an element of two
sets). From a functional standpoint perhaps the most important feature of PRODOC is

that all elements of any such data structure may be directly accessed by operations and
conditions in the associated rule.

Component operations and conditions in the procedural portions of procedure

FLOWforms correspond to the kinds of atomic rules needed in the proposed arithmetic
library. ..

Constructing a library whose constituent atomic rules correspond to these cperations
and conditions was primarily a matter of defining atomic rules (corresponding to the

arithmetic steps) which both have an easily understood syntax and are meaningful to
domain experts.

The "trick” in formulating the component operations and conditions of the various
FLOWforms was to do so in a way that maximized generality (i.e., utility) of the
components, and hence minimized their number, without losing their heuristic
relevance (to the content in question).

It is this PRODOC environment that is used as the "authoring” system. An unique
fea'ure of PRODCCea is its ability to immediately execute interpretable library rules.
This makes it relatively easy for authors to construct interpretable specifications for
cognitive procedural tasks. Once a subject matter expert knows exactly what a
human/computer assistant is to do, it is a relatively simple task to develop a rule which
raptures the competence necessary foi performing the required tasks. Example rules
vonstructed for arithmetic are shown in the following section.

Other PRODOC environments are:

(2) Applications Prototyping Environment (for use with a Pascal compiler)
(PRODOCIp) - is identical to PRODOCea in so far as prototype design and the use of
library rules in rapid prototyping is concerned. Instead of an interpreter, however,
PRODOCIp includes a generalized code generator which makes it possible to
arbitrarily mix Pascal code with library rules, thereby gaining the prototypina
advantages of any number of customized, arbitrarily high level languages, along with
the flexibility of Pascal. This feature makes it possible, for example, for a programmer

to speed up or otherwise add finishing touches to a working prototype created by a
nonprogrammer.
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(3) Programming Productivity Environment (PRODOCpp) - has ali of the design,
etc. features of PRODOCea. PRODOCpp comes in standard form which supports text
and source code in any programming language.

In arldition, pseudo coc'e support currently is available as an option for Pascal, C, and
Ada, combining the claiity and ease of use of high-level fourth generation languages
with the flexibility of third generation languages. These options include syntax
checking, consistency checking, declarations generation and source code generation.
Pseudocode support is totally data driven so similar support for other third and fourth
generation languages may be added without modifying PRODOC itself.

The relationship between Pascal pseudo code in the SORT FLOWform and the
carresponding full source code is shown below.

Note: This illustration shows only terminal elements of the FLOWform. All design
levels of the sort routine are displayed in the second FLOWform.

(4) Library Generation (PRODOCIg) - is for *in house” use only and is used to
integrate available rule libraries and new library rules into either PRODOC prototyping
environment, thereby creating customized versions of PRODOC for particular
application areas. Since this requires access to PRODOC source code, customized
versions of PRODOC will normally involve collaboration between users and IMS.

The PRODOC series has been implemented in Pascal and currently runs under
MS-DOS.

SAMPLE ARITHMETIC AND LIBRARY RULES

As emphasized above, the RuleTutor is designed to work in conjunction with rules
representing content to be taught. Consequently, to construct a working ICBI RuleTutor
system, one must first create rule specifications for the content (e.g., some cognitive
procedural task).

Our work with potential ICBI authors (e.g., Scandura, 1984a, 1984b) shows that by
applying the method of structural analysis systematically, they typically are quite able to
construct FLOWforms representing procedures for solving tasks in their areas of
expertise -- as long as they can express the components of those procedures in terms
with which they are familiar. In a similar manner, they also are able to identify (and
hence represent) critical features of the tasks themselves.

Note: These abilities have been demonstrated empirically using a recent formulation of
the method of structural analysis (e.g., Scandura, 1984a, 1984b). Given conient and
pedagogical competence, and guidance in the use of structural analysis, educators
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CIAT. AULIs0re Copyrient 1983 Scandure FROGRAN s0rt | tnput oucput )
21 _prine reeult. VAR n: CNTEGIN,
runto | "How many musers (L to 300) to be sorted? i1 LNTECEN,
@3 ARRAY C1..5003 OF [NTEGER;
coadin (n) )1 TNTEGER,
tesp: [NTDGEN,
writeln ( Onter below nuadérs ¢o be sorted. Press feturn’ atter each. ) —
FOAL el tenm . write ("How aany nuabers (| to S00) to be sorted? ),
seadin ins;
00 [recdin 1ag12) MGte
. veiteln {'Enter below numbers to be sorted. Press (Return) after each, ')}
fOR | 1o | ¢ n-) FOR | a9  to n DO
ceadin (alidy
00 |FOR J 10 L ten -y am,;
FOR ¢ 1+ 1 %0 n-} DO
00 [IF oC9) > oLyl

FOR § tv L kon -y DO
BEGIN
TN {temp :° oL)) IF aCjd » aCyel) THEN
sECIn
oC13 1o aljel) tesp :e aCi)s

al1d 19 aljel)y
aljeld 1o temp nu.)".“ te temp

END;
weiteln ('The resulting order 19 ) WGLIN
weiteln ('The resulting order iy 1
FOR & 1o Lton FOR L :s | to n 00
uriteln 1alid:ds
00 [urtteln (aLidi2) -
.,

Q 43
ERIC

Aruitoxt provided by Eic:



(with backgrounds similar to potential ICB! authors) were able to create rule
representations functionally equivalent to those constructed by expert analysts.

The FLOWform below Whole Number Subtraction is illustrative. This FLOWform is
written in English and can be used to solve any given column subtraction problem -- to
accomplish this, simply carry out successive steps of the FLOWform in turn.

Although authors can be taught how to perform structural analysis, they do not normally
do so -- nor for that matter is it absolutely essential in order to identify rules in their
areas of expertise. Potential authors with some programming experience will often
prefer to construct flow charts directly without following any particular systematic
method of analysis.

The availability of PRODOC greatly facilitates the task of specifying rules in this manner
(i.e., directly). Instead of having to draft rule specifications (usually on paper) and
converting these to increasingly precise designs, all of this can be done using
PRODOC (Scandura, 1987) in an integrated, graphically supported top down

structured development environment.

Users are required first to represent rule procedures at a very high level by describing
what they do in very general terms. Then, these high level descriptions are refined
step-by-step until each comporient step (of the procedure) is atomic (elementary) -- in
the sense that it is either already avai able to the members of the targeted school
population, or is so simple that it would be impossible to teach only part of the step (to
members of the population) without their mastering the entire step (i.e., the step is
all-or-none as defined by Scandura. 1971, 1973a).

PRODOC makes this possible by allowing the user to view, create, modify and revise
graphical representations of rules directly on the IBM PC AT (XT) screen. For this
purpose, PROROC uses a three dimensional variant of the Nassi-Shneiderman
representation, called the Scandura FLOWform. The clarity of FLOWforms alone
makes it much easier to detect errors, if not avoid them altogether. In addition to being
even easier to read, however, FLOWforms make better use of available screen space,
and allow the simultaneous representation of as many (or as few) levels of refinement
as may be desired.

Not just any FLOWform will do, however. In order for a rule/FLOWform to be usable by
the RuleTutor the terminal (atomic) operations and conditions of the rule must be
interpretable. Analogous to the above requirements for human atomicity, these atomic
operations and conditions must correspond to subroutines in the atomic rule library
available to the ICBI RuleTutor.

We have found the library of rules given in the previous section on PRODOC to be
more than adequate for arithmetic -- tasks such as column subtraction, addition of
fractions, etc. Indeed, one can use these library rules to create a FLOWform frule)
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Whole munber subtraction

. Gaov ta right most column

WIHILE A, While meore (full) columaos tn left

DO IF B. Top digit > » bottom digit

TIHEN 2. Subiract column {using biasie Facts)

CELSE ). Remember starting column and go 1o wext cohunn on left

WILLE C. While 0 is top digit

DO 4. Go 1o next colimn on el

REPEAT S Boreow | from cueeent column i regeoup in eolumn o right

UNTIL D. Uniil column is stacting column

6. Subtract column

7. Go 1o nest enfunn

R. Subtract column {usine bisic ficte)

Figure 12. --- Old FLOWform for subtraction.
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Figure 13A. --- Subtraction represented in terms of PRODOC's library rules.
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Figure 13B. --- Subtraction data FLCWform.




representing esseiitially ANY cognitive procedural task. For example, the subtraction
FLOWform below is constructed entirely from atomic rules in PRODOC's current library
(see Figure 13A).

The numbers to the left of the various structures (higher level steps) of the FLOWform
correspond to the numbered conditions and operations in the previously di¢ >ussed
SUBTRACT.OLD FLOWform. The detailed (terminal) steps in the SUBTRACT.EVL
FLOWform correspond to library rules.

This rule actually executes under PRODOC®2, It simulates the process of subtraction
as a child might if he or she were to actually perform the steps. While memory
limitations of 640K under DOS preclude the use of fancy graphics, the actual display Is
in color and quite realistic. (It should be emphasized, hcwever, that the system is set
up so that it would be a relatively easy task to "hook" a graphics package into the
system when more memory becomes widely available -- e.g., with the OS 2 operating
system.)

In addition, PRODOC was used to create all of the needed data structures. The
structure of the problem domain and range are shown in Figure 13B.

To maximize ease-of-use, certain rules in PRODOC's library have been modified so
that they perform many of the auxiliary operations automatically (and transparently from
the perspective of the user). For « xample, the "display” rule has been enhanced so it
can display an entire data structure with one statement. It does this by allowing lower
level data elements to "inherit” higher level attributes pertaining to position on the
screan, color, intensity, etc. For example, consider the GIVENS data structure in Fig 14,
In this case the numerals corresponding to the top and bottom digits will automatically
be displayed as specified by the structure as a whole. The parameters t (top margin)
and m (left margin) are used to specify location on the screen. Thus the top row might
be specified at row (with top margin) 10 and the bottom row at row 11. Rather than
having to give the precise coordinates of each digit separately, inheritance makes it
possible to specify these margins where they naturally belong -- with the top and
bottom rows. The left margin is specified similarly with the various columns (ones, tens,
eic.).

In this case routine display operations are largely transparent to the user. Thus, in
subtraction the difference digits are automatically displayed in the proper location
because they automatically inherit the appropriate coordinates from the DIFFERENCE
and COLUMN structures.

The basic question, of course, is how easy it is to construct a given rule from the
available library. In general, the basic elements in most programming languages are
chosen as they are to allow the programmer as much flexibility as possible while
maximizing computational efficiency (i.e., during execution). Typically, such languages
are not particularly user friendly, nor do the basic statements in the language, or the

29

¢ Q lq
e 29

Full Tt Provided by ERIC.



<—— GIVENS




_________________________________________________________________________ .{
[fINIEGER ELEMENTY :6: 0
L...-::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
CINTEBEW ELEHENTIIQi1 s e e e ]
CINTEGER ELENENTY :@:z s e s e e ]
LTQEEEEQ"FEEREﬁiiné*E """"""""""""""""""""""""""""""""""""""""""""""""""" ]
T e — ]
INTEGER_ ELENENT) 1074 T e ]
FEQEEFFETEEEQEQET"é-E """"""""""""""""""""""""""""""""""""""""""""""""""""" ]
iiﬁiEBEEfEEEEEﬁi§'éfi """""""""""""""""""""""""""""""""""""""""""""" }
;EBEEEEi"EEEHFﬁ?i'éfI """""""""""""""""""""""""""""""""""""""""""""""""""""" ]
' .
xursnss _ELEMENT>:0:0 ]
.............................................................................. ,
INTEGEF _ELESENT) :Q:0 ]
F
INTEGEF ELENLATY 010 ]
INTEGEF ELEHENTY ::0 T e e ]

- »--¢----~—«~-—-n——---¢,n_u.——--m—-——w——n—-—.—--ﬂ—--m-_-«_q—-—--tn--——-——-‘——----ﬂ--l

.-.-v...--———-.-—w--.---.---.-——--.-.—.---...--.—-n-..-—u.-.__.---—-....-u—--.-._.-...u-—-...---.-——---.—m-...----.--u

-.-_—-.-.—-—u.—-, v--—...—u——......-.......---“——.....-.....-----—...—u-.-.-.—-4...-......—_.—-——-.-.-u--..u......-.--——«

----a--._——-----.—a—__..-- .-—-——-.....-.._.-----.—----n.-.-....-.—-.-—--.-.___...-_-...-.-.—--.-.-‘.-....-_—...-

--———-—--.-...—_--....-..-..--....-._._—---—-—-_-n—..--.-...-—-._.-...—-.._-.__----————_—mu-—m-..-n--n_q

-—.--...-....—_.-—-......._--_.—...---..-...—.-..-.--—-—-—-.-._.____.._,_...__—_.-n-————-—--...——--—-.-..v--q

>-—-.~_—-——---_.--.—...--.-—-.--.--—-.-.-—_---.———-—-—..-.-.-...-._...——..——.—...._-——-.-—-.--—- -y - — - - o]

- . -

----.---—...-.-...-—-.-u.......—_-—...-.-...-....—-.

-..—_---——_-—-—--——--....--.--—u.—--.

-—_.-—_._.-—-——-.-----.‘-—...__._.---———-——-—_n--—--—-—-u

m--_...«._-_———-.—-_.-....-.__._——-.....-.-o...——-....-.-. T N e e o e e e e e e v s s . = - ]
---_—..-.-.—_-.-_-.-—-.—.--.-.--.—--.----.—..-.—...-.-.-.—_--....._-.—....'.........___—_.m..-—--m- ot S e WS -
--.-.—_—----....-——-.-.-—-..-_...—__........-....-—_._.——...—_—-_...—-......—--——--..-....-__._-...-....-....-...—__...._-...

—--—-—-—----.—-.--._-----.--.—_--.-—-—--.—-....--.—-.—......___—-...-.—_.—--.-._--—__-——-—---..-..

--—...-.--—-——-...-—..._.--—-—-———...-.....__-__—..-.—.-..--.._.__._--...u.__....-.---.-.-.—--—-—-——-_----

. --- Subtraction data FLOWform showing GIVENS and GOALS.

1

<—— GOALS



ERIC

predefined data structures (e.g., real numbers, arrays) have any special relevance to
particular applications.

As emphasized above, although the atomic rules in the ciirrent PRODOGC library are
quite easy to use, relatively speaking, educators with no programming experience
whatever would probably require some training.

A complete set of FLOWforms for simulating the other arithmetic operations is given as
an apnendix.

It is important to notice that certain components of some operations (e.g., the division
algorithm of Figure 15) correspond to the whole number algorithms, In effect, what are

high !evel rules in one (the whole number) context are atomic ingredients in other (e.g.,
division) contexts.

In the fullest sense, of course, teaching arithmetic involves much more than simple

algorithms: Teaching meaning of the operations and verbal problem solving are just
two such goals.

Characterization of arithmetic in terms of rules in this broader sense is beyond the
scope of the RuleTutor since it clearly involves sets of lower an! higher order rules
(e.g., Scandura, 1971, 1973a, 1973b). The general nature of these relationships may
be summarized as shown below. See Scandura (1971; 19734, ch. 5) for a more

general discussion of the relationships between syntactic and semantic knowledge in
mathematics.

A. syntactic 1. arithmetic A'. syntactic
(numerical) algorithm representation
representation > of solved
of given problem
problem

Higher order rules for gene ating syntactic rules from concrete rules, and vice versa

B. semantic 2. procedure corresponding B'. semantic
(meaningful) to algorithm representation
representation —_— > of solved
of problem based on concrete problem

operations

In this case, problems of tha type A would include column subtraction, multiplication of

30
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‘DIVISIUNI: division ri ht 1987 Scandura
DIVIDEND({}, DIVISORf}, OPERATION_ DESIGNATORS({ CBK
é: OTIEETCS REMAINDER( j 3

ivide divisor into dividend.

i display_structure (GIVENS)
TRIAL_DIYISOR = TEN

display(TRIAL_DIVISOR)

RUNNER = ONE

TRIAL_QUOTIENT_FOSITION = THOUSANDS

CURRENT_DIVIDEND := common_component (TRIAL_QUOTIENT POSITION,DIVIDEND)

TRIAL_DIVIDEND := common_component(TRIAL_QUOTIENT POSITION,DIVIDEND)

display(common_component (TRIAL_QUOTIENT FOSITION,DIVIDEND), ' al:’)

IF greater_than(TRIAL_DIVISOR,TRIAL_DIVIDEND)

THEN TRIAL_DIVIDEND := add( multiply(’10’,TRIAL
~common component(previous comBon%?E&

uo
DIVIDEND))

display(common comEon88%£ ev%8g T%gﬁgog?s

WHILE ?ext component exists(DIVISOR RUNNER)
_more_digits 1}

Do TRIAL_QUOTIENT POSITION =
previdus component(COLUMNS TRIAL_QUOTIENT POSITION)

RUNNER = next_component( DIVISOR, RUNNER)

COL := add(COL,‘1")

CURRENT DIGIDEND. & ncRATh OTDERBLEATHE BUb Ao NB rkBa )

IF less_than(CURRENT_DIVIDEND,DIVISOR)

THEN TRIAL_QUOTIENT _FPOSITION =
previous_compofient (COLUMNS,TRIAL _QUOTIENT POSITION)

COL := add(COL,'1’)

| CURRENT_DIVIDEND := ad&?<mglp18i“?cURRENT DIVIDEND,’10'), €—
common_component ( TRIAL_ QU0 IENT_POSITION,DIVfDEND)S
; REPEAT CURRENT _QUOTIENT = common_component (TRIAL _QUOTIENT POSITION,
QUOTIENT) -
REPEAT IF greater_than(CURRENT_QUOTIENT,'0’)
L THEN display(CURRENT_QUOTIENT,’ 10,c7,t-1:’)

CURRENT_QUOTIENT :=
v subtract (CURRENT_QUOTIENT,'1’)

| display (CURRENT_ QUOTIENT ' b0,c6,al:’)

ELSE [ |CURRENT_QUOTIENT := qreatest integer
divide (PRTAE DIviDRREAResk 1BEe9es%))

display(CURRENT_QUOTIENT,' b0,c6,al:’)

o3

*‘KC Figure 15. --- Division showing operations (add, multiply, etc.) which correspond to




fractions, etc. Those of type B mignt include Dienes hlacks, packets of dowels grouped
by powers of ten, pie charts (for fractions), etc. Similarly, procedures of type 1 would
include the subtraction algorithm, the algorithm for multiplying fractions, etc. and
procedures of type 2, concrete manipulations on Dienes blocks, pie charts, etc. The
doubla arrow represeris two higher-order rules, one of which can generate concrete
rules (e.g., concrete manipulations on Dienes blocks) from the corresponding syntactic
rules (e.g., whole number algorithms). The other higher-order rule does the reverse.

Clearly, the proposed RuleTutor would not (simultaneously) accommodate the sets of
lower and higher order rules implied by such a broad conception of arithmetic. What it
could do, howaver, is provide diagnostic testing and instruction with respect to any
individual (lower or higher order) rule associated with arithmetic.

In the case of subtraction, for example, the meaning of subtraction as taking away and
the place value concept in representing numbers are crucial. More particularly, the
meaning of a rule (e.g., for subtraction) can be represented in terms of manipulations
on concrete objects represented in a standard place value format. Thus, for example,
consider the pair of numbers, 132 and 27, represented concretely as

100 30 2

N
o

7

oo
oo
oag

(EEENEEREER]

In this case, the student might bs shown how to take away the amount represented by
the smaller quantity from the larger by taking away from the larger quantity as many
groups of each size as there are in the smaller quantity. Where the number of groups
of a particular size (e.g., ones) in the larger quantity is smaller than that in the smaller
quantity, the student learns to first convert the next larger grouping (e.g., tens) in the
larger quantity into a smaller grouping. For example, one ten's group would be
converted into ten ones so that the seven ones in the smaller quantity might be taken
away. Implicitly, the student also learns to begin work with the smaller place values
(grougings) and to work toward larger ones.

Normally, students are not taught general rules (procedures) for performing arithmetic
cparations on concrete objects in a systematic way. Rather, students gradually acquire
an informal awareness of such rules by solving a variety of specific concrete problems,
with concrete objects and/or pictorial representations of such objects. Dienes blocks
(e.g., Dienes, 1960) are commonly used for this puipose. Nonetheless, manipulative
rules CAN be taught explicitly.

31



Allowing a prospective author to specify manipulation rules (in a form the RuleTutor can
use) would require extending the above library by adding (to it) atomic rules
corresponding to the above components (e.g., take away, etc.). The "taking away"
atomic rule, for example, wou Id have three parameters, one referring to the kind of
otject (e.g., block, dowel), and the other two to the respactive numbers of those objects.
Thus,

resulting_no_objects :=
take_away (object_type, original_objects, objects_to_take_away)

It is important to emphasize in this regard that new atomic rules identified as a result of
analyzing the arithmetic domain can be used to supplement the general purpose
library that is currently available. In turn, still additional atomic rules may be added as
new domains ara analyzed. The only limitations in this regard are computer memory
and/or addressing capacity of the operating system.

Indeed, in the course of normal use,the PRODOC library has been used to build a wide
variety of prototypes, ranging from arithmetic to creating invoices.

RELATIONSHIPS TO OTHER RESEARCH

Much of the most directly related research and dsvelopment work has been cited
and/or referenced in the body of this proposal. By way of summary, Prof. Joseph M.
Scandura and his group at the University of Pennsylvania have been primarily
responsible for:

(a) the Structural learning Theory generally, and particularly the theory of
diagnostic testing and instruction on which the intelligent RuleTutor is based (e.g.,
Scandura, 1971, 1977, 1980)

(b) the concept of a rule, including both structural and procedural aspects, which
piovides the basic theoretizal construct on which this woik Is based (e.9., Scandura,
1970, 1973a, 1973b, 1980).

(c) the method of Siructural Analysis (e.g., Scandura, Durnin & Wulfeck, 1974:
Scandura & Durnin, 1977, Scandura, 1982, 1984a, 1984b),

(d) the conceptualization and design of IMS's PRODOC programming
environment (Scandura, in 1977).

While independently derived, these coriceptual formalisms share certain features with
other work In artificial intelligence and the cognitive sciences generally. The essential
equivalence of structural and procedural representations of knowledge, for example, is
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weli recognized (e.g., Anderson, 1976). Rule domains (cr structure schemas) are
similar to "frames" (Minsky, 1975), "schema" theory (Ausube', 1963; Rumelhart, 1982),
etc., although as far as can be determined the particular characteristics of rule domains,
range and procedures are original.

The structural-learning-based instructional theory parallels Pask's (1975) Conversation
Theory at a general systems level. The instructional theory also shares certain.
elements in common with other algorithmic formulations, such as that by Landa (1976).
It does, however, provide a more rigorous base for computer implementation.,

Also, as mentioned previously, the method of structural analysis (e.g., Scandura, 1982,
1984a, 1984b) is potentially compatible with other methods of task analysis (cognitive
and otherwise) and automatic programming. Thus, task analysis (proposed by R. B.
Miller during the 1950's & Gagne in 1962) can be viewed as a more restricted case of
structural analysis where the emphasis is on task requirements rathe: than cognitive
processes. Work by Paul Merrill and that by Lauren Resnick (1984" on cognitive task
analysis also shares some faatures in common with structural analysis. What
distinguishes structural analysis is its degree of systematization and rigor, and the fact
that it makes provisiun for higher- as weli as lower-order rules, thereby accommodating
arbitrarily complex content,

Relationship to research in artificial intelligence and the cognitive sciences

In the cognitive sciences, two ways of using computers to improve learning are
generally recognized -- using the computer: (a) as an environment for learning use of
"microworlds” and (b) as an intelligent tutor which diagnoses and/or guides student
learning (cf. Paper, 1982; Brown & Burton, 1978; Anderson, 1984: Resnick, et al,
1984, Swets, Bruce & Feurzeig, 1984). This research is concerned primarily with the
latter. Nonetheless, it should be emphasized that if one were to extract the diagnostic
and tutorial aspects of the proposed Curriculum_Tutor (leaving the "idealized" content
model and provision for the student intaraciing with it), one would effectively have a
"microworld” (cf. Breuer, 1985). More specifically, the ICBI RuleTutor is an intelligent
tutorial system that has various features in common with J. S. Brown's (e.9., Brown &
Burton, 1978) systems for identifying procedural "bugs" (i.e., rules which generate
incorrect outputs).

Some confusion exists in the literature concerning the question of diagnosis based on
the structural learning theory (e.g., Scandura, 1971, 1977) and its relationship to "error
patterns” based on the "bug" concept in programming (e.g., Brown & Burton, 1978). In
the former case, emphasis has hean given to identifying which parts (subrules or
subskills) of a to-be-learned rule have and have not been mastered. In the latter case,
the emphasis is on the kinds of bugs (e.g., misconceptions) students may have «- gven
bugs "which have no vestiges in the correct skill (Burton, 1982, p. 177)."
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In terms of structural learning theories, "bugs" correspond to what Scandura (e.g.,
1977, pp. 75-77) has called "error" rules -- rules which generate incorrect responses
but which nonetheless are prototypic of the way certain classes of students bahave.
Such "bugs" may be characterized either as "perturbations” on some standard (e.g.,
correct rule) or as distinct rules. In the former case, the concept of a prototype “"rule
procedure” must be generalized to allow nondeterminism (e.g., see Scandura, 1973a,
Ch. 8). Individual steps in the prototype may allow for more than one possible
response; deterministic procedures will be assigned to individuals (e.9., students)
based on diagnosis. This approach parallels that proposed by Brown et al (1984) and
has the apparent advantage of simplicity. However, as one of us (Scandura, 1973a,
Ch.8) has shown, resorting to nondeterminism ‘camouflages” the issue of rule
selection,

In the latter case recall that a given structural learning theory may involve any (finite)
number of alternative prototypes ur perspectives (rules or sets of rules) (e.g., Scandura,
1977a., pp.68-76). As demonstrated by Durnin and Scandura (1973), the behavior of
an individual student will be more or less compatible with any given prototype -~ in this
case, the behavior of most American fourth graders was shown to be more compatible
with borrowing in column subtraction than with equal additions. Thatis, they tended to
be either consistently successful or unsuccessful on problems associated with various

kinds of borrowing. This was NOT true for those students in the case of equal
additions.

To be sure, the behavior of some students was more compatible with equal additions,
just as others may be more consistent with error, or "buggy" rules. For considerations
involved in distinguishing among two or more rule prototypes to see which provides the
best account of overall performance, see Scandura (1977, Chapter 10).

Irrespective of the additional information that may be provided when a variety of
prototypic rules (including "error" or "buggy" rules) is used in knowledge assessment,
explicit verbal attention to such defects may NOT be desirable from an instructional
point of view. In particular, caliing attention to incorrect skills can lead 1o later
confusion. According to the Structural Learning Theory (e.9., 1971, pp. 41-44; 19734,
Chapter 8) this Is because students must choose between or among tlie two or more
rules which may be used in the situation -- the error rule originally learned and the
correct one. This ambiguity must be resolved via higher-order selection rules and is a
frequent source of difficulty for students. In effect, it is almost always better 1o learn new
skills correctly the first time. The proposed ICBI RuleTutor deals with this problem by
combining testing with teaching at the lowest meaningful levels. As soon as a problem
is established, remedial instruction is provided immediately, thereby avoiding
debilitating misconceptions which otherwise would inevitably surface.

Our research is also paralleled in many ways by the recent work on intelligent tutors by
John Anderson (unpublished research proposal) and others (e.g., Larkin, 1983) at
Carnegie-Mellon. Both approaches start with a modsl of the learner (albait quite
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different ones). In Anderson’s case, the learner is modeled by his ACT theory (1976).
Originally inspired by S-R association principles, this theory currently is based on
productions (condition-action pairs). Even today, however, it retains such S-R
constructs as "strength,” "spreading activation" and "probability."

In the Structural Learning Theory (SLT) the learner is characterized exclusively in
terms of lower and higher-order rules, plus universals such as processing capacity and
speed and a common control mechanism. Equally fundamental, knowledge in the SLT
is treated deterministically (e.g., Scandura, 1971, 1973a, 1977: Hilke, Kempf &
Scandura, 1877c). Rather than talking about "productions" being available with some
probability, as Anderson does, "rules" in SLT's are either in an "undetermined" state, or
available or unavailable. '

In the more explicitly instructional aspects of their research, Anderson et al have
adopted the structural learning concept of idealized (or prototypic) knowledge (cf.
Scandura, 1971, 1973, 1977a,b). As in our research, prototypes are used to
characterize what Is to be learned. They also have introduced modules incorporating
various teaching principles and for coordinating input and output. Each of these has
paralieis in our research.

Inference based instructional systems such as those developed by A. Collins and his
colleaguss {e.g., Collins et al., 1975) also deserve mention because of their relevance
to the proposed curriculum.Tutor. Inference in structural-learning-based tutors can take
the form of higher order rules (to be learned by students) as well as "idealized"
inferencing on the part of the computer tutor.

In short, like other intelligent tutors and some CAl systems (e.g., Resnick, 1984:
Resnick & Omanson, 1985; Tennyson & Christensen, 1986 Breur, 1985), the ICBI
RuleTutor provides for the automatic generation of content. It also allows for future
extensions including provision for "bugs", alternative perspectives and logical inference
(e.9., Brown et al 1982; Lesh et al,1986; Collins et al, 1 975).

Unlike other intelligent tutors, however, thers is a sharp distinction in the RuleTutor
between the diagnostic/tutorial system, on the one hand, and content (e.g., arithmetic)
on the other. The desirability of this type of modularity has never been fully achieved
but also has been recognized by others (e.g., Clancey, 1982; Brown, Burton & de Kleer,
1982, p. 280). Like our original RuleTutor, for example, GUIDON (Clancey, 1982) is a
multiple-domain tutorial program. However, in neither case is the conceptual
distincticn between content and instruction fully reflected in modular code. Some,
indeed, have voiced the opinion that it may not be possible.

What makes modularity feasible and is unique about the proposed RuleTutor and
Curriculum-Tutor systerrs is an explicit theoretical foundation which has been
demonstrated empirically to have the desired modularity and univarsality (e.g.,
Scandura 1971, 1973, 1977, 1980). In combination with PRODOC {used as an
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authorizing system) this modularity will facilitate future development. In any casae, it
should take considerably less than the accepted 250 hours or so to produce an hours
worth of intelligent tutoring (e.g., Anderson, 1986). Equally important, it may be feasible
for the first time for instructional designers (who are computer literate but not skilled
programmers) to develop their own intelligent tutoring systems. Only content will have
to be dealt with directly since all of the necessary diagnostic and tutorial intelligence

will already have becn built in.

SUMMARY

In this report we have first describa how the Structural Learning Theory might be used
as a basis for creating intelligent tutoring systems. Among other things, we described a
new class of ICBI authoring/development systems having two distinct but
complementary parts: The first part of each such system is a general purpose,
intelligent tutor which Is able to perform both diagnostic testing and instruction -but
which does not contain content specific knowledge, either of the problem/tasks to be
generated or the cognitive procedures (rules) to be taught. The second part consists of
IMS’'s PRODQC software development system. PRODOC provides an easy-to-use
medium for specifying arbitrary classes of rules characterizing the desired content

area(s). Each such rule, in turn, is interpretable by a general purpose tutor, resulting in
a fully operational intelligent tutoring system, - '

More specifically we have described a general-purpose ICBI RuleTutor which can be
used in conjunction with ANY cognitive procedural task formulated as a single rule (i.e.
as defined in the Structural Learning Theory - e.g., Scandura 1970,1977,1984,
Independently, we also found that PRODOC's rule library might reasonably
accommodate essentially any content area. The atomic rules in this library have been
shown to provide a natural basis for formulating arbitrary rules (corresponding to
to-be-learned cognitive procedures) not only in arithmetic but other areas as well.
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APPENDIX

FLOWTform for simulating addition. 01-31-89

“ADDITION.

EVL]:add_numbers_by_ columns;CILIBRARY;LCprocedurel;

display_structure (givens)

current_column = ONES

l WHILE

next_column_exists

DO

current_addend = next_component (ADDENDS)

REPEAT IF not (same (next_digit, nill))

THEN {current_number := add (current_number, next_digit)

last_addéd_addend = current_addend

current_addend = next_component (ADDENDS, current_addend)

UNTIL not (next_addend_exists)

current_column = next_component (COLUMNS, current_column)

IF greater_than_or_equal (current_number, '10’')

THEN sum_digit := modulo (current number, '10’)

display (sum_digit, ' tlé, mVresult_col,c6,al’)

carry := divide (current_number, '10')

carry := round (subtract (carry, '0.5'), '0')

IF next_column_exists

THEN |display (carry, ' tVcarry_row,mVcarry_col’)

- arteme

ELSE sum_digit := current_number

digsplay (sum_digit, ' tleé, mVresult_col,c6,51')

carry := '0’

carry_col := subtract (carry_col, '3’')

result_col := subtract (result_col, '3')

current_number := carry

curr

POV PR st b pebssmes e e s mSe . e k.. st b e wee -

ent_addend = next_component (ADDENDS)

REPEAT IF not (same (next_digit, nill))

THEN |[current_number := add (current_number, next_digit)

last_added_addend = current_addend

é&rfént_addend = next_component (ADDENDS, current_addend)

UNTIL not (next_addend_exists)

l curr

ent_columﬁﬁ= next_componént (COLUMNS, current_column)

IF g
r THEN

reater_than_or_equal (current_number, '10')
sum_digit := modulo (current_number, ‘10')

o —— oo .o - o

display (sum_digit, ' t16, mVresult col,cé,al’)

carry := divide (current_number, '10’')
carry s= round (subtract (carrv. '0.5'). '0')




P

ﬁTHEN display (carry,

' tVcarry_row,mVcarry_col’)

ELSE

sum_digit := current_number

display (sum_digit,

* t16, mVresalt_col,c6,al’)

carry :=

IOI

carry_col := subtract (carry_col, '3’')

result_col := subtract (result_col, '3')

current_number := carry

IF unequal (carry,

‘0°)

THEN

sum_digit

1= carry

display (sum_digit,’' tl6, mvfesultncol,c6,al')

PO IR U U ———

CDOMAIN]:

CADDENDS]: c3

CADDEND11: t10

{INTEGER_ELEMENT1}: :8

{INTEGER_ELEMENT3}: :7 °

{INTEGER_ELEMENT3}: :6

{INTEGER_ELEMENT}: :5

CADDENDZ2]: tl1

{INTEGEl_ELEMENT3}: :5

{ INTEGER_ELEMENT}: :6

{INTEGER_ELEMENT}: :7

{INTEGER_ELEMENT}: :8

‘CADDEND3]: t12

[{ INTEGER_ELEMENTJ : :3

{ INTEGER_ELEMENT} :

8

L

CADDEND41: t13

{INTEGER_ELEMENT3}: :9
CADDEND51: tl4

{INTEGER_ELEMENT}: :2

{INTEGER_ELEMENT}: :0

o {INTEGER_ELEMENT3: :9

—— o ——— -




1 WWVRUTINGD D ¢

CONES1: m40

{ INTEGER_ELEMENT} :

{ INTEGER_ELEMENT'} :

{INTEGER_ELEMENT} :

{INTEGER_ELEMENT} :

{ INTEGER_ELE"{ENT} :

{INTEGER_ELEMENT] :

CTENSJ: m37

{ INTEGER_ELEMENT'} :

{INTEGER_ELEMENT} :

{INTEGER_ELEMENT :

{ INTEGER_ELEMENT :

{ INTEGER_ELEMENT'} :

CHUNDREDS]: m34

{ INTEGER_ELEMENT' :

o s ot b W Sro = bt e 8

B T

e b s antap o

{ INTEGER_ELEMENT}:

4 e as e

OV Y X e

{ INTEGER_ELEMENT} :

[{ INTEGER_ELEMENT) ;

[POSIU

CTHOUSANDS]: m31

{ INTEGER_ELEMENT ] :

t5

{INTEGER_ELEMENT} :

@

{ INTEGER_ELEMENT} :

<

CTEN_THOUSAND]: m28

{ INTEGER_ELEMENT} :

o

rEbPERATION_DESIGNATORSJ: c4

Cplus_siml: tl4,m25:+

Cunderlinel: t15,m24:~====m-=-—- -

B




= o O
2

| CINTEGER_ELEMENT}: :0

{INTEGER_ELEMENT}: :0

{INTEGER_ELEMENT}: :0

P—S—

{ INTEGER_ELEMENT}: :0

{INTEGER_ELEMENT}: :0

oo . et oA im e

Cintermediatel:

Cnext_addend_existsInext_component_exists (ADDENDS, last_added_addend):

Cnext_column_existslnext_component_exists (COLUMNS, current_ column):

Ccarry_rowl{CHAR_ELEMENT}:’9"’

l [Ccarry_coll{CHAR _ELEMENT}:'37’

Cresult_col1{CHAR_ELEMENT3:’'40’

} Ccurrent_addend1{CHAR_ELEMENT1

. simmnie

[ Ccarvy M CHAR_ELEMENT'} :

o

Ccurrent_numberI{CHAR_ELEMENT}:

S T et

Clast_added_addend1{CHAR_ELEMENTY:

L

—

e —

Cnext_digitJcommon_component (current“ad&éga, curréntmcolumn):

RPN S R

[Esum_digitl common_component“Tgﬁﬁjm

current_column): cl2

—

INTEGER I EMENT3: :8

INTEGER_ELEMENT1: :7

INTEGER_ELEMENT}: :6

INTEGER_ELEMENT3: :5

rq




ﬂ(“ *N\JW\_MM&:M WbV D J &

Riu*rmmﬂsumawm :
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INTEGER_ELEMENT} ¢

INTEGER_ELEMENT :

INTEGER_ELEMENT] :

[INTEGER_ELEMENT? 1

: INTEGER_ELEMENT :

L

‘INTEGER_ELEMENT] :

 INTEGER_ELEMENT} :

o e e

 INTEGER _ELEMENT] :

- o o

P

JINTEGER_ELEMENT} 1
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FLOWform for simulating subtraction.

01-31-89

¥

:SUBTRACT.NVLJ:subtract_numbers_by_columns}t]ﬂiﬁﬁARY;[procedure];
display _structure (givens)

current_column = ones

WHILE next_column_exists

DG IF' greater_than_or_equal (top_digit, bottom_digit)
THEN difference_digit := subtract (top_digit, bottom_digit)

display (difference_digit)

EL.SE borrow_digit top_digit

borrow_digit next_component (MINUEND, borrow_digit)

WHILE equal (borrow_digit, '0')

DO borrow;digit = next_component (MINUEND, borrow_digit)

REPEAT borrow_digit := subtract (borrow_digit, '1l’)
oryow from current column

&?sp‘ay ( orrow“§?g%t, 'cg'}

borrow_digit = previous_component (MINUEND,
borrow_digit)

borrow_digit := add (borrow digit, '10')

a— e

égomgute new value for column%
splay (borrow _digit, 'm-1,c?7')

——

borrowmrowv:= subtract (borrow_row, ‘l')
UNTIL same (borrow_digit, top_digit)

difference_digit := subtract (top _digit, bottom digit)
[ display (difference digit) '

current._column = next_component (COLﬁﬁNS, current_column)
L differencendiéit t= subtract (top_digit, bottom_digit)

display (difference_digit)

{EDOMAIND :
CMINUEND]: t10,c3

eradt < ar - P e Sbe e . wm ta s ienmae s sm et mee e mere® 4 daase i A 8e S b W s tabe was Piat A iie M L e e b .

j {CINTEGER_ELEMENT}: 11

CINTEGER_ELEMENTJ}: :2

o

t TUYYTEGER ELEMENTJ ¢

4

A A A AR o iy 44+ koAb b Abp e e $Oe Bt e ava o ek 1e 8 e s bl S g RS 005 a0 e B

—

(r WYEGER_ELEMENT3 : :4

Uew e - - PP ST PV

[e8VBTRAHENDTY €11, c¢3 i S - -

"{INTEGER ELEMENT}: :4

f _RihiyxﬁGEngﬁEMENT}: = m“mwtrlummmmum_“* e e
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CINTEGER_ELEMENT?:

t1

COOLUMNS] .

CONES]: m40

{ INTEGER_FELEMENT3 :

:1

{INTEGER_ELEMENT?:

14

{ INTEGER_ELEMENT? :

10

CTENS]: m37

{INTEGER_ELEMENT'} :

$2

{INTEGER_ELEMENT3 :

{ INTEGER_ELEMENT3 :

CHUNDREDS1: m34

{INTEGER_ELEMENT'} :

{INTEGER_ELEMENT} :

{INTEGER__ELEMENT) :

— b

CTHOUSANDS]: m31

L(INTEGER__ELEMENTM

{INTEGER_ELEMENT} :

{ INTEGER_ELEMENT} :

COPERATION_DESIGNATORS1: c4

[minus_signd: t11,m28:-

[underline]z £t12,m27:

D ke B R

CRANGE] :

[ .

CDIFFERENCE]: t13,al,c6

{INTEGER_ELEMENT3}: :0

- ———

e s s aa- Are e

{INTEGER_ELEMENT}: :0

P L

{INTECER_ELEMENT3}: :0

44 e b e ke es

{INTEGER_ELEMENT3}: :0
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Cborrow_rowl{CHAR_ELEMENT3}:-1

Cborrow_digitl:

Cnext_column_existsInext_ component_exists (COLUMNS, current_column):

Ccurrent_columnl{CHAR_ELEMENT]}:

Ctop_digitl=common_component (Mfﬁaﬁﬁﬁtﬂcurrentmcoluﬁn):

Cbottom_digitl=common_component (SUB&RAHEND, Eurrent_column):

- ——

[difference_digitl=common_component (DIFFEREECE, currentv._column):

- . et ————

vy

INTEGER_ELEMENT}: :1

EETEGERﬁELEMENT}z 12

T R T ey e+ pros—.

INTEGER_ELEMENT}: :0

INTEGER_ELEMENT}: :4

INTEGER_ELEMENT}: :4

INTEGER_ELEMENT}: :3

INTEGER_ELEMENT}: :3

=

INTEGER_ELEMENT?] :

INTEGER_ELEMENT3: :0

o ims recten  ameream.

INTEGER_ELEMENT3}: :0

INTEGER_ELEMENT}: 10

INTEGER_ELEMENT}: :0
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l FLOWform for simulating multiplication.

[ 01-31-89

'MULTIPLI]'multiply numbers_by_colunmns; CILIBRARY; [proceduro]~

display_structure (MULTIPLICAND)

display_structure (MULTIPLIER)

B T

display (time_sign)

display (problem_underline)

current_partial_product = PARTIAL PRODUOTl

R e

sonmosme

bottomwdiéit = next_ component (MULTIPLIER)

REPEAT carry := ‘0’
partial_product_ digit = noxt componcnt (curront partial

- e+

produ<

top_diglt = next componont (MULTIPLICAND)

REPEAT artial roduct_digit := multiply (top_digit,
ottom_digit)
partial_product_digit := add (partial_product_digit,
carry)

carry := divide (partial_product digit, *10")

carry := round (subtract (carry, ‘0.5"), '0")

artial roduct di 1= subtr ct
?partia*p

product_ dggit mult ply (carry, '10'))

display (partial_product digit)

artial product digit = next_component

current_partiaTl_product, partial_product_digit)

last_top_digit = top_digit

top_digit = next component (MULTIPLICAND, Lop_ di&it)

e ts memnt s w———

UNTIL NOT (next component exists (MULTIPLICAND last_top_ diait))

IF greater_than (carry, 0')

THEN partial_product_digit = vdrry
i display (partial_product_ digit)

DI - s

current_partia
L current:gartiai _product)

pzoduct = next_component (PARTIAL_ PRODULT@,

last_bottom_digit = bottom_digit

e tehes ibens e e ctes s s ans!

} bottom_digit = next_component (MULTIPLIER, bottom diéiIB
UNTIL not (next_component_exists (MULTIPLILR 1a t bottom dlgit))

dieplay (pdrtia‘ product underline)

e —— s 08 10 e - e C aiee s sre e ede e s A b mien e semre aaiae e

currenc partial product = PARTIAL“BRODUCTl

, product rosult t= ‘0’
| factor2 i= '1’

B -T PR 1 L A e T P 1 B s e WS eod e & o & b 4 & ot 4 [T VRV e et et d bl aa b o e b

(REPEAT uartial product diqit = next_ oomponcnt
Lurrenf~partiaI product)

factorl 1= ']

A . Sttt - A @1 & PR L L by b s gttt “ ren e S,

current _partial prvduct = Q)

t e et e s e et e b e e 4

L S U T Y

REPEAT | [partial product digit, :- multiply  wg




\ | | jcurrent_partial product := add
| | | | (currenﬁf P

partial_product, partial_product_digit)

factorl := multiply (factorl, '10')

last_partial_product_digit = partial_product_digit

et p e LS e e R FEOmROnenY et digit)

last_partial_ product_digit))

UNTIL not (next_component_exists (current_partial product,

gurrent partial_product :=Ahultiply (current.
factor27y

7partial~product,

factor2 := multiply (factor2, '10')

roduct_result := add (product result,
gurrent:partial_productg -

last_partial_product = current“partiai:product

current_partial product)

co—

T —

current_partial product = next_component (PARTIAL_PRODUCTS,

UNTIL not (next_component_exists (PARTIAL PRODUCTS,
last*partIal_groducf)) -

product_digit = next_component (PRODUGE)

WHILE greater_than (product_result, ‘'0')

DO product_value := product_rgsult

product result := divide (product_result, '10')

.

product_result := round (subtract (product_result, '0.5'), "0')

p{g@ggtmdigit := gubtract (product_value, multiply (product_result,

display (product_digit)

 pventse

productﬁdigiﬁ = next_component (PRODGET, product_digit)

CDOMAIN]:

CMULTIPLICAND]: t9,c3

RN

[{ INTEGER_ELEMENT}: :9

{ INTEGER_ELEMENT}: :2

| (CINTEGER_ELEMENT] : :3

{MULTIPLIER]: t10,c3

{ INTEGER_ELEMuNT}: :9

{ INTEGER_ELEMENT3}: :7

(INTEGER_ELEMENT}: :8

CCOLUMNS]

CONES]: m40

(INTEGER_ELEMENTJ}: :9

(INTEGER_ELEMENT}: :9

—

(INTEGER_ELEMENT3}: :0
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LTENSI: m37
{INTEGER_ELEMENT}: :2

{INTEGER_ELEMENT}: :7

{INTEGER_EILEMENT3}: :0

{INTEGER_ELEMENT1}: :0

{INTEGER_ELEMENT}: :0

CHUNDREDSJ1: m34
{INTEGER_ELEMENT}: :3 -

{INTEGER_ELEMENT}: :8

[{ INTEGER_ELEMENT}: :0

{INTEGER_ELEMENT}: :0

€ INTEGER_ELEMENT3}: :0

et o ot = Avma s s e e ctes b |

{INTEGER_ ELEMENT}: :0

CTHOUSANDS]: m31 -
{INTEGER_ELEMENT3}: :0

(INTEGER_ELEMENT}: :0

{INTEGER_ELEMENT}: :0

{INTEGER_ELEMENT}: :0

CTEN_THOUSAND]: m28
{INTEGER_ELEMENTJ}: :0

{INTEGER_ELEMENT2}: :0

{INTEGER_ELEMENT}: :0 e
CHUNDRED_THOUSAND: m25 -~ -
{INTE SER_ELEMENT}: :0
{INTEGER_ELEMENT3}: :0 T — e e s
LOPERATION_DESIGNATORS1: c4 - : R —
Ctime_signl: t10,m28:4 - e - .
o tproblemﬂmmdcrline]: tll,m28t~----wuem- ?ﬁ_- S o
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[CRANGE]:

CPARTIAL_PRODUCTS]:

CPARTIAL_PRODUCT1]1: tl12

{INTEGER_ELEMENT} :

:0

{INTEGER_ELEMENT?} :

{ INTEGER_ELEMENT} :

(INTEGER_ELEMENT'} :

{INTEGER_ELEMENT] :

10

CPARTIAL_PRODUCT2]: tl13

{ INTEGER_ELEMENT] :

:0

{INTEGER_ELEMENT :

:0

{INTEGER_ELEMENT] :

(INTEGER_ELEMENT'} :

{INTEGER_ELEMENT? :

CPARTIAL_PRODUCT31: tl14

{INTEGER_ELEMENT} :

:0

{INTEGER_ELEMENT) :

0

(INTEGER_ELEMENT] :

:0

< INTEGER_ELEMENT] :

o

CPRODUCT: tl16,al

{INTEGER_ELEMENT}: :

(INTEGER_ELEMENTJ}: :0

{ INTEGER_ELEMENT) :

CINTEGIR_ELEMENTJ}: :

{ INTEGER_ELEMENT} :

{INTEGER_ELEMENT}: -

FLintermediatel:

'(fﬂrrcnt_columnjs

e N




Clast_bottom_digitl:

Ctop_digitl:

[Chottom_digit]:

Cproduct_digitl: c6

Cpartial_product_digitl:

Ccarryl:

Ccurrent_partial_productl:

Cnext_digit]:

Ccurrent_numberl:

Eproduct_resultl:

Efactorlj}

Cfactor2]:

Clast_partial_productl:

Cproduct_valuel:

Clast_partial_product_digitl:

CGLOBALI:

Cnilll:

Cdisplay_structurel:CINCLUDED FILEJ]

INTEGER_ELEMENT :

U

L'

INTEGER_ELEMENT?: :2

w

INTEGER_ELEMENT] :

INTEGER_ELEMENT] :

O

~J3

INTEGER_ELEMENT] :

INTEGER_ELEMENTJ: :8

INTEGER_ELEMENT3: :0
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E_‘TEGER_ELEMENTJ :

oo

rINTEGER_ELEMENT}z

{ INTEGER_ELEMENT :

[INTEGER_ELEMENT?:

{ INTEGER_ELEMENT? :

s0

e T P R

LINTEGER_ELEMENT]:

o

10

{INTEGER_ELEMENE} .

:0

L INTEGER_ELEMENT} :

' INTEGER_ELEMENT :

FINTEGER__ELEMEI T

[INTEGER_ELEMENT :

[INTEGER_ELEMENT? :

[INTEGER_ELEMENT] :

LINTEGER_ELEMENT}:

e

{INTEGER_ELEMENT}:

kiNTEGER_ELEMENT3:

.

o




FLOWform for simulating division.

CDIVISION]:division;CL1library;Cprocedurel;

display_structure (GIVENS)

TRIAL_DIVISOR = TEN

display(TRIAL_DIVISOR)

RUNNER = ONE

TRIAL_QUOTIENT POSITION = THOUSANDS

CURRENT_DIVIDEND := common_component(TRIAL_QUOTIENT POSITION,DIVIDEND)

TRIAL_DIVIDEND := common_component (TRIAL_QUOTIENT POSITION,DIVIDEND)

display(common_component(TRIAL_QUOTIENT_POSITION,DIVIDEND),‘ al:’)

IF greater_than(TRIAL_DIVISOR,TRIAL_DIVIDEND)

THEN TRIAL_DIVIDEND := add( multiply(’10’,TRI
common_conponent ( previous comEonen
TRIAL_QUO

DIVIDEND))

display(conmmon cogﬁonent(grevious comgonent(COLUMNS,
TRI UOTIENT_ POSITION) ,DIVIDEND),' al:*’)

' — ’

WHILE next_component exists(DIVISOR,RUNNER)
{ No_more_digits 1}

DO TRIAL _QUOTIENT PCSITICN =
previous_component(COLUMNS,TRIAL_QUOTIENT_POSITION)

RUNNER = next_component( DIVISOR, RUNNER)

COL := add(COL,’'1’)

CURRENT_DIVIDEND := add( mult%glx&%URRENT DIV Dggg

)
common_ccomponent (DIVIDED AL_QUOTIENT )

llOl
fTION)S

IF less_than(CURRENT_DIVIDEND,DIVISOR)

THEN TRIAL_QUOTIENT POSITION =
previous_comporient (COLUMNS, TRIAL_QUOTIENT POSITION)

COL := add(COL,'1l")

CURRENT DIVIDEND := add( mu]tiglx(CURRENT DIVIDEND, '10')
cCmmen_component (TRIAL_QUOTIENT POSTTION,DIVEDEND)

REPEAT CURRENT_QUOTIENT = common_comsonent(TRIAL_QUOTIENT_POSITION,
QUOTIENT)

REPEAT IF greater_than(CURRENT_QUOTIENT,'0’)

THEN ¢ *splay(CURRENT QUOTIENT, ' h0,c7,t-1:')

CURRENT _QUOTIENT :=
subtract (CURRENT ¢ JOTIENT,'1l’)

display(CURRENT_QUOTIENT,’' b0,c6,al:’)

ELSE CURRENT_SUOTIENT = reatest_inte?er(i
divide(TRIAL_DIVIDEND,TRTAL_DIVISOR))

display(CURRENT_QUOTIENT, ' b0,c6,al:’)

FRODUCT := multiply(DIVISOR,CURRENT_QUOTIENT)

| IF greater_than(PRODUCT,'9")

2N

s
i g
| | L Pt ovmay | e ' « m——- e .~ B = K



UNTIL ?reauer than_or_equal (CURRENT DIVIDEND ,PRODUCT)

e ¢ e t vy S St -ap—- o

d%splay(PRODUCT " b0, c7, tvROW, mvCOL 1

ot e ]

COL := add(COL,’'2’)

D .

COL := subtract(COL, '1')

ELSE C
Q%splay(PRODUCT,‘ b0,c7,tvROW, mvCOL:

COL := add(COL,.'1")

ELJE |display(PRODUCT,’' b0,c7,tvROW,mvCOL: ")

- ~.~1

current_guotiént_not_ton_large }

DIFFERENCE := subtract(CURRENT DIVIDEND PRODUCT)

ROW := add(ROW,'l’)

COL := subtract(COL,’'2’')

display(’' dt,tvROW,mvCOL:~--")

COL := add(COL, 2 )

ROW

:= add(ROW, ‘1)

THEN

ELSE

IF greater_than(DIFFERENCE, 9" )

IF greater_than(DIFFERENCE, ' 99')
THEN [ [COL := subtract(COL, '2')

- —— e et gy

display (DIFFERENCE, * b0, c7, tvROW, mvCOL"')
COL := add(COL, ‘2’ )

ELSE COL := subtract(COL,’'1’)

PPN ¢ e et ey a0y Fe A e e sieee ys b e

displaj(DIFFERENCF ' bO C7 thOW vaOL. )

. mmes Sare Bl et e oo

| COL := add(COL, 'i*)

e A A t————— i Amoropu o . hares

[P

- ns + o o+ et — i My b g ons e e —— e e aaris mawnt F e e as e e maewene

display(DIFFPPFNCB ’ bO (7 thOW mVCOL ")

. —— e e 020~ [PPSO

CURRENT DIVIDEND := DJFFERENCE

0 Cmmm—— e P - mens e b et ML ———— s o

IF not (same (TRIAL QUOTIENT POSITION,ONES))

THEN

TRIAL _QUOTIENT_ POSITION =
previous_compofient (COLUMNS , TRIAL_QUOTIENT POSITION)

b e

COL := add(COL "1’ )

CURRENT_DIVIDEND ;=
multiply (CURRENT DIVIDLND ‘10",

common componenL(TRIAL QUOTIENT POSITION,DIVIDEND))
IF gl“ator than(CURRFNT DIVIDFND ‘97)
THEN |IF grcater than(CURPFNT DlVTDFND 99')

it s s m s e e mmian m o ees Ce b et s

THEN COL := subtract(COL, '2')

[ U 0 N

diSEIaX(CURRﬁNT DIVIDEND,' bho, c7 LvROW m

COL := daa<con7?51) T e e

G e e g T N U

L LT OV I P UV DY S OO QAN RO

ELsE | lcoL :=m5ubtract(COL,'l')
disE1a¥(CURRENT~DIVIDEND,' b0, ¢7, LYROW, m
vCOL: '

-~ a




[
ELSE |display(CURRENT_DIVIDEND,' b0,c7,tvROW,mvCOL: ')

WHILE and (not (same (TRIAL g OTIENT POSITION,ONES)}, ]
greater_than(DIVISOR,CURRENT DIVIDEND))
DO CURRENT_QUOTIENT =
common component(TRIAL QUOTIENT POSTTION,
QUOTTENT)
display(CURRENT_QUOLIENI, c6,al:’)
IF not (same (TRIAL_QUOTIENT_POSITION,ONES))
THEN TRIA&“SUOTIENT“POSIQION = o S -
8ﬁ?v ous_comporient (COLUMNS , TRTAL_QUOTIENT _POSITI
COL := add(COL,'1") -
CURRENT DIVIDEND := add(
multiply (CURRENT _DIVIDEND,'10'),
8??monwcomponent(TRIALMQUOTIENT_POSITION,DIVIDEN
IF greater_than(CURRENT DIVIDEND, '9")
THEN |IF greater_than(CURRENT_DIVIDEND,'99')

THEN COL := subtract(COL,'2’)
3&35%%8é8238§NT“DIVIDEND, bo,c7,t
COL := add(COL,’2’)

ELSE COL := subtract(COL,'l’)
dithay(xURRFNT DIVIDIEND, ' bo,c?, t|
vROW, mvC
COL 1= add(COL,'l‘)

ELSE 8&59 ay (CURRENT _DIVIDEND,' b(,c7,tvROW,mvC
COL := add(COL, '1') S
TRIAL_DIVIDEND := ‘0’
TRIAL_DIVIDEND := xrract(CURRFNT DIVIDFND 1,1
IF greater_ than(CURRENT DIVIDFND rgry
THEN [IF grenter than(CURRENT DIVIDLNU ‘q9 )
THEN COL ¢ sueracL(COL '“')
digplay(TRIAL UIVIDLND ! bO c7 al vaOW mvCOL
e add(COL"?‘) e e et oo et et roenn
ELSE | [COL := subtract(COL,’1") S
diuplay(TRIAL DIVIDEND o bO gJ al LvROW ,mvCOL:
éofﬁt:*aaa}COL iy et e .
ELSE [display(TRIAL_DIVIDEND, '"56"&i"17“16now mQPOL. y




i | LeHipy &= CA LZ'ﬂCL'.LUI’U’(lhl\J'J,____.U.‘.V.LUL'.M.\IU.- L oy L4 |
insert (TEMP,TRIAL DIVINEND, '2°)
IF greatar Lhan(CHHRLNT DlVIWEND, 9’
THEN [IF greater than(CURRENT DlVIDFND 99 /
THEN | [eoL 1= subtracticorn, ' 2’)
di)plaK\TPIﬁu DIVIDEND, ' bo al L7,tVPO
vCO
COL := add(COL,’2’ )
ELSE [ [COL = subtract(CoL. 1 ) T
displaK(TRlAL DIVIDEND,' 10,al,c7,hvRO
,?('V
COL := add(COL, "1’ ) )
ELSE g§sp1a§iwaxALMDxVIDEMD,' bU,al,c?, tvROH, mvCOL ;
awow RO T T T T
UNTIL greatoy Lhan(DIVI“OR CURRENT DIVIDEND) g
visor_ 18 yreater_ ann cuzrnnt dividnrd
|41 splay (CURRENT_QUOTIENT, "B0,al,c6:7)
REMAINDLR := DIFFERENCE
diaplay(' t3,m36,c4:R’)
| display(REMAINDER, ' m38,c6,al:')
[epomany: -
JEDIVIDENDD: ¢3,t5:1895
[:5
S O o o
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18
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11 i B
— e e oo e e o]
CDIVISORI: t5,c3:53
CONEZ: m26:3 |
CTENT: +25:5 T B o -
COPERATION DESIGNATORSI: c4 T
CDIVISION_BAR1: t4,m28: _,
[DIV_CURLY1: t5,m28:) o . - B
| {ccoLumnsa: -
1 [toussn: m33:
';:& | 19 e st e [ e e e
| ‘ - —— N 0 .
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CTENST: m32:
[+9 e -
[h: ¢ o - - i
CHINDREDSS : 0371 o e e S
[s&i T e — S ——
§j~c0=d”"" - - e —— -
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{LTHOUSANDS 1 w30 :
[?1 e -
F c0:9 o em e ' oot e ot tn
CRANGE3: t3: o - -~
LAUOTIENT : -
: ¢0:0 . -
¢ ¢0:0
[+ cv0 - s
l_: c0:0 B s
[EREM&EMUERJQ

I[Cintermediacnds - T
CTRIAL_DIVISORI: cl,al: | S -
l.'CURIQ}:?:N'I'MD];'VI};)Er\mff?~ i b L S e 1 8

{CTRIAL _DIVIDENDI T - B e e
LDIFFERENCED o e - - e S -

{ [erropucTa: T - - . oo
CCURRENT_QUOTIENTI: T - o e -
[CTRIAL_QUOTIENT POSITIONT: S——
{RUNNER]: i o e - o
CTEMP 1 - S
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