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FOREWORD

In late 1986, the Social Science Education Consortium Board of Directors launched the SSEC
Monograph Program Recognizing that sound, scholarly work often goes u. inoticed, the Board decided to
take the initiative in continuing the mission for which the SSEC has become knownoffering 'cutting edge"
information to the social studies profession. Thus, the purpose of the SSEC Monograph Program is to put>
iish scholarly monographs in the field of social studies/social science education that make a significant con-
tribution to the profession it is with this purpose in mind that we offer Toward Improving Research in Social
Studies Education as the first SSEC monograph.

In 1985 we were painfully reminded by several scholars of a host of defects in social studies research
lack of replicability, lack of innovative methodology, lack of external and internal validity, and inappropriate
application of statistical techniques to 'lame a few. Some scholars even used the terms "trivial" and "mind-
less" to characterize the research in our field (see Stanley 1985). Jack Fraenkel and Norm Walien took the
criticism of research in social studies seriously. They decided to examine systematically actual studies. in
preparing this monograph, they used rigorous criteria to analyze 118 studies published In three major sour-
ces Theory and Research in Social Studies (TRSE), the Journal of Social Studies Research (JSSR), and
the research section of Social Education (SE)for the years 1979 through 1986. They take their analysis a
step farther, providing helpful suggestions for Improvement to professors, graduate students, and classroom
teachers who may be planning to conduct research. To bring their analytical criteria to an operational level,
they critique one study in detail, illustrating both its strengths and weaknesses. Finally, the/ offer practical
suggestions to classroom teachers who 'nay become involved in school and classroom research.

This is not a volume that should be purchased by only a few scholars to be put in the research section
of a personal library. The monograph is important to any social studies professional who wants to avoid the
research mistakes of the past, or who wishes to critique a research study or proposal. The standards for
judging research are an Important guide for any committed social studies educator, whether or not they are
engaged in research. Toward Improving Research in Social Studie3 Education is "must" reading for all so-
cial studies educators.

James E. Davis, Chair
SSEC Board of Directors

Publications Committee

Do you have an unpublished study or treatise on social studies/social science education that you 'ould
like to have considered for the new SSEC monograph series? if so, send a proposal and outline to:

SSEC Boa-d of Directors
c/o Marda Hutson

855 Broadway
Boulder, CO 80302



INTRODUCTION

Criticisms of the nature and quality of education-
al research in general continue to appear in the
professional literature. More and more frequently,
one sees arguments or proposals for changing not
only the nature of research, but also the standards
by which it is judged There have been arguments
to move toward qualitative (as opposed to quantita-
tive) analyses, to integrate quantitative and qualita-
tive methods of inquiry, even to consider and
develop new methods of inquiry altogether (Al-
lender 1986). Researchers have been urged to
place less emphasis on external validity (Mook
1983), to decrease their use of inferential statistics
(Carver 1978), to concentrate on common-sense in-
terpretations and replication to promote under-
standing (Stake 1978), to consider introspection
and speculation as valid scientific methods (Bakan
1975), to conduct unrationalized (i.e., unplanned)
studies (Larkins and Puckett 1983), and even to
consider art as a model for scientific investigation
(Eisner 1981).

Research in social studies education has not es-
caped these criticisms and suggestions. Social
studies research has been criticized for sampling
bias, inappropriate methodologies, incnrrect or in-
appropriate use of statistics, weak or ill-defined
treatments, and lack of replication and/or longi-
tudinal follow-up. Many social studies research
questions are said to be trivial. Control and ex-
perimental groups are seldom equivalent. Haw-
thorne or John Henry effects contaminate findings.
Aptitude-treatment interactions are almost totally ig-
nored. Instruments are poorly designed, frequently
lacking validity or reliability. The durability of ef-
fects, when any are detected, is almost never as-
sessed. Statistical procedures are frequently inap-
propriate Legitimate generalizability is almost non-
existent (e g., see Cornbleth 1982, Fraenkel 1987,
Larkins and McKinney 1980; Leming 1985, Martorel-
la 1977; Nelson and Shaver 1985, Newmann 1985,
Shaver 1970b; Shaver and Norton 1980; Wallen
1983; Wallen and Fraenkel 1988).

In the late 1970s, Shaver and Norton (1980)
reported that only a small percentage of 53 articles
in two social studies journals involved random sem-
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piing or assignment, replication of previous work,
or limited their conclusions due to shortcomings in
accessible populations and samples. Intrigued by
their findings, we decided to investigate whether
current social studies research efforts continue to
suffer from these (or other) faults. We wanted to
see if past criticisms were true of current research
efforts as well.

Accordingly, we reviewed the research (with cer-
tain exceptions) reported in Theory and Research
in Social Education (TRSE), The Journal of Social
Studies Research (JSSR), and the research section
of Social Education (SE) for the years 1979-1986.
We wanted to look at a number of characteristics
in addition to those which Shaver and Norton
studied, however. This monograph presents the
results of our work

The monograph contains six chapters. In the
first, we critique all of the empirical studies
published in TRSE, JSSR, and the research section
of SE between 1979 and 1986. In Chapter 2, we
offer some observations, based on the analysis in
Chapter 1, about the nature of current social
studies research.

In Chapter 3, we offer some ideas about how
the quality of social studies research might be im-
proved. We direct the remarks in this section to
three distinct groups of social studies educators:
(1) professors who direct master's theses oi doc-
toral dissertations, but who do not teach courses
in educational research (2) graduate students who
intend to do research, and (3) classroom teachers
who have an interest in research.

In Chapter 4, we evaluate a single study in
depth, using the same criteria discussed in Chapter
1 We analyze both the weaknesses and strengths
of this study in order to illustrate not only those pro-
cedures we believe iesearchers should avoid, bit
also those they should employ in social studies re-
search.

In Chapter 5, we offer some ideas about how
classroom teachers of social studies might become
more involved in research in their classrooms and
schools. Chapter 6 lists the studies reviewed.



CHAPTER 1
AN AQQPQQIVIENT OF CUF1RENT SOCIAL ST1 IDiQ

Overview of the Study

We reviewed all of the research published from
1979 through 1986 in Theory and Research in So-
cial Education (volumes 7 through 15), The Journal
of Social Studies Research (volumes 3 through
10), and the research section of Social Education
(volumes 43 through 49), with certain exceptions
(as noted below). The instrument shown in Figure
1 (see page 4) was used to analyze and evaluate
the studies.

Articles falling in one or more of the following
categories were not analyzed:

. Arguments or position papers, in which the
author(s) argued that a particular position or
program at some sort should be adopted or
considered by the social studies profession.

Historical studies, in which the author(s)
described, reviewed, and/or analyzed some
aspect of social studies education in the past.

. Content analyses, in which the author(s)
analyzed the contents of textbooks or other
types of social studies documents.

. Philosophical inquiries, in which the author(s)
presented rationale statements of some sort or
delved into the meaning of various terms used
by social studies professionals.

. Methodological proposals, in which the
author(s) proposed that a certain type of
method be utilized by social studies teachers
or researchers

Literati re reviews, in which the author(s)
presented a summary of previous research
and/or commentary on a topic or issue.

. Reaction papers, in which the author(s)
reacted to critiques of their work that had ap-
peared in an earlier issue of the journal.

. Validity or instrument development studies.

. Book reviews.

Of some 133 articles published In TRSE for this
period, 87 (65 percent) fell into the above
categories. Of some 73 articles published in the
JSSR and another 33 published in the research sec-
tion of SE for the same period, 18 (26 percent) and
16 (49 percent), respectively, fell into the above
categories. These types of articles were not
reviewed because they did not lend themselves to
the kind of analysis we performed. We Intend, there-
fore, no implication of the quality of these artic'es
in any way by their omission.

A total of 118 articles in the three journals were
reviewed. Table 1 gives a breakdown of the studies
by type. The categories listed in the table were
rtafined as follows:

Type of Study

Table 1
BREAKDOWN OF STUDIES BY TYPE

TRSE JSSR SE Total

Pre-experiments 0 (0%) 4 (6%) 2 (11%) 6 (5%)
True experiments 7 (15%) 11 (17%) 5 (26%) 23 (18%)

Quasi-experiments 7 (15%) 9 (14%) 8 (42%) 24 (19%)

Correlational studies 9 (19%) 10 (16%) 0 (0%) 19 (15%)

Surveys 9 (19%) 23 (37%) 3 (16%) 35 (27%)
Interviews 6 (13%) 1 (2%) 1 (5%) 8 (6%)
Causal-comparisons 0 (0%) 3 (5%) 0 (0%) 3 (2%)
Ethnographies 9 (19%) 2 (3%) 0 (0%) 11 (8%)

Totals n = 47a n =63a n = 19a 129a

aThese totals exceed the actual number of studies reviewed because, in a few instances, two
methodologies were used in the same study.
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Figure 1. Categories used to evaluate social studies research
1. Type of Research

a. Experimental

h.
c.
d.
e.
f.

1) Pre
2) True
3) Quasi
Correlational
Survey
Interview
Causal-comparative
Ethnographic

2. Justification
a. No mention of justification
b. Explicit argument made with regard to

worth of study
c. Worth of study is implied
d. Any ethical considerations overlooked?

3. Clarity
a. Focus clear?
b. Variables clear?

1) Initially
2) Eventually
3) Never

c. Is treatment in intervention studies made
explicit?

d. Is there a hypothesis?
1) No
2) Yes: Explicitly stated
3) Yes: Clearly implied

4. Are Key Terms Defined?
a. No
b. Operationally
c. Con; itutively
d. Clear in context of study

5. Sample

a. Type
1) Random selection
2) Representation based un argument
3) Convenience
4) Volunteer
5) Can't tell

b. Was sample adequately described?
(1 = high; 5 = low)

c. Size of sample (n)

6. Internal Validity
a. Possible alternative explanations for

outcomes obtained
1) History
2) Maturation
3) Mortality
4) Selection bias/Subject characteristics
5) Pretest effect
6) Regression effect

7) Instrumentation
8) Hawthorne or John Henry effect
9) Order effect

b Threats discussed and clarified?
c. Was it clear that the treatment received an

adequate trial? (in intervention studies)
d Was length of time of treatment sufficient?

7. Instrumentation

a Reliability
1) Empirical check made?
2) If yes, was reliability adequate for

study?
b Validity

1) Empirical check made?
2) If yes, type.

a) Content
b) Concurrent
c) Construct

8. External Validity

a Discussion of population generalizability
1) Appropriate

a) Explicit reference to defensible
target population

b) Appropriate caution expressed
2) Inappropriate

a) No mention of generalizability
b) Explicit reference to indefensible

target population
b Discussion of ecological generalizability

1) Appropriate
a) Explicit reference to defensible

settings (subject matter, materials,
physical conditions, personnel,
etc.)

b) Appropriate caution expressed
2) Inappropriate

a) No mention of generalizability
b) Explicit reference to indefensible

settings

9. Were Results and Interpretations Kept
Distinct?

10. Data Analysis

a. Descriptive statistics?
1) Correct technique?
2) Correct interpretation?

b. Inferential statistics?
1) Correct technique?
2) Correct interpretation?

11. Do Data Justify Conclusions?

12. Were Outcomes of Study Educationally
Significant?

13. Relevance of Citations

4
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. Pre-experiments. We use this label to refer to
any of the three types of "weak" research
designs first described by Campbell and Stan-
ley (1963). the one-shot case study, the one-
group pretest-posttest design, lnd the static-
group comparison design As suggested by
Stouffer almost four decades ago, studies
employing such designs have such little con-
trol that they have almost no scientific value
(Stouffer 1950)

. True experiments. Two or more groups of
subjects receiving different treatments were
compared in some way. Random assignment
of subjects to treatment and control groups
was assured. Administration of the treatment
was controlled by the researcher.

. Quasi-experiments. Two or more groups of
subjects were compared in some way. Ran-
dom assignment of subjects to treatment and
control groups did not occur. Administration of
the treatment variable may or may not have
been controlled IN the researcher.

. Correlational studies. The scores of one
group of subjects on two different measures
were correlated. Such subsequent analyses as
multiple regresoion or path analysis may have
been performed

. Surveys. A written questionnaire or test was
administered, either by mail or in person, to
one or more groups of subjects. No treatment
was involved. The responses of the subjects
were reported.

.Ini<.:views. An interview schedule was
prepared and administered orally (under the su-
pervision of the researcher) to one or more
groups of subjects. No treatment was involved.
The subjects' responses to the questions were
reported.

. Causal-comparisons. Two or more groups dif-
fering in known ways were compared on one
or more variables. The intent was to explore
possible causation between group member-
ship and the other variable(s).

. Ethnographies. The daily activities of one or
more individuals were studied in naturalistic
settings. These activities, and manner of per-
forming same, were described in detail. Case
studies, involving only a single individual, were
included in this category

We acknowledge that this typology is imperfect;
some studies, for example, involved more than one
methodology. We decided to classify a study, there-
fore, according to the method or methods 1 ised to
study the relationships or issues of interest. a more
than one methodology was used, we counted
both. We did not classify those studies that used

,inalysis of covariance under "Correlational,"
however, since the use of correlation is an adjunct
to the question of interest --thq comparison of
means. Furthermore, although ethnographic re-
search may, and oftell does, incorporate interview
procedures, we did not count this under "Inter-
views" since we believe this is generally under-
stood.

Procedures

The instrument used for the analysis is shown in
Figure 1 The categories listed therein were defined
as follows.

1 Type of research see discussion above.
2. Justification of studythe degree to whicn

the worth of the study was explicitly argued for
and/or defended. We also looked to see if there
were any ethical considerations involved (i.e.,
whether there might be any physical or psychologi-
cal harm to the subjects) and if so, whether the
author(s) took such into account.

3. Claritythe degree to which the study was
clear. The concern here was with the focus of the
study its purpose and direction, and the degree
to which (and when) the author(s) identified the
variables they were investigating. We also looked
to see if, in intervention studies, the exact nature of
the treatment was made explicit and if so, when.
Finally, any hypotheses that existed were identified,
and the degree to which they were made explicit
was assessed.

4. Definitionsthe degree to which important
terms in the study were defined, and how.

5. Samplethe type, size, and adequacy of
description of the subjects involved in the study.

6. Internal validitythe number of plausible al-
ternative explanations we identified for any
reporter] outcomes and the extent to which these
alternatives were identified and discussed by the
author(s). We also considered whether it was clear
that a treatment (in the intervention studies) actual-
ly occurred and when it did, whether the length of
time of the treatment could be considered suffi-
cient to produce the effect(s) intended.

7 Instrumentation -the degree to which any
and all instruments used were demonstrably reli-
able and/or valid We considered in particular
whether the investigator(s) conducted ar.y form of
reliability and/or validity check of the instruments
used and, if so, whether these checks were ade-
quate for their purposes.

8 External validitythe extent to which the find-
ings of the study were generalizable beyond the
particular sample studied Considerations here in-
cluded both population and ecological generalize-
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biiity, when and where the author(s) generalized ap-
propriately (and, if so, to whom), when and where
they did not, and when they could not, whether
they explained why.

9. Distinction between results and con-
clusions the extent to which the author(s) clearly
differentiated between their findings (empirical
data) and the conclusions they arrived at based on
their findings (subjective opinion).

10. Data analysiscorrect, and appropriate,
use and interpretation of both descriptive and in-
ferential statistics.

11. Legitimacy of conclusionswhether limita-
tions raised crucial questions about the con-
clusions drawn.

12. Educational significance of the studyour
judgment of the importance of the study in practi-
cal or theoretical, as opposed to statistical, terms.

13. Relevance of citationsthe degree to
which works cited in the articles were germane to
the research being reported.

Each of us independently read and evaluated
every study. We then met and compared our
analyses. We do not report agreement of inde-
pendent seoring because, although we had dis-
agreements, the great majority were either clear
oversights by one of us or easily resolved. It would
have been desirable to compare our analys:s with
the findings of a second set of evaluators, but this
was not feasible.

Results of Analysis

In the remainder of this section, we present the
results of our analysis, using the categories from
Figure 1 to organize our remarks. Both descriptive
summaries of our findings and our interpretation of
them are reported, along with examples of both
good and bad practice.1 We offer our observations
on what these studies suggest about social studies
research in Chapter 2.

Type of Research. The breakdown by type of
research was shown earlier in Table 1. As can be
seen, experimental and survey research
predominate. This finding is in line with what other
reviews have indicated (e.g., see Armento 1386,
Stanley 1985). Of interest, however, is the
preponderance of quasi-experiments in SE (some
42 percent of those reviewed); the rather large num-
ber of correlational studies in TRSE and the JSSR
(almost 19 percent of the total number reviewed in
TRSE and 16 percent in the JSSR); the equally
large number of ethnographic studies in TRSE (19
percent of those reviewed), and the high percent-
age of questionnaire-type surveys in the JSSR (37
percent of those reviewed). One type of research
methodology was particularly noticeable by its

6

omission ex post facto research.2 We found not
ona example of this type of research published in
airy of the three journals during the period of this
review.

It is worth noting that of the total number of ar-
ticles published in TRSE during this period, 47 (35
percent) were arguments of one sort or another.
This seems to be an unduly large proportion of the
total number of articles published in this journal.
The percentage of articles that were argument
was much lower in the other two journals.

Justification of Study. To what 3xtent were
these studies justifiedthat is, to what extent did
the authors attempt to detehd the worthwhileness
of their research? A justification was considered to
be any attempt by the authors either to argue ex-
plicitly why they thought their study was worth
doing or clearly ,o imply its worth through their
remarks.

The great majority of researchers did make an
explicit argument for the worth of their research
and did not simply take it for granted. Only five
studies, in all three journals, did not contain some
form of argument about the worth of the intended
research. With regard to the ethics of these
studies, in only one (out of 118) did we find cause
for concern. This did not involve potential harm to
the subjects, however, but rather what we con-
sidered to be inappropriate value judgments per-
taining to another culture. The results in this
category are shown in Table 2.

Clarity. The clarity of these studies received a
mixed review (Table 3). We were pleasantly
surprised to find that the focusthe overall Intent
of every study was clear We had no trouble what-
soever discovering what the authors Intended to in-
vectigate. The clarity of the particular variables
being investigated, however, was not always made'
clear. To be sure, in the great majority of studies in
all three journals, the variables were made clear at
the start. In seven of the studies in TRSE, however,
it took us some time to be sure about the nature of
the variables involved; in another eight, we never
could discern what the variables were.

Of the eight studies in which the variables were
unclear, rive were ethnographies. Since one of the
claims made for ethnographic research is the
elucidation of meaningful variables, this falling
seems rather serious The authors of the remaining
four ethnographies published in TRSE did succeed
in making their variables clear, however. We recog-
nize that one purpose of ethnographic research is
sometimes said to be the presentation of ways in
which differing groups give meaning to their exist-
encethat is, their perceptions of the world. We
did not, however, detect this intent in any of the
ethnographies that we reviewed.



TABLE 2
RESULTS: jUSTiFiCATiON OF RESEARCH

Justification of Research TRSE JSSR SE Total

No mention of justification 2 (4%) 3 (6%) 0 (0%) 5 (4%)
Explicit argument made 35 (76%) 44 (80%) 17 (100%) 96 (82%)
Implicit argument fou id 9 (20%) 8 (14%) 0 (0%) 17 (14%)

Totals 46 55 17 118
Ethical concerns 0 (0%) 1 (2%) 0 (0%) 1 (1%)

Clarity of Studies

Focus clear

Yes
No
Questionable

TABLE 3
RESULTS: CLARITY

TRSE JSSR SE

46 (100%) 52 (94%) 17
0 (0%) 1 (2%) 0
0 ( %) 2 (4%) 0

(100%)
(0%)
(0%)

Total

115 (97%)
1 (1%)
2 (2%)

Totals 46 55 17 118 (100%)

Variables

Clear initially 31 (67%) 51 (93%) 17 (100%) 99 (84%)
Clear eventually 7 (15%) 3 (5%) 0 (0%) 10 (3%)
Never clear 8 (17%) 1 (2%) 0 (0%) 9 (8%)

Totals 46 55 17 118 (100%)

Treatment in intervention studies made explicit

Yes 12 (26%) 17 (31%) 12 (71%) 41 (35%)
No 2 (4%) 5 (9%)

1 (6%) 8 (7%)
Not applicable 32 (70%) 33 (60%) 4 (23%) 69 (58%)

Totals 46 55 17 118 (100%)

Hypothesis present

No 18 (39%) 24 (44%) 4 (24%) 46 (39%)
Yes, explicit 13 (28%) 11 (20%) 5 (29%) 29 (25%)
Yes, implied 15 (33%) 20 ;36%) 8 (47%) 43 (36%)

Totals 46 55 17 118 (100%)



Of the studies published in the JSSR, the vari-
ables were clear in all but one (98 percent) The
variables were dear in all of the articles published
In the research section ut SE (100 percent).
Generally, too, in those studies involving an inter-
vention of some sort, the treatment was made ex-
plicit, although there were a few in each I,Jurnal in
which we could not be sure as to what the treat-
ment actually Involved.

Twenty-eight of the 46 studies (61 percent) in
TRSE, 31 of 55 (56 percent) of those in the JSSR,
and 13 of 17 (76 peg cent) in SE were hypothesis-
testing investigations. In over half of these in all
three journals, however, the hypothesis was im-
plied (e.g., in the rationale for the study) rather
than being stated explicitly.

Definitions. Definition of key terms by the
authors of these studies also drew a mixed review
(Table 4). Almost 30 percent of the studies in TRSE
and the JSSR lacked any definition of the terms in-
volved; the figure is over 40 percent for SE. Inter-
estingly, a disproportionate number (16 of 35) of
these studies were either true or quasi-experi-
ments. This was especially true in TRSE (7 of 13)
and in SE (7 of 7!) It may be that since these
studies tended to be cot more traditional topics,
using technical terms frequently found in the re-
search literature, the authors assumed that these
terms would be understood by the readership. This
assumption may be questionable, however, and
needs to be considered carefully.

Exactly 50 percent of the studies in TRSE (23 of
46) utilized either operational or constitutive defini-
tions of terms (or both), compared to 40 percent for

the JSSR and 18 percent for SE. The extent to
which the meaning of the terms involved eventually
became clear within the context of the study varied
across journals, from 35 percent to 47 percent Al-
most all of the TRSE studies having clear-in-con-
text definitions occurred in the first half of the
studies chronologically, whereas most of the
stuaies that lacked definitions (10 of 13) occurred
in the more recent 23 studies, allowing us to con-
clude that, overall, the adequacy of definitions
decreased during this time period in this journal.
This trend was not evident in the other two journals.

Sample. Only seven studies (out of a total of
118) had truly random samples (i.e., an Initial ran-
dom selection from a defined population). Three of
these populations were so narrow as to be of
dubious interest, however. They were (1) enrollees
in teacher education at a particular university, (2)
students from two high schools in the midwest,
and (3) students from two high schools in the
southeast. Three were surveys involving question-
naires, but the number of returnees totaled only 76
perc,71t, 57 percent, and 80 percent, thus gluing
the accepting sample no longer random. Finally,
one involved a cluster sample with an "n" of only
six ciassroc a, although these were randomly
selected. The great majority were convenience
samples, which, given the difficulties involved in
doing research In the public schools, may (usually)
be about the best one can expect. Table 5 shows
the breakdown by type of sample.

The description of the sample often left a great
deal to be desired (Table 6). Many times we were
not clear about the characteristics of the subjects
involved in a study

TABLE 4
RESULTS: DEFINITIONS

Definitions TRSE JSSR SE rota!

No definitions 13 (28%) 15 (27%) 7 (41%) 35 (30%)

Operational definitions 10 (22%) 6 (11%) 1 (6%) 17 (14%)

Constitutive definitions 13 (28%) 16 (29%) 2 (12%) 31 (26%)

Definitions clear in context 16 (35%) 25 (45%) 8 (47%) 49 (42%)

Totals 52a 623 18a 132a

'Totals do not equal the actual number of studies reviewed, since several studies used both operational
and constitutive definitions. The percentages represent percentage of the total of actual studies reviewed
in which the particular type of definition (or absence of definitions) could be found.
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TABLE 5
BREAKDOWN RY TYPE nF RAMP' P

Type of Sample TRSE JSSR SE Total

Total population o (0%) 1 (2%) 0 (0%) 1 (1%)

Random selection 2 (4%) 4 (7%) 1 (5%) 7 (6%)

Representation based on
argument 6 (13%) 5 (8%) 2 (11%) 13 (11%)

Convenience 29 (62%) 42 (70%) 16 (84%) 87 (74%)

Volunteer 4 (9%) 3 (5%) 0 (0%) 7 (6%)

Can't tell 6 (13%) 5 (8%) 0 (0%) 11 (9%)

Total 47a 60a 19a 126a

°Eight studies uoed more than one type of sample Percentages represent percentage of the total of ac-
tual studies reviewed in which the particular type of sample was used

TAELE 6
RESULTS: ADEQUACY OF SAMPLE DESCRIPTION

Adequacy of Sample
Demographics

Adequate sample

TRSE JSSR SE Total

demographics given 8 (17%) 1 (2%) 0 (0%) 9 (7%)

Some sample
demographics given 29 (63%) 22 (40%) 6 (35% 57 (48%)

No sample demographics
given 9 (20%) 32 (58%) 11 (65%) 52 (45%)

Totals 46 55 17 118 (100%)

The adequacy of sample descriptions is an issue
that is insufficiently discussed in the research litera-
ture. Is there any agreement that certain
demographics, such as gender, age, socioeco-
nomic status, or geographic area, for example,
should always be reported? We know of no consen-
sus on this question. Further, descriptive informa-
tion must surely depend on the nature of the study
Perhaps authors should be required to report
evidence that their sample is similar to a defined
target population on variables they consider impor-
tant. Perhaps It is unrealistic to expect satisfactory

description. If so, another argument is raised in
favor of replication; similar results obtained in
several samples is an impressive argument for
generalizability. Four studies did report some form
of replication on the same topiceffects of teacher
enthusiasm (three in TRSE and one In SE). Another
four studies reported partial replications of a par-
ticular method of sequencing examples and non-ex-
amples in concept attainment. Interestingly, seven
out of eight of these replicated studies Involved a
common investigator.



The lack of randomness in selecting samples
and inadequate sample description raise serious
questions about the generalizability of almost all
the studies we reviewed; we shall discuss this point
in more detail when we consider external validity.

The sample sizes in these studies varied tremen-
dously, ranging from an n of one in an eth-
nographic study, to n's of 589 in an experimental
study, 1800 in a correlational study, and 4150 in a
questionnaire-type survey. The range of sample
size by type of study is shown in Table 7.

internal Validity. We were interested in how
often alternative hypotheses could be suggested to
explain positive findings. Accordingly, we examined
each study to see the extent to which one or more
threats to internal validity, originally identified by
Campbell and Stanley (1963) and Cook and
Campbell (1979), might have been present. Often,
they were.

We acknowledge that this catalog of threats was
originally developed to apply to experimental or
group-comparison Studies. As such, some of them
make little sense when applied to correlational,
questionnaire, Interview, or ethnographic i esearch
(pretest, maturation, regression, and order effects,
in particular). However, the remaining categories
are useful with respect to all methodologies
wherein a researcher is attempting to explore
relationships and even (on occasion) when simple
description is the aim. We believe the examples dis-
cussed below will document this point.

The most frequent threats were subject charac-
teristics (other characteristics of the subjects may
have accounted for the results), mortality (some of
the subjects dropped out of one or more corn-

parison groups in actual or probable unequal
amounts), a Hawthorne or John Henry effect (the
subjects in the experimental or control groups
knew they were part of an experiment of some
sort), and, especially in the ethnographic studies, a
researcher effect (the researcher may have acted
so as to bias the responses of the subjects in
some way) 3 Furthermore, when these threats ex-
isted, the researchers oftentimes did not seem to
be aware of them, or at least they failed to discuss
their implications (this tended to improve some-
what in the more recent studies).

Table 8 shows the number of studies of each
type in which we identified threats and (sub-
sequently) the number where we judged them to
be adequately discussed. Surprisingly, 14 of the 22
true experiments contained one or more threats.
These included actual or probable Inequality of
groups despite random assignment (n =7); lack of
actual control over the treatment (n= 11); a pos-
sible Hawthorne or John Henry effect (n =5); mor-
tality (n =4); and an instrumentation effect (n=5).
About half of the studies contained discussions of
these threats. We were surprised that only one of
the ethnographic reports acknowledged the pos-
sibility of a researcher effect, perhaps because it Is
thought to be an intrinsic limitation.

That we identified fewer threats, proportionately,
for survey studies is not surprising, in that most of
these studies attempted essentially to describe vari-
ables rather than to identify relationships. The other
finding of possible importance is that the authors
of studies in SE appeared to do a somewhat
poorer job of discussing threats, possibly a reflec-
tion of the shorter length of these reports.

TABLE 7
RANGE OF SAMPLE SIZE BY TYPE OF STUDY

TRSE JSSR SE
Type of Study Range (Med.) Range (Med.) Range (Med.)
Pre-experiments 0 16-35 (31) 29 (a)

True experiments 42-589 (211) 24-282 (122) 18-360 (55)
Quasi-experiments 49-925 (200) 35-563 (74) 38-426 (164)
Correlational studies 33-1050 (498) 26-1800 (163) 0
Surveys 25-554 (234) 16-2097 (93) 42-4150 (a)

Interviews 7-70 (27) 26 (a) 16 (a)

Causal-comparisons 0 120 (a) 0
Ethnographies 1-138 (12) 3-26 (16) 0

Wdians are not reported, since they have little meaning when there are only one or two studies.
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TABLE 8
OCCI 11 '1"C`. as.4 'Tv-% lki-rarima Al %/AI or. vim/v L. I riGH I J I 1/4.1 114 I cn VAAL V 'ALI LJI I T

A. Total Number of Threats to Internal Validity Identified in Each of Three Journalsa

TRSE JSSR SE Totaib

History 4 4 6 14 (12%)

Maturation 0 1 0 1 (1%)

Mortality 10 7 4 21 (18%)
Subject characteristics 15 31 8 54 (46%)
Pretest effect 2 6 1

9 (8%)

Regression effect 0 1 0 1 (1%)

Instrumentation 21 23 3 47 (40%)
Hawthorne/John Henry effect 7 7 10 24 (20%)

Older effect 0 1 1 2 (2%)

B. Types of Studies in Which Threats Were Identified and Discussed: TRSE

Type No.b Threats Identifiedb Threats Discussedd

Pre-experiments 0 (0%) 0 (0%) 0 (0%)
True experiments 7 (15%) 3 (43%) 2 (2C%)

Quasi-experiments 7 (15%) 7 (100%) 4 (57%)

Correlational studies 9 (19%) 5 (56%) 3 (33%)
Surveys 9 (19%) 3 (33%) 0 (0%)

Interviews 6 (13%) 4 (67%) 1 (17%)

Causal-comparisons 0 (0%) 0 (0%) 0 (0%)

Ethnographies 9 (19%) 9 (100%) 0 (0%)

47e

C. Types of Studies in Which Threats Were Identified and Discussed: JSSE

Type No.b Threats Identifiedc Threats Discussedd

Pre-experiments 4 (6%) 3 (100%) 1 (33%)

True experiments 11 (17%) 8 (73%) 2 (18%)

Quasi-experiments 9 (14%) 9 (100%) 4 (44%)

Correlational studies 10 (16%) 10 (100%) 5 (50%)

Surveys 23 (37%) 11 (48%) 4 (17%)

Interviews 1 ( 2%) 1 (100%) 0 (0%)

Causal-comparisons 3 (5%) 3 (100%) 2 (67%)

Ethnographies 2 (3%) 2 (100%) 0 (0%)

63f
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Table 8 (continued)

D. Types of Studies in Which Threats Were Identified and Discussed: SE

Type No.b Threats Identified Threats Discussedd

Pre-experiments 2 (11%) 1 (100%) 0 (0%)

True experiments 5 (26%) 4 (80%) 1 (20%)

Quasi-experiments 8 (42%) 8 (100%) 1 (13%)

Correlational studies 0 (0%) 0 (0%) 0 (0%)

Surveys 3 (16%) 0 (0%) 0 (0%)

Interviews 1 (5%) 0 (0%) 0 (0%)

Causal-comparisons 0 (0%) 0 (0%) 0 (0%)

Ethnographies 0 (0%) 0 (0%) 0 (0%)

19g

'Some studies contained several threats.
b Percentages represent the percentage of the total of actual stuoies reviewed within each category.

cThe numbers and percentages here refer to studies in which threats were identified by us.

dThe numbers and percentages here refer to a discussion by the authors of a study of the threats.

eOne study used more than one methodology.

Eight studies used two methoddogies.

gOne study used two methodologies.

We offer the following illustrations of how threats
to Internal validity may appear in other than com-
parison group studies. Whenever two or more in-
struments are used in a study, with both designed
to investigate a particular relationship, an in-
strumentation threat may develop. There is some-
times a strong likelihood that at least some respon-
dents will figure out the hypothesis and alter their
responses accordingly, sometimes in ways making
support for the hypothesis more likely. We viewed
this as a problem in studies correlating (1) student
self-concept, attitudes toward social studies, and
perceptions of teacher and classroom, and (2)
teacher attitudes toward teaching, self-concept,
and acceptance of responsibility for student
achievement.

An instrumentation effect may also occur due to
the way instruments are administered and/or
scored. In one study, for example, the report was
such as to raise questions about the independence
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of scoring of the two instruments used to test the
hypothesis, in another, the same administrator
gave both tests to individual children, one following
the other. In both studies, the instruments them-
selves were vulnerable to variations In administra-
tion and scoring.

The selection of subjects can create bias if the
nature of the sample is atypical. This Is closely re-
lated to the problem of generalizing, but is an addi-
tional problem in studies where it appears likely
that the way subjects were obtained favors support
for hypotheses We judged this to be a problem in
studies that (1) reported correlations between
teacher responsibility for student achievement and
various other attitudes in a sample of volunteers for
a workshop in mastery learning, (2) reported
relationships between student out-of-school ex-
periences and attitude toward social studies in
schools described as "good" in terms of environ-
mental opportunities and quality of teachers, (3)
reported correlations between a cloze reading test



and a test of text comprehension with a group of
low socioeconomic level students whose teachers
had low expectations for them, and (4) reported
correlations between general concept attainment
and understanding of social concepts with a group
of primary children in a university lab school

We also identified a possible subject selection
threat in several survey studies, including (1) dif-
ferences in male and female interest in social
science disciplines using a sample from one area
In the South, (2) opinions regarding effects of
policies on research with human subjects, based
on responses from a volunteer sample of "inter
ested" faculty members, (3) teacher perceptions as
to the nature of discipline problems in one school
in a low income neighborhood, where discipline
was considered a major problem, and (4) social ac-
tion activities of social educators using a sample of
volunteer respondents.

A positive sign with regard to internal validity
was that it was generally quite clear in the Interven-
tion studies that the treatment was Implemented as
intended. We found only nine studiP, (out of a total
of 50) in which this was not clear. Table 9 presents
our impressions related to whether a treatment real-
ly did occur.

Whether the length of time of the treatment was
sufficient to produce the intended effects proved to
be a very difficult judgment to make, but we
judged the time to be sufficient In only 60 percent
of the studies (Table 10). Sizable differences
among the journals appeared. In only four of the
14 intervention studies reported in TRSE did it
seem that the prescribed treatment was clearly
long enough to give the hypothesized effects an
adequate chance to manifest themselves. This
problem was less frequent in the other two jour-
nals, at least partly because the interventions them-
selves were often less "ambitious.'

TABLE 9
RESULTS: TREATMENT

Was It Clear That a
Treatment Occurred? TRSE JSSR SE Total

Yes 12 (26%) 17 (31%) 12 (71%) 41 (35%)

Questionable 2 (4%) 6 (11%) 1 (6%) 9 (8%)

Not applicable 32 (70%) 32 (58%) 4 (23%) 68 (57%)
Totals 46 55 17 118 (100%)

TABLE 10
RESULTS: LENGTH OF TREATMENT

Was Length of Time of
Treatment Sufficient? TRSE JSSR SE Total

Yes 4 (9%) 19 k35%) 9 (53%) 32 (27%)
Questionable 9 (19%) 4 (7%) 4 (24%) 17 (14%)

Can't tell 1 (2%) 0 (0%) 0 (0%) 1 (1%)

Not applicable 32 (70%) 32 (58%) 4 (24%) 68 (58%)
Totals 46 55 17 118

1 3 1 ,--)
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Instrumentation. In this category, we were con-
cerned with the extent to which researchers ascer-
tained the reliability and validity of the instrument(s)
they used. We looked to see if authors made some
sort of reliability and/or validity check and, in the
case of reliability, whether the reliability reported
was adequate for the type of study being con-
ducted. Those studies for which the answer to this
query was "no" or "questionable" reported indexes
below the rather lenient standard of .70. Here, as in
other categories, results were not homogenous.

It is somewhat sobering to note that in all three
Journals, more than half of the studies did not
make any reliability check whatsoever. This was
the case with 25 of the 46 studies reviewed in
TRSE; 29 of the 55 in the JSSR; and 10 of the 17 in
SE. We Judged reliability to be adequate in only 27
percent of these studies, Including three studies
reporting only scorer or observer agreement. We
could find only four in which the researchers check-
ed the stability of scores over time, probably a
more important issue than internal consistency,
only one of these reported the time interval in-
volved.

Our findings with regard to validity were even
more depressing A startling 32 studies (out of 46)
in TRSE; 46 studies (out of 55) in the JSSR, and 13
studies (out of 17) in SE made no attempt to check
Instrument validity! Of the 27 which did, only 12
presented evidence other than judgments. A more

detailed breakdown on these data for all three Jour-
nals is shown in Tables 11 and 12.

External Validity. External validity, of course,
refers to the degree to which the results of a study
are generalizable This category was another in
which the studies reviewed were distressingly defi-
cient. Both population and ecological generaliza-
bility were considered in this category. Population
generalizability refers to an explicit extension of the
findings of the study to one or more target popula-
tions (i.e., other subjects). Ecological generaliz-
ability refers to an explicit reference to another set-
ting of some sort (i.e., subject matter, materials,
physical conditions, personnel, etc.).

In 22 instances in TRSE, the researchers general-
ized to indef3nsible target populations, although
the authors did caution about generalizing inap-
propriately in another 13 studies. There was no
mention of population generalizability In eight
studies. Inappropriate generalizing occurred in 33
studies in the JSSR, and in 12 in SE. In both these
journals, the frequency of entries in the "no men-
tion of generalizability" category was considerably
higher than those under "explicit reference to in-
defensible population." While this is clearly
preferable, our experience indicates that to most
readers, failure to discuss generalization leads to
the erroneous inference that findings can be
generalized without serious reservation.

TABLE 11
RESULTS: RELIABILITY OF INSTRUMENTS

Reliability

Empirical check made?

TRSE JSSR SE Total

No 25 (54%) 29 (53%) 10 (59%) 64 (54%)

Yes 21 (46%) 26 (47%) 7 (41%) 54 (46%)

Totals 46 55 17 118 (100%)

If yes, adequate for study?

Yes 12 (26%) 16 (29%) 4 (24%) 32 (27%)

Questionable 4 (9%) 7 (13%) 1 (6%) 12 (10%)

No 4 (9%) 3 (5%) 2 (12%) 9 (8%)

Can't tell 1 (2%) 0 (0%) 0 (0%) 1 (1%)

Not applicable 25 (54%) 29 (53%) 10 (58%) 64 (54%),

Totals 46 55 17 118 (100%)
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TABLE 12
RESULTS: VALIDITY OF INSTRUMENTS

Validity

Empirical check made?

TRSE JSSR SE Total

No 32 (70%) 46 (84%) 13 (76%) 91 (77%)
Yes 14 (301)9(165)23%j.

Totals 46 55 17 118 (100%)

If yes, type:

Content (logical) 3 (21%) 0 (0%) 0 (0%) 3 (11%)
Judge-supported 2 (14%) 8 (89%) 4 (100%) 14 (52%)
Concurrent 5 (36%) 0 (0%) 0 (0%) 5 (19%)
Predictive 0 (0%) 0 (0%) 0 (0%) 0 (0%)
Construct 3 (21%) 0 (0%) 0 (0%) 3 (11%)
Other (including factor
analysis) 3 (21%) 1 (11%) 0 (0%) 4 (15%)
Totals 16a 9 4 29

dTwo studies used two checks. Percentage represents percentage of studies in which instrument validity
was checked.

There was no mention of ecological
generalizability in 31 studies in TRSE, 44 in the
JSSR, and 12 in SE, leading us to conclude that
this, perhaps, is not something that these re-
searchers generally considered. When they did,
however, they were quite a bit more careful, with
only six studies in TRSE, none in JSSR, and two in
SE containing an explicit reference to an indefen-
sible setting. We believe that the over, 'I failure to
discuss the ecological generalizability of a study,
however, has the effect of suggesting that such
generalizing is warranted. The breakdown in the
three journals Is shown In Table 13.

Distinction Between Results and Con-
clusions. Did the authors of these studies maintain
a distinction between their findings (i.e., what they
observed or obtained) and their interpretations
(i.e., the conclusions they drew based on the na-
ture of their findings)? Overwhelmingly, they did.
Seventy-four percent of the studies in TRSE, 94 per-
cent of those in the JSSR, and 82 percent of those
in SE maintained a sharp distinction between
results and interpretations. This is shown in Table
14.
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The major exception was the ethnographic
studies, which account for nine of the fifteen
"no's." Although this is a widely known and, to
some extent, unavoidable limitation of this type of
study, we feel the authors of these studies could
have done a much better job of making clear the
basis for their interpretations. Failure to do so
provides ammunition for those who allege that eth-
nographic research is little more than subjective im-
pressionism.

Data Analysis. in almost all of the studies, the
authors used some form of descriptive or inferen-
tial statistics. Did they use the correct procedure?
Generally, yes! The five "no's" for descriptive statis-
tics in TRSE and the two in the JSSR reflect our
opinion that additional descriptive procedures (e.g.,
frequency of response) would have greatly clarified
the findings. Three of the five "no's" in TRSE were
ethnographies.

Were the interpretations of these researchers ap-
propriate given the nature of their studies? Here,
the answer generally is "yes" when descriptive
statistics were involved, but overwhelmingly "no"
when inferential statistics were reported. The
major error was the inappropriate use of inferential



TABLE 13
RESULTS: EXTERNAL VALIDITY

Discussion of Population
Generalizability

Appropriate:

Explicit reference to
defensible target

TRSE JSSR SE Total

population 2 (4%) 5 (9%) 2 (12%) 9 (8%)
Appropriate caution

expressed 13 (28%) 16 (29%) 3 (17%) 32 (27%)

Inappropriate:

No mention of
generalizability 9 (20%) 23 (42%) 7 (41%) 39 (33%)

Explicit reference to
indefensible target
population 22 (48%) 11 (20%) 5 (30%) 38 (32%)

Totals 46 55 17 118

Discussion of Ecological
Generalizability

Appropriate:

Explicit reference to
defensible settings 2 (4%) 1 (2%) 0 (0%) 3 (2%)

Appropriate caution
expressed 7 (15%) 8 (15%) 3 (18%) 18 (15%)

Inappropriate:

No mention of
generalizability 31 (67%) 44 (80%) 12 (71%) 87 (74%)

Explicit reference to
indefensible settings 6 (13%) 0 (0%) 2 (12%) 8 (7%)

Not applicable 0 (0%) 2 (3%) 0 (0%) 2 (2%)
Totals 46 55 17 118

16



TABLE 14
RESULTS: DISTINCTION BETWEEN RESULTS AND CONCLUSIONS

Distinction Observed
Between Results and
Conclusions? TRSE JSSR SE Total

Yes 34 (74%) 51 (93%) 14 (82%) 99 (84%)
No 12 (26%) 3 (5%) 1 (6%) 16 (14%)
Questionable 0 (0%) 1 (2%) 2 (12%) 3 (2%)

Totals 46 55 17 118

procedures to test the significance of obtained
results in studies where the obtained sample was
not random. A significance test is appropriate only
when a researcher is assured that he or she has a
random sample, and this was literally the case in
only four studies. (See the discussion under
Sample.) In 13 other studies, the authors argued
for representativeness and hence (by implication)
for significance tests; we found only two of these
persuasive. Some researchers advocate the report-
ing of significance tests as an indication of impor-
tant differences but with appropriate qualifications.
The reporting of effect sizes, however, we think
would be more informative. Effect size was
reported in only one study.

With regard to other forms of inferential
misinterpretation, the author of one study in TRSE
made much of the relative contribution of different
variables to a multiple correlation, even after ex-
plicitly discussing the likelihood of chance fluctua-
tions due to the small n (22). The authors of
another, otherwise commendable, study com,flitted
the error of treating non-signiticant differences as
though the null hypothesis were proven. In fact, the
differences between the highest group and each of
the two lowest groups were such as to yield effect
sizes of approximately .4 to 1.0, depending on
which standard deviation was used. This mistake
also appeared in three other studies.

We found several studies in all three journals in
which the authors apparently confused random as-
signment with ran lom selection. Random assign-
ment is a powerful, enough imperfect, technique for
equating groups. Further, it permits comparison of
variance between groups with variance within
groups. it does not, however, justify the calculation
of significance tests, because generalization is a
separate issue from both the equating of groups
and assessing the magnitude of differences. When
reporting a significant difference between two
groups equated by random assignment, the ques-
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tion is. "To what population may this difference be
generalized?" in the absence of random sampling,
or of a persuasive argument for representativeness,
and particularly in the case of convenience
samples, which were used in virtually all of these
studies, the answer must be: No one knows!"
Therefore, the information presumed in the finding
of significance is, at best, only somewhat informa-
tive and, at worst, misleading unless carefully
clarified by the authors, a practice glaringly absent
from these reports, probably because it is virtually
impossible to do.

In 28 studies, the interpretation of the descrip-
tive statistics used was highly questionable. Nine of
these were variations of correlation studies. Two of
these combined scores of students with scores of
their teachers in obtaining first-order correlations In
multiple correlation studies, a highly suspect prac-
tice (particularly with a teacher n of eight in one
study). In one of these two, it appears that data on
teachers and students were simply combined; In
the other, the best we can deduce is that the
teacher's scores were assigned to each of his or
her students. The author of the latter study also
concluded that the obtained results provided
limited support for the position that teachers
should be encouraged to focus their instruction
around objectives. This conclusion was based on
the finding that teacher use of objectives con-
tributed one percent (one percent!) to the
predicted variance of student achievement
(whereas the CAT and pretest combined con-
tributed 42 percent)! in both studies, the unneces-
sary complexity of analysis and reported data vir-
tually preclude the reader from determining what
the findings really were.

In six other studies, too much was made of cor-
relations below .40. While a case may sometimes
be made for the importance of correlations of this
magnitude in testing theory or in unusual practical
applications (e.g., prediction with a very small



selection ratio), one can hardly pay serious atten-
tion to correlations of this size when the variables
are "historical understanding" and "Information
processing capacity" (r = .14); "economic
knowledge" and "attitude toward the American
economic system" (r = .28); "positive interracial con-
tact" and "satisfaction with university life" among
black females (r =.22); and IQ vs. close-minded-
ness and self-esteem (r = -.24; .29), even though
statistically significant due to large n's. Another
study states that "some modest school effects
were found for political interest, political alienation,
and anti-Vietnam war attitudes." The multiple cor-
relations based on five school variables plus I0
and socioeconomic level were, respectively, r = .39;
r = .16; and r = .41 modest indeed, especially
since the particular schooling variables were
weighted differently for each attitude. Granted, the
low reliability of instruments used may limit the de-
gree of correlation possible; this is another reason
for reporting rellabilities. In the absence of such
data, however, one cannot assume that correla-
tions would be higher with more reliable Instru-
ments. One study illustrates this point in reverse.
The author dismisses a correlation of .53 because
It is reduced to .32 when a subgroup of restricted
range is analyzed. This, when the respective
rellabilitics of his two instruments are maximally .64
and .96!

We found 12 studies using the group com-
parison model which contained highly questionable
Interpretations. In one quasi-experimental study,
the authors concluded, on the basis of non-sig-
nificant t tests (n=49 In each group), that there
was a "lack of major effects on the attitude of
MACOS students," while admitting that the MACOS
group became slightly more tolerant of repugnant
activities than did the non-MACOS group. Examina-
tion of the change in total test score means,
however, shows that the MACOS group showed a
change of -2.94 compared to -.48 for the com-
parison group. Estimation of the standard deviation
of change scores for the comparison group sug-
gests an effect size of .6 to .7, an impressive dif-
ference even though not statistically significant.
The authors of another, otherwise well-done, ex-
perimental study concluded that one of four teach-
ing strategies was the most useful and devoted
considerable space to discussing why this might
be so. This, despite the finding that this was the
poorest of the four methods f, 'ne of their four in-
teraction subgroups (female i-Jor readers), while
another method was appreciably better. The
authors of this study also committed the error of as-
suming that rion-significant differences on pretests
is tantamount to groups being equal. Regressed
gain scores should have been used, since pretests

were given expressly to check on the efficacy of
random assignment in equating groups.

One of two hypotheses tested In a quasi-ex-
perimental study was that regular value analysis dis-
cussions would increase students' social trust, so-
cial integration, political confidence, and political in-
terest, as compared to reading-only and control
groups. Under the results section of the study, the
autliors concluded that "there is some evidence to
support the hypothesis." They go on to state that
while the value analysis group did score significant-
ly better statistically than the reading-only group,
the difference between the two groups was mini-
mal. in addition, the control group scored sig-
nificantly higher than did the reading-only group on
two of the measures. They then concluded that the-
results offered only modest and mixed support for
the hypothesis. In actuality, the adjusted means for
the value analysis and control groups were very
similar. The only meaningful finding is the lower
scores for the reading-only group. The authors
provide plausible interpretations as to why this
group may have scored lower while the control
group scored high, but such ex post facto specula-
tion cannot obviate the finding that there was no
support in the data for the hypothesis. In another
study, a low correlation between pre and post
scores on an attitude scale (single group) was Inter-
preted as indicating true change after eight weeks
of summer school, rather than the more probable
low reliability of the scale.

In most of the surveys where we questioned the
interpretation, the reason was lack of supporting
data. In one case, however, the author simple ig-
nored data that was presented. By combining the
categories "agree" and "slightly agree," the inter-
pretation of differences in attitude toward different
social studies traditions was, in fact, obscured.

For the most part, the errors described above
appear to support the opinion, increasingly voiced
(e.g., see Carver 1978; Shaver and Norton 1980),
that inferential statistics play too important a role In
current research efforts. Not only are they, with
rare exception, mathematically or logically indefen-
sible, but they also can obscure the the real find-
ings of a study. Perhaps It is time for the profes-
sion to consider using descriptive statistics more
meaningfully, rather than continuing to foster the
use of elegant but inappropriate inference tests.

The breakdown with regard to the analysis of
data in these studies is shown in Table 15.

Legitimacy of Conclusions. Were the con-
clusions reached by the authors of these studies
justified? This, perhaps, is the most important ques-
tion addressed in this review. In attempting to
answer it, we decided to focus on the extent to
which the conclusions drawn by the authors seem
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TABLE 15
RESULTS: DATA ANALYSIS

Descriptive Statistics

Use correct?

TRSE JSSR SE Total

Yes 34 (74%) 51 (92%) 17 (100%) 102 (86%)
No 5 (11%) 2 (4%) 0 (0%) 7 (6%)
Questionable 1 (2%) 2 (4%) 0 (0%) 3 (3%)
N/Aa 6 (13%) 0 (0%) 0 (0%) 6 (5%)
Totals 46 55 17 118

Interpretation correct?
Yes 26 (57%) 38 (69%) 14 (82%) 78 (66%)
No 9 (20%) 7 (13%) 0 (0%) 16 (14%)
Questionable 0 (0%) 9 (16%) 3 (18%) 12 (10%)
N/Ab 11 (23%) 1 (2%) 0 (0%) 12 (10%)
Totals 46 55 17 118

Inferential Statistics

Technique Correct?

Yes 28 (61%) 35 (63%) 13 (76%) 76 (64%)
No 1 (2%) 0 (0%) 0 (0%) 1 (1%)
Questionable 0 (0%) 2 (4%) 0 (0%) 2 (2%)
Can't tell 0 (0%) 1 (2%) 0 (0%) 1 (1%)
N/Aa 17 (37%) 17 (31%) 4 (24%) 38 (32%)
Totals 46 55 17 118

Interpretation correct?

Yes 3 (7%) 1 (2%) 1 (6%) 5 (4%)
Nob 26 (56%) 37 (67%) 11 (65%) 74 (63%)
Questionable 0 (0%) 0 (0%) 1 (6%) 1 (1%)
N/Ab 17 (37%) 17 (31%) 4 (24%) 38 (32%)
Totals 46 55 17 118

aN/A indicates that statistics were not reported nor considered necessary.
b
N/A indicates that statistics were not reported. In some cases we think they should have been.

CA rating of "no" indicates at the very least no mention of violation of the underlying assumption of ran-
dom sampling.

0 ,^
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defensible within the confines of the study itself.
We deliberately excluded the important issue of
generallzability, which would have resulted in a
much more negative evaluation (see Table 13). The
main factors influencing our Judgment were: (1)
adequacy of instrumentation, (2) severity of threats
to the internal validity of the study, and (3) ade-
quacy of the interpretation of data. (In addition to
the weaknesses discussed previously, we found an
all-too-common tendency to make cause-effect
statements in much stronger terms than were Jus-
tified.) In our Judgment, the conclusions reached
by the authors were clearly Justified in only 20 (44
percent) of the studies published In TRSE, 27 (49
percent) of those in JSSR, and nine (53 percent) of
those In SE (Table 16).

Educational Significance of Stud les. Resear-
chers often talk about the statistical significance of
their findings, but they Just as often fail to talk
about the significance of their results In any larger
sense. Why are the results of a study Important,
and to whom? What is the practical significance of
a study's results? Why do they matter (or do they)?
We asked ourselves these questions as we read
these studies and attempted to weigh them in this
light. Would the results of any of these studies
make a difference to teachers and other profes-
sionals? In our Judgment, many of them woad not.
We give our impressions in Table 17. The phrase
"can't tell" indicates we were so confused by the
study as to be unable to Judge its significance. Al-
though we almost always agreed, we acknowledge
that we cannot clearly articulate the basis for this
Judgment.

Relevance of Citations. Table 18 indicates our
Judgment of the relevance of citations for the topic
of a study. In our Judgment. the references in some
studies had little direct relevance to the study in-
volved.

Notes

1. We dc not cite specific studies critiqued be-
cause we have no desire to engage in destructive
criticism or to embarrass authors. We will be
happy, however, to provide citations to Interested
readers who wish to assess the accuracy of our
specifics.

2. By ex post facto research, we mean any
study in which an investigator seeks an explanation
for findings that have already occurred. Suppose,
for example, that an administrator in a large, urban
nigh school notices that the end-of-year test scores
for students In a particular social studies teacher's
classes are markedly higher than those of the stu-
dents of other teachers, and have been for several
years. She wonders why, and decides to compare
several variables of the two groupscharacteris-
tics of the students, materials used, teaching style,
etc. in an attempt to gain insight into why this is
the case. The differential results, however, have al-
ready occurred, and the administrator Is seeking
an explanation for these results after the fact.

3. We include researcher effects under in-
strumentation.

4. Maximum rl,2
.78

= Fry, r 2,2 = 4.64 x .96 =

TABLE 16
RESULTS: LEGITIMACY OF CONCLUSIONS

Were the Conclusions
of the Study Legitimate? TRSE JSSR SE Total

Yes 20 (43%) 27 (49%) 9 (53%) 56 (47%)

No 13 (28%) 13 (24%) 1 (6%) 27 (23%)

Questionable 3 (7%) 14 (25%) 7 (41%) 24 (20%)

Can't tell 10 (22%) 1 (2%) 0 (0%) 11 (10%)

Totals 46 55 17 118
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TABLE 17
TIESULTS: EDUCATIONAL SIGNIFICANCE OF THE: STUDIES'

Were the Outcomes
Educationally Significant? TRSE JSSR SE Total

Yes 22 (48%) 15 (27%) 7 (42%) 44 (37%)

Questionable 12 (26%) 13 (24%) 1 (5%) 26 (22%)

No 10 (22%) 27 (49%) 9 (53%) 43 (39%)
Can't tell 2 (4%) 0 (0%) 2 (2%).

Totals 46
_____1(0%)

55 17 /118

TABLE 18
RESULTS: RELEVANCE OF CITATIONS

Relevance (1= high; 5= low) TRSE JSSR SE Total

1 17 (37%) 10 (18%) 5 (29%) 32 (27%)
2 10 (22%) 22 (40%) 1 (6%) 33 (27%)
3 17 (37%) 19 (35%) 7 (41%) 43 (36%)
4 2 (4%) 3 (5%) 4 (24%) 9 (9%)

5 0 (0%) 1 (2%) 0 (0%) 1 (1f21

Totals 46 55 17 118
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CHAPTER 2
SOME SUMMARY OBSERVATIONS

ABOUT SOCIAL STUDIES RESEARCH

What does our analysis of these studies reveal?
In general, progress over time appears to be slow.
Much still can be done, it appears, to improve the
quality of social studies research. We offer the fol-
lowing observations.

Methodology

Experimental and survey research methodolo-
gies predominate. Of the 118 studies we reviewed,
47 (40 percent) were either true or quasi-experi-
ments, and 43 (36%) were either questionnaire- or
interview-type surveys, for a total of 90 (76%).
Recent reviews of research (e.g., Armento 1986;
Stanley 1985) document that these typeq of re-
search continue to dominate our field. Other
forms of research, such as historical inquiries and
ethnographic studies, are much less commonly
found, both In doctoral dissertations and in our re-
search journals, although they do occur. Some re-
search methodologies, such as causal-comparative
investigations, are truly rare. in our review, we
found only three (2 percent) studies that were
causal-comparative investigations.

We think this is too narrow a vision of research
to dominate the field. The term research means
any sort of "careful, systematic, patient study and
Investigation In some field of knowledge, under-
taken to discover or establish facts and principles"
(Webster's New World Dictionary 1984). Many
methodologies fit this definition. Additional models
that could (and should, we think) be utilized by so-
cial studies educators more frequently include case
studies; content analyses; intensive, in-depth inter-
views (particularly when used to illuminate student
comprehension); historical inquiries; correlational
studies; Itructuled observations; participant obser-
vations; causal-comparative investigations; eth-
nographic studies; and cross-cultural comparisons.
Out of 239 articles published in the three journals
(of which we reviewed 118). only 20 were cons .1 t
analyses; 19 were correlational studies; 11 v rse
ethnographles; eight were historical inquiries; three
were structured observations; and three were case
studies. There was one each of participant observa-
tions and cross-cultural studies.

We think that ail of these research
methodologies have value, since each constitutes
a different way of inquiring into the realities that
exist within social studies classrooms and the
minds and emotions of social studies students,
teachers, and other professionals. While ail of

these methodologies (as well as experiments and
surveys) have various limitations (and thus can be
well or poorly executed), their wider use would
help to provide some additional, and different,
perspectives abou/ important questions in social
studies education.' it is encouraging to note that,
while they still remain relatively few compared to
the more common forms of experimental or survey
research, more studies using some of these alterna-
tive methodologies are being reported in the social
studies research literature (Armento 1986; Stanley
1985).

Many research questions in the social studies
can be otudied through experiments or surveys,
but they also might well be Investigated by otner
memodologies. Ino Jed, some of the other
methodologies that we have mentioned are often
better suited to providing the information desired.
We believe that research in social studies educa-
tion should ask a variety of question..., move in a
variety of directions, encompass a variety of
methodologies, and use a variety of tools. Different
research orientations, perspectives, and goals
should not only be allowed, but encouraged.

Focus /Clarity

in general, the authors made clear the focus
and variables of their studies. Definitions were
somewhat better than expected, though lacking In
some 30 percent of the studies. These researchers
sought primarily to understand more clearly or in
more detail various aspects of the field. The great
majority did not try to point up inaccuracies, distor-
tions, ideological bias, etc., but rather to under-
stand more fully the outcomes of particular
methods/techniques, the characteristics of stu-
dents, and the characteristics and opinions of so-
cial studies professionals. Although this comment
is In line with what other reviewers have observed,
a growing amount of research of the former type is
being reported (e.g., see Anvon 1978; Giroux and
Penna 1979; Popkewitz, Tabachnick, and Wehiage,
1981; Romanish 1983; Saltonstall 1979). Although
we found few empirical studies of a critical nature
in the three journals we reviewed, we did find many
arguments and position pieces (e.g., Cherryholmes
1982; Common 1982; Cornbieth 1985; Egan 1980;
Giroux and Penna 1979; Gordon 1985; Hahn and
Blankenship 1963; Holmes 1982; Hurst 1980;
Romanish 1983; Stanley 1981; Wasburn 1986).



Sample

Only seven (6 percent) of the 118 studies
reviewed attempted to use truly random samples,
as compared with a total of 15 percent found by
Shaver and Norton (1980). Sample descriptions
often left much to be desired.

Replication

Unfortunately for the build-up of a knowledge
base, we found only eight studies (6 percent) that
were replications of other work (four on each of
two topics). This continues to be a major failing of
social studies research. The social studies research
community has not made a systematic effort to
build a cumulative base of knowledge about many
of the Important questions of interest to the profes-
sion. Doctoral students continue, in the main, to do
isolated studies, often unaware that similar or re-
lated work is being done by their counterparts else-
where (Hepburn and Oehler 1965). Few doctoral,
and "ewer master's, studies are expanded or
developed further once they are completed. As
Shaver has remarked, there is "a failure in many in-
stances...to relate a piece of research to previous
studies in any sort of programmatic way. The con-
sequences are, on the one hand, the repetition of
unproductive prior research and, on the other, a
disconnectedness of studies on similar topics. Both
are counterproductive to knowledge building" (Nel-
son and Shaver 1985, p. 410).

Internal Validity

The internal validity of many studies, unfortunate-
ly, was suspect. Threats that appeared in a large
number of studies included a subject effect, in
which characteristics of the subjects may have ac-
counted for the results; an instrumentation effect,
in which the data collection procedure may have
acted to bias the results; a Hawthorne or John
Henry effect, in which some of the subjects may
have known they were part of an experiment of
some sort; and mortality, where some of the sub-
jects may have dropped out of the comparison
groups in unequal amounts. A positive sign with
regard to internal validity was that, in the interven-
tion studies, it was clear that the treatment actually
did occur.

Reliably and Validity of Instruments

Reliability and validity checks on instruments
were not performed in a large majority of studies.
Out of the 118 studies reviewed, 64 contained no
reliability checks whatsoever; in 91 of these
studies, the researchers made no attempt to check
validity! These researchers appeared either to ig-
nore these issues or to accept unquestioningly
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evidence from prior data collection. in some cases,
such eAence did seem appropriate to the study
at hand, but in many cases, unfortunately, it did
not. The absence of reliability and validity checks
continues to be a major failing in much social
studies research.

External Validity

The external validity of these studies also proved
deficient. in almost three-quarters of the studies in
all three journals, the authors either explicitly or im-
plicitly generalized to !ndefensible taraet popula-
tions; in 74 percent, they made no mention of
ecological generalizability, thereby implying that it
should be taken for granted. Although these
authors generally used the correct statistics in
analyzing their data, they often interpreted their
findings locorrectly, leading us to conclude that
many in the profession appear to lack adequate un-
derstanding of statistical interpretation.

Theory

Very few of the authors of these studies tried to
connect their work to some underlying theory.
While the usefulness of theory in guiding and or-
ganizing research can hardly be questioned, we
doubt whether the diversity of our field can be en-
compassed In any one theory. Most likely, at least
at present, we shall have to settle for theories that
address subtopics, such as the Merrill-Tennyson
theory of sequencing examples in concept attain-
ment, which provided focus for one of the two repli-
cated topics in our review.

s

in virtually all the studies we reviewed, as well as
in virtually all the articles published in the three
journals (i.e., including the instrument studies, the
position pieces, the content analyses, the historical
studies, and any others that we did not review), the
authors here college professors (primarily) or other
social studies professionals (supervisors, state so-
cial studies specialists, etc.). Classroom teachers
were noticeable by their absence. We found only
two studies in which a classroom teacher was one
of the researchers. Although we recognize the
severe workloads under which most social studies
teachers labor, we lament their absence from these
reports. Accordingly, we shall offer some sugges-
tions as to the kinds of research investigations
classroom tea ;hers could conduct in Chapter 5.

Data Sources

Where did these researchers get their data? in al-
most all of the studies we reviewed, the data col-
lected by the researchers appeared to come from



one of four main sources: (1) the performance of
students In social studies classes, (2) the opinions
of students and/or teachers in schools, (3) the view-
points of social studies supervisors, social studies
methods professors, or other social studies profes-
sionals, (4) various documents, such as courses of
study, curriculum guides, state frameworks, etc.

Another approach to the problem of basic data
gathering is the development of centralized data
bases that social studies researchers and others
might use and to which they could contribute. The
details of both existing and potential data bases
are beyond the scope of this monograph, but three
that should be mentioned are:

National Assessment of Educational Progress
(NAEP)
Educational Testing Service
Princeton, NJ 08540

The College Board
45 Columbus Avenue
New York, NY 10023-6917

High School and Beyond
Center for Statistics
Department of Education
555 New Jersey Avenue, NW
Washington, DC 20208-1310

Topics Investigated

What about content? What topics did these re-
searchers study? How significant were these
topics? Almost all of these studies focused on rela-
tively narrow or (in our judgment) unimportant
relationships, rather than on important concepts
and ideas, or important issues. This observation is
In line with what many other reviewers have noted
(Ehman and Hahn 1981; Metcalf 1963; Shaver
1979b; Shaver and Larkins 1973; Wiley 1977; Stan-
ley 1985). A positive comment is that in the
majority of these studies, the authors did attempt
to Justify their research. We did a limited content
analysis of the topics investigated by the authors of
these studies. Our findings are shown in Table 19.

Such analyses, of course. obscure the specific
questions addressed, but they do give a picture of
overall activity. Within these categories, the only
specific topics addressed in more than two studies
were concept acquisition and development (12
studies), student political attitudes and opinions
(five studies), student opinions on social studies
content (five studies), effects of teacher enthusiasm
(four studies), student knowledge of economics
(four studies), and teacher evaluation of the use of
objectives (three studies). Noteworthy by their ab-
sence were any studies that looked specifically at
the learning of gifted students in social studies,
that compared the social studies learnings of dif-
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ferent (i.e., ethnic, cultural, socioeconomic, etc.)
subgroups of students or that analyzed existing
data bases of the type mentioned above. Also miss-
ing were investigations of social studies in different
types of school settings (e.g., urban vs. rural,
public vs. private, etc.), in specialized (e.g., mag-
net, classics-oriented, comprehensive, etc.)
schools, or in other lands. Virtually all of the
studies we reviewed investigated aspe,,is of social
studies in the United States. We found only two ar-
ticles (of 239 published) in all three journals that
described aspects of social studies education in
another country

The variety of topics covered is not surprising in
a field that is by definition and tradition as diverse
in its subject matter as social studies and as in-
fluenced by community expectations and values
(Beriak and Beriak 1981). As several critics have
shown (Barr, Barth, and Shermis 1977; Morrissett
and Haas 1982; Newmann 1986; Stanley 1985),
there is continuing disagreement among social
studies theorists and curriculum developers as to
what should be emphasized in our field. It is cus-
tomary under such conditions to call for renewed
attempts to unify the field or at least parts of it
under some theoretical structure. We applaud such
efforts, but we do not believe researchers can, or
will, await such developments.

As an alternative, we suggest that leaders in the
field attempt to identify and even prioritize impor-
tant categories, topics, and/or questions for re-
sedrchers to investigate. Ehman and Hahn (1981)
proposed several categories in Part 11 of the 1981
National Society for the Study of Education Year-
book (see pp. 60-78). Nelson and Shaver (1985)
proposed a list of questions in their chapter in the
recent review of social studies research (see pp.
408-410). We suggest another below. We believe
that the attention of researchers, above all else,
should be directed toward finding out what stu-
dents know and how to help them learn. This is
hardly a new idea, but one worth repeating. Our
preferences in this matter are strongly influenced
by our work with the late Hilda Taba. We believe
that both the content and process objectives she
advocated provide a sound basis for focusing re-
search. Whether one agrees with her curriculum ap-
proach, we believe the following questions are
worth considering:

1. What is the present level and range of student
knowledge and/or commitment at different
ages/grade levels with respect to major objectives
in social studies, namely:

a. Identified concepts and Ideas?

b. identified cognitive skills?

c. Identified values?

1' -



TABLE 19
A CONTENT ANALYSIS OF RESEARCH Tows

IN TRSE, JSSR, AND SE

Topic TRSE JSSR SE Total

Characteristics of teachers
or supervisors (and their
effects) 4 6 1 11

Attitudes or opinions of
soc!al studies educators 5 10 0 15

Characteristics of student
teachers 2 5 0 7

Characteristics of students 15 8 3 26

Teaching methods 16 15 12 43

Pre- or :nservice training 0 8 0 8

Program requirements 3 3 0 6

Dissemination of innovations 1 0 1 2

Totals 46 55 17 113

2. What Is the present level and range of teacher
capabilities with respect to:

a. Their own knowledge and attitudes toward
these objectives?

b. Their competence and/or aptitude for teach-
ing these objectives, especially with students of dif-
fering abilities, age, ethnicity, Lod gender?

3. What are the attitudes of parents, school per-
sonnel, and school boards toward these objectives?

4. What methods are effective in increasing un-
derstanding and support for these objectives
among the groups named in question #3?

5. How do the objectives mentioned in question
#1 correspond to developmental patterns in
general cognitive abilities, interest, and attitudes
among students?

6. How do students of differing cultural, ethnic,
and socioeconomic backgrounds vary with regard
to these objectives?

7. What general and specific teaching methods
are effective In fostering these objectives with dif-
ferent types of students and in different types of
schools and communities?

8. How can these methods accommodate impor-
tant differences in student readiness? if necessary,
how can Important readiness variables be as-
sessed?

9. How can teachers best be helped to imple-
ment these methods? To what extent must they
develop their own methods or adaptations?

10. What factors, both within and without the
school, hinder and help the education of students
with respect to these objectives?

es
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11. To what extent does competence in these
objectives generalize to other subject matter and
to daily -life activities?

Clearly, this is just a beginning. However, we
believe some such systematic approach to our
field would permit researchers to focus their efforts
in ways that would contribute to a more integrated
body of knowledge with relevance to important is-
sues of policy and practice. We also believe that
failure to study these issues is one reason why the
"new" social studies projects of the 1960s had less
impact than was anticipated.

In conclusion, our analysis supports recent
criticism of educational research in general as
being deficient in both application and discussion
of principles of good research with respect to sam-
pling, internal validity, instrumentation, end data
analysis. We also concur that both topics and
methodology are too narrow. On the positive side,
we were pleasantly surprised at the general quality
of justifications, clarity of focus and terminology,
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documentation of treatment Implementation, ade-
quacy of treatment time, and distinction between
results and interpretations.

Notes

1. These also are the methodologies most com-
monly found in social studies doctoral disserta-
tions. Based on a review of the abstracts of some
394 doctoral dissertations written between 1977
and 1983, Hepburn and Dahler found that descrip-
tive studies comprised 45 percent, or 177 of the
total. Experimental research comprised 27 percent,
or 105 of the total. Thus, the two together totaled
282, or 72 percent of the total (Hepburn and Dah-
ler 1985, pp. 77-78).

2. We also recommend the analysis of existing
data bacc,s, which we believe is an area of re-
search that has been largely ignored to date by the
social studies research community (see page 25
for a list of a few of these data bases.)

-.L



CHAPTER 3
SUGGESTIONS FOR IMPROVING THE QUALITY

OF SOCIAL STUDIES RESEARCH

In light of the foregoing analysis and observa-
tions, we wish to offer some suggestions we think
could improve the quality of social studies re-
search. The remarks in this section are directed to
three distinct groups of social studies educators:
(1) professors who direct master's theses or doc-
toral dissertations in social studies education, but
who do not teach courses in educational research,
(2) graduate students in social studies education
who intend to do research, and (3) classroom
teachers, curriculum divctors, and administrators
who have an interest in research.

Before we offer our suggestions, however, we
wish to make a distinction between the terms so-
cial education and social studies, for the remarks
that follow have mainly to do with social studies re-
search. The distinction to which we subscribe is
the one offered by Nelson and Shaver: social
education is "a term inclusive of the broad con-
cerns of social knowledge, social relations, social
development, and social improvement, which are
among the goals of social studies, but go beyond
schooling practices In their intentions, activities,
and research implications," whereas social studies
identifies "the schooling part of social education"
(Nelson and Shaver 1985, p. 401). Most of our sug-
gestions apply primarily to research in schools. Al-
though some may apply to studies that take place
outside of schools, such studies are not the focus
of these remarks.

What follows, then, are some ideas about how
to improve the quality of social studies research.
Many of these ideas are suggested by the weak-
nesses we noticed in our review in Chapter 1.
Since experiments and surveys remain the most
commonly conducted types of research (72 per-
cent of the total in the studies we reviewed), more
of our suggestions focus on these methodologies
than others. Space limitations prevent an extensive
discussion of other methodologies, but we offer a
few ideas that frequently seem to be ignored in
practice. Since most social studies educators are
not trained in historical or ethnographic research,
these methodologies In particular seem to be logi-
cal candidates for further study (e.g., see Agar
1986; Barzun and Graff 1977; Bogdan and Biklen
1982; Carr 1967; Dobbert 1982; Gottschalk 1969;
and Spindler 1982).

All of the ideas we present are relatively easy to
implement. Very few are new; most have been iden-
tified by one or more other observers. Neverthe-
less, we believe that they bear repeating. Ex-

29

perience with our own graduate students suggests
that even those students who have had two or
three courses in research continue to make rather
fundamental mistakes. Furthermore, as our
analysis in Chapter 2 revealed, many of these
ideas continue to be ignored in practice.

Improving Experimental Research

1. De-emphasize random sampling. Obtaining a
truly random sample is almost an impossibility in
school-based research, given today's organization-
al and scheduling constraints. When and where
possible, of course, random sampling is to be en-
couraged. An alternative strategy, however, is to
concentrate on describing relevant demographics
of one's sample (e.g., ages, gender, ethnicity, IQ
scores) in enough detail so that other researchers
(and other interested professionals) get a fuller pic-
ture of exactly who was Involved in the study. We
believe the profession might profitably attempt to
develop guidelines as to the kind of description
that ought to be provided.

Oftentimes, even in intact classes, random as-
signment of students to treatment and control
groups can be implemented. It should be recog-
nized, however, that this technique Is really only ef-
fective with large groups (we recommend at least
50 subjects per treatment group). When smaller
groups must be used, or when random assignment
is not feasible, much more attention should be
given to matching (mechanically or statistically)
groups on potentially related variables, as well as
on the outcome (dependent) variable(s).

2. Increase the chances of the treatment's hav-
ing an effect. In essence, this suggestion involves
intensifying the treatment the experimental group
receives. There are three possibilities here:

a. Be clear that there is a treatment. Sometimes
treatments are so vaguely defined or described
that exactly what happened to students in the ex-
perimental group is not clear. Operational defini-
tions of the independent variable(s) can help clarify
the nature of the treatment.

b. Lengthen the time of the treatment. Often-
times, the length of time that students are exposed
to a treatment is so short that its possible effect(s)
may not be discerned (Wallen and Fraenkel 1988).
Eisner (1983) found that the median experimental
treatment time per subject in the studies that he
reviewed in 1978 was only 45 minutes! One can
take slight encouragement from the fact that a



review some five years later showed an Increase in
the medlar experimental treatment time to one
hour and 15 minutes per subject (Eisner 1983, p.
14). Although the treatment time was considerably
longer In the studies we reviewed, It was still of con-
cern in over one-third of the total.

c. Check (through the use of observers, audio-
or videotaping, subject reactions, etc.) to make
sure that the treatment really occurs and that it oc-
curs as Intended.

3. Concentrate on description and explanation
more than prediction. Given the difficulty in obtain-
ing random samples In most school settings, the
generalizability of most social studies research will
be severely limited. This suggests the value of pac-
ing more emphasis on description and explanation
and less on prediction. Vividly described details of
Interventions (or in non-Intervention studies, of set-
tings) can help others in similar situations assess
the applicability of particular results to their situa-
tion. As mentioned above, the nature of the treat-
ment should be clearly and fully described. Exactly
what happened? How? When? Where? Under what
conditions?

4. Use more than one Instrument to measure the
dependent variable. In the great majority of social
studies research, the researchers use only one
measuring device to obtain data concerning the
outcome of Interest. This unnecessarily limits the
amount of information gathered concerning the
possible effects of the Independent variable(s). Use
of a second Instrument also permits a check on
concurrent validity. In our review of 118 studies
that used Instruments, only 12 (10 percent) used
more than one measuring device to obtain data on
the dependent variable(s).

5. Pay more attention to alternative explanations
of findings due to "mortality" and "Hawthorne ef-
fect" threats. We found a sizable number of studies
in which these were concerns (16 and 20, respec-
tively). If subjects are lost to a study, researchers
should attempt to determine whether the propor-
tion was about the same for all treatments and
whether the causes were likely to favor certain treat-
ment groups. If, for example, the experimental treat-
ment is a difficult one for students, and hence
those "lost" are those having the most difficulty
(they may change groups or just absent themsel-
ves from treatment or testing), the data on these
remaining in that group would not reflect the lower
performance of the absentees.

A possible Hawthorne effect exists whenever
one group receives any sort of special attention.
This threat is hard to control in studies involving a
major curriculum modification, since provision for
special treatment of comparison groups is often
not feasible (or is artificial). Despite the difficulties
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presented by these two threats, they should
receive more attention than appears currently to be
the case.

6. Study more than one dependent variable.
Rarely do social studies researchers look at more
than one dependent variable when studying the ef-
fects of a particular treatment. Once again, this un-
duly restricts the amount of information that might,
with only a little extra effort, be obtained. It also
weakens understanding of the possible effects of
an Independent variable. Theory or experience
usually suggests that a treatment will affect more
than one outcome variable. Further, unintended or
unanticipated outcomes should be studied to the
extent feasible. It is not very difficult, for example,
to measure the attitudes of students in studies
where achievement is the dependent variable (e.g.,
see Smith 1980). We are not suggesting that addi-
tional variables be Included merely for the sake of
addition. A clear and defensible rationale is always
required.2

7. Incorporate additional Independent variables
Into your design. Many times the effect(s) of a treat-
ment may be predictably revealed in one or more
subgroups, yet not appear in the total group of
which the subgroups are a part. Analyzing a treat-
ment group in terms of gender or ethnic com-
ponents, for example, may reveal otherwise un-
recognized effects. Factorial designs that enable a
researcher to study several independent and de-
pendent variables in a single study are almost
never employed in social studies research.

8. Discuss the magnitude of any effects ob-
served. Soda; studies researchers commonly
report their findings in terms of significance levels,
using inferential statistics, but the notion of statisti-
cal significance is Intimately related to sample size.
Given a large enough sample, almost any result
will be statistically significant. Whether a finding is
significant only tells us the likelihood of an effect
occurring by chance; It does not allow us to com-
pare effects across studies of similar phenomena.
As many observers have suggested, the calculation
of an effect size is helpful In this regard (Borg and
Gail 1983; Nelson and Shaver 1985; Van Sickle
1983). Similarly, the reporting of the percent of
variance accounted for Eta2 provides another In-
dication of magnitude.

9. Be less concerned about statistical sig-
nificance and think more about educational sig-
nificance (despite the difficulty of assessing the lat-
ter). The significance of a study continues, for most
social studies (and other) researchers, to mean
statistical significance. Because the results of a
study are statistically significant (were not due to
chance), however, does not mean that they are sig-
nificant in any larger sense. The Import of a study



how it matters in the larger scheme of things, to
students, to teachers, to the profession as e
wholeis rarely discussed. Researchers should
watch for noticeable effects whether they are statis-
tically significant or not.

In particular, the emotional reactions of students
should be assessed if at all possible. How strongly
did they react to a particular treatment or ex-
perience? Why do they say they react in this way?
Do different groups react differently? When stu-
dents react strongly (either positively or negatively)
to an Intervention or an experience, further inves-
tigation is probably warranted. Of the 118 studies
we reviewed, only five (4 percent) assessed stu-
dent reactions to social studies subject matter;
only two (1.6 percent) assessed student attitudes
toward some aspect of social studies Instruction!

10. Assess the durability of an effect. Delayed
posttests are virtually never given to see whether
the perceived effects of an independent variable
remain over any length of time or change In any
way (Leming 1985). The durability of the effects of
Independent variables in social studies research
remains largely unknown.

11. Make better use of descriptive statistics.
Whether we are correct In believing that one of the
causes Is overemphasis on inferential statistics, it Is
clear that many of the studies we reviewed inap-
propriately used and/or interpreted basic descrip-
tive Indices. We agree with Kerlinger (1986) that ex-
cessive reliance on computer packages may be fur-
ther contributing to this problem. We encourage re-
searchers to stay closer to their data and pay
greater attention to such simple indices as
medians (In addition to means), as we:I as to fre-
quency polygons and scatterplotsboth of which
can be easily obtained through computer analysis.
We recommend that much more thought be given
to both the magnitude and the pattern of group dif-
ferences found and their Implications which may
be quite different for questions that are primarily
theoretical as compared to practical.

12. Give more attention to the interpretation of
results. Most of the studies we reviewed did a
good job of keeping results and interpretations dis-
tinct. Most often, however, the larger meaning of
results was Inadequately discussed. Too often,
authors discussed unwarranted direct applications
(population generalizability).

We would recommend more discussion of the
implications of results In the context of both prac-
tice and theory. For example, a study finding that
understanding of social studies Ideas Is correlated
with level of general concept development In
young children implies that (a) teachers may need
to assess level of concept development, and (b)
developmental theories with regard to concepts
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apply to social studies content. Such discussion
would help others decide whether the replication
needed to generalize is worth the effort.

Improving Survey Research

1. Trial-test all questionnaires or interview
schedules. Of the 43 survey studies we reviewed,
only two indicated that the questionnaire or inter-
view schedule used was checked beforehand. Pilot
testing with a small group similar to the group to
whom the questionnaire or interview schedule Is to
be administered can help reveal lack of clarity,
bias, and/or ambiguity in questions before it is too
late to change them.

2. Check the validity and reliability of the ques-
tionnaire or interview schedule being used. Many
studies reporting survey results do not Indicate if,
or how, the validity and reliability of the survey in-
strument were checked. Like any measuring Instru-
ment, a questionnaire or Interview schedule needs
to be checked for reliability and validity to Insure
that data obtained Is related to what the researcher
is trying to assess. Out of the 118 studies we
reviewed, only 21 (46 percent) In TRSE, 26 (47 per-
cent) in the JSSR, and seven (41 percent) In SE
made some attempt to check instrument reliability,
while a startling 32 (70 percent) In TRSE, 46 (84
percent) in the JSSR, and 13 (76 percent) in SE
made no attempt to check validity! Content validity,
at least, can be assessed through the use of inde-
pendent judges who rate the questions to be
asked in terms of whether they measure the vari-
ables the researcher has In mind. The researcher
can then revise any to which the judges object.

Many investigators appear to think that validity Is
unimportant when factual questions are asked.
They need to remember that it Is not the fact itself
that is of concern, but the way in which the factual
information is obtained. This certainly can lead to
invalid interpretation. It Is often difficult, but not im-
possible, to ask for the same factual Information in
more than one way, as Kinsey and his associates
demonstrated forty years ago (Kinsey, Pomeroy,
and Dartln 1948).

3. Think about the length of the questionnaire or
Interview schedule. It should be neither too long
nor too short. The proper length, of course, Is a
matter of judgment, but researchers need to con-
sider whether their instruments are sufficiently long
to provide them with enough Information concern-
ing what they are looking for, yet not so long that
respondents become tired, bored, or careless. The
length of a survey Instrument may seem too ob-
vious a point to mention, but almost everyone has
neglected to respond to a survey at least once be-
cause the length of the questionnaire discouraged
us from doing so.



4. Check for sampling bias. How representative
is the accepting sample (those who actually
respond to the questions) of the specific group
being surveyed? This depends, of course, on the
percentage of responses returned. When a substan-
tial percentage of responses is not received (we
think more than 20 percent), representing the find-
ings as indicative of the Invited sample may be mis-
leading. (This happened in many of the survey
studies we reviewed.) A possible check on this is
to interview a small sample of nonresponding sub-
jects to see how, or if, their views differ markedly
from those of the respondents. A second (or even
a third) administration of the questionnaire can also
help Increase the percentage of responses
returned. Showing that respondents are similar to
invitees with respect to at least some demographic
variables permits additional confidence in generaliz-
ing findings.

5. Check respondent knowledge about the sub-
ject before or during administration of the question-
naire or interview schedule. This is to make sure
that respondents actually possess some
knowledge concerning what they are to be ques-
tioned about. Otherwise, the researcher cannot be
sure that their replies represent what the respon-
dents actually know about the issue(s) being sur-
veyed.

6. Try to make sure that you and your respon-
dents speak the same language. Several years of
experience in helping students design question-
naires have shown us that this cannot automatical-
ly be assumed. Sometimes a particular term can
mean the exact opposite of what the researcher In-
tends. Babble (1986, p. 230) described an example
in which the word "very" in the colloquial language
of Appalachia apparently was closer to what
people in other parts of the country mean by "fair-
ly" or even "poorly." Thus, when residents of the
area responded "very well" to an inquiry about
their health, they actually meant that they were Just
getting along. The best "solution" to this problem
is a prior tryout that Includes questions (preferably
in interview form) specifically directed toward the
meaning of terms.

7. Train all individuals who will administer an in-
terview schedule to ensure that they are able to ad-
minister It correctly. Such training helps ensure that
the data obtained will be both reliable and valid.
Training should Include a trial run to check on the
manner of administration. Use of videotapes to
provide feedback can be very helpful.

8. Try to make sure that both researcher and
respondents are operating from the same frame of
referencethat is, respondents must be clear
about what the researcher expects regarding the
questions being asked. This guards against differen-

32

tial expectations leading to erroneous Interpreta-
tions by the researcher. For example, if a re-
searcher were to ask, "What do you think about
what goes on in your history class?", one student
might talk about the kinds of activities used by the
teacher; another might comment on the homework
assignments; yet another might talk about the
teacher's way of questioning students. Others, un-
sure of what the questioner wants, might not
respond at all. A less ambiguous question might
be: "What do you think of the way your teacher
conducts class discussions?" The Important point
here is that the researcher must make clear to
respondents exactly what he or she wants them to
respond to or comment about.

9. Don't use an observation form with too many
categories. Researchers must take care that their
observational measuring Instruments (e.g., tally
sheets, flow charts) are neither too long nor too
short. Overly long observation Instruments require
too much of observers, while overly short ones
produce only a partial analysis of what is observed.
The difficulty involved in using an overly compli-
cated tally sheet has been the downfall of many a
graduate student.

10. Check on the interrater agreement of inde-
pendent observers to ensure a high degree of
reliability (we would argue for at least .90).
Reliability should be reported, using Internal consis-
tency indices where appropriate. Stability over time
should also be checked.

11. Be sure to take a random or systematic sam-
pling of whatever is being observed. Observing Just
the beginning of a class, for example, can mislead
researchers. Man), reports of observations in social
studies classrooms do not make clear exactly
when, or during what period of time, the observa-
tions took place. Typically, a sizable number of ob-
servation periods (eight cr more) is necessary to
achieve adequate reliability.

Improving Correlational or Causal-Comparative
Research

1. Be careful not to imply that correlation indi-
cates causation. Although the fact that correlation
does not mean causation is one of the most fre-
quently mentioned caveats in research courses
and research texts (e.g., Borg and Gall 1983; Ker-
linger 1986; Vockell 1983; Wa lien 1974; Wiersma
1987), many studies still Imply, on the basis of a
significant correlation, that a cause-and-effect
relationship exists.

2. Don't confuse statistical significance with
educational (or practical) significance. This error is
similar to that found so often in experimental
studies. interpretation of the magnitude of a correla-
tion coefficient continues to be one of the most



misunderstood aspects of research in social
studies education. Correlational coefficients rang-
ing from .20 to .35 show only a slight relationship
between variables, even though they may be statis-
tically significant. A correlation of .20, for example,
Indicates that only four percent of the variance in
the two variables that have been correlated Is com-
mon to both. Such correlations have almost no
value in any practical sense. A correlation of at
least .50 must be obtained before any crude predic-
tions can be made concerning groups (although
they are usually of little help in making individual
predictions). Even then such predictions are fre-
quently in error (since they indicate only a 25 per-
cent common variance). It is only when a correla-
tion of .65 or higher Is obtained that Individual
predictions that are reasonably accurate for most
purposes can be made. Correlations over .85 indi-
cate a close relationship between the variables cor-
related and are useful in predicting both group and
individual performance, but correlations this high
are rarely obtalped In social studies research (Borg
and Gall 1983).

3. Analyze as many relevant subgroups within
the total sample being studied as possible. Many
times, important relationships may be obscured
when correlations are computed just for the total
sample, rather than for certain subgroups within it
as well. Sizable correlation coefficients may be
found when subgroups (e.g., males and females)
are examined. In analyzing subgroups, researchers
should also examine the variability within each,
since this affects the magnitude of the correlation.

Improving Ethnographic Research

1. Reflect on your own subjectivity. Ethnog-
raphers have wrestled for years with the criticism
that a researcher's biases can influence his or her
descriptions. Ail research can be affected by per-
sonal bias. The task for all of us is to limit our bias.
One way to do this in ethnographic research is to
take into account one's biases by describing, in
detail, one's thoughts about what one is observing;
in effect, to write memos to oneself about what one
Is thinking (Bogdan and Biklen 1982).

2. Do your best to "blend into the woodwork."
The subjects of a study often attempt to create a
false impression of themselves, especially during
the early stages. Teachers might not yell at any stu-
dents, for example, or be especially patient. Stu-
dents may be unusually cooperative. Principals
may disrupt their normal routines. Accordingly, the
researcher needs to act In such a way that the ac-
tivities and conversations that occur in the re-
searcher's presence are no different from those oc-
curring in his/her absence. A thorough under-
standing of the research setting is therefore crucial.
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Certain data may not ring true. Some data, in fact,
may need to be discounted once it is interpreted in
context (Deutscher 1973).

3. Be a conversational rather than a formal ques-
tioner. This idea is related to the suggestion above.
A conversational form of interchange with subjects
is more likely to engender natural, non-staged
responses than is formal administration of an inter-
view schedule or questionnaire.

4. Take care that you are not unduly influenced
by the most talkative subjects. Oftentimes, a re-
searcher talks with certain students a dispropor-
tionate amount of time compared to other students
for the simple reason that they are the most willing
to talk. This can result in misleading impressions
and interpretations. You need not talk with all sub-
jects for the same amount of time, but you should
not rely exclusively on only a small number of sub-
jects whose ideas may be somewhat atypical. Less
talkative subjects should not be given up on too
quickly.

5. When appropriate, share your feelings about
experiences you observe with your subjects. A re-
searcher's feelings can help him or her establish
rapport with subjects and gain insight Into their feel-
ings. Bogaan and Biklen described an Instance in
which an observer was overwhelmed with a feeling
that things were out of control in a junior high
school cafeteria she was visiting for the first time.
When she mentioned her feelings In the teachers'
room, several teachers began to discuss their feel-
ings during their first few weeks on cafeteria duty.
Discussing her feelings enabled the observer to
gain insight into the feelings of the teachers In this
school that she ot'erwise might never have ob-
tained (Bogdan and Biklen 1982, p 132).

6. When observing, practice describing rather
than interpreting. Anthropologists work very hard at
training themselves to avoid placing their own in-
ferences into their basic data. No competent
anthropologist, for example, would write in his or
her field notes: "Ms. Jones punished Robert,"
which is clearly an inference, but rather something
like "Ms. Jones told Robert to be still," or "Ms.
Jones sent Robert to the office." Unfortunately,
many applications of this methodology in educa-
tion, including all of the ethnographies we
reviewed, appear to be vulnerable to this criticism.

7. Make a major effort to check information from
more than one source (e.g., observations with inter-
views, interviews with different informants). While
this is a basic technique for validating all informa-
tion, it is especially important in ethnography, since
so much interpretation by the researcher is re-
quired.



Some Ideas for Improving Research In General

1. Make greater use of volunteers as subjects in
methods studies. It Is standard advice that use of
volunteers is a serious threat to the generalizabiliti
of a study and hence should be avoided. This is
true, but it is important to note that a negative
result (In intervention studies) when volunteers are
the subparts is a strong statement concerning the
effectiveness of the treatment. if a treatment does
not work with volunteers (whom we would assume
would be more motivated than most), this is a pret-
ty good indication it will not be effective with most
other subjects. Perhaps this should be the first
step In studying innovative methods.

2. Consider the context within which a study
takes place. Much experimental and quasi-ex-
perimental research, for example, involves only one
;lassroom, at most a very few, in which a treat-
ment is applied under atypical conditions. Hence
the applicability of the results to what most social
studies classroom teachers do on an ongoing
basis is often hard to see (this may be one of the
reasons why most classroom teachers pay little at-
tention to social studies research). Furthermore, lit
tie attention is usually paid to the nature of the
school environment within which most teachers
work, and whether it would be possible for
teachers to manipulate students in mys similar to
manipulation in research studies. Although we did
not specifically evaluate studies on this issue, our
overall Impression is that virtually none addressed
the issue of context.

3. Indicate how the research relates to previous
studies of the question at issue. Oftentimes there is
no tie-in made to other, related work, nor any in-
dication of what other researchers have found %iith
regard to the same, or similar, questions. Attempt-
ing to relate one's own research efforts to the work
of others is another contribution that social studies
researchers could make relatively easily to the
building of a cumulative knowledge base in the
field. The variation shown in our assessments indi-
cates our judgment that the studies we reviewed
differed a great deal in this regard.

4. Formulate and state a hypothesis when ap-
propriate. Many social studies researchers under-
take their investigations without formulating and
testing a prediction of some sort. Some critics
would argue that the generation of hypotheses
before a study begins limits the researcher's obser-
vations, in that he or she may overlook or ignore
data not related to the hypothesis. The value of for-
mulating a hypothesis, however, is threefold: (a) it
forces us to think more deeply about what we want
to investigate and often clarifies what outcome(s)
we are looking for, (b) it stimulates us to begin
thinking about how we can test our theories, and
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(c) it encourages the development of a body of
knowledge. Many studies designed to investigate
the same hypothesis but containing different
moderator variables might contribute to the build-
ing of the knowledge base that the profession so
badly needs, yet at present does not have. Of the
118 studies we reviewed, only 29 (25 percent) con-
tained an explicitly stated hypothesis; another 43
(36 percent) contained an implied hypothesis.
Forty-six (39 percent) did not attempt to investigate
a hypothesis.

5. Be sure to define key terms clearly. The lack
of clearly defined terms is one of the most com-
mon findings in the literature. In much social
studies research, the reader is unsure as to what
the researcher means by many of the terms he or
she uses. Terms like active learner, critical think-
ing, values development, citizenship education,
and others are frequently not defined. Thirty per-
cent (35 out of 118) of the studies we reviewed
lacked any definition whatsoever of the terms in-
volved.

It would be helpful to define all key terms opera-
tionallythat is, to specify observable characteris-
tics, behaviors, or conditions (along with how they
can be measured). For example, defining motiva-
tion as a desire to learn is not very clear. A clearer
definition would be: "any statements or actions an
individual makes or takes which, in the judgment of
at least two teachers or counselors, indicates the in-
dividual's desire to learn."

6. Remember that instrument reliability is crucial.
Unless Instruments are "sufficiently" reliable (a com-
plex matter that can be reduced to the rule of
thumb that the coefficient of reliability should ex-
ceed .70), you are probably wasting your time.
Checking internal consistency is usually a simple
matter. While other types of reliability do require
more elaborate data collection, they should be
seriously considered.

7. Pay more attention to the possibility of a re-
searcher effect. Researchers can influence study
outcomes by systematically (though unintentional-
ly) favoring certain treatment groups in either treat-
ment application, data collection or both. We found
very little attention given to this issue by either eth-
nographers or more traditional researchers.

While it is true that standardization of proce-
dures reduces this problem, a better guarantee of
Impartiality is ignorance, at least on the part of
data collectors, who generally do not need to
know the hypotheses or purposes of a study. In
the studies we reviewed, the researchers appear to
have been the data collectors in virtually all cases.
While this may be legitimate and even necessary,
the possibility of bias on the part of the researcher
should at least be discussed.



8. Use more than one statistical tool to analyze
findings. Here again, a little extra preparation and
effort can pay dividends. Many, if not most, re-
searchers use only one statistical procedure when
they analyze their data. Most usually, means and
standard deviations are computed. Frequently, ad-
ditional statistics can be computed and presented;
these include, as appropriate, percentages,
medians, ranges, correlation coefficients, and ef-
fect sizes. These statistics can provide additional in-
formation as to how various groups compare (e.g.,
see Powell and Powell 1984).

9. Finally, do more to replicate previous re-
search. Almost all research in social studies educa-
tion is done in isolation. With rare exception (e.g.,
see Larkins and McKinney 1982), the replication of
previous work under somewhat different settings,
with different subjects or modified treatments, is
simply not done. As Shaver has suggested, the sys-
tematic replication of research findings would not
only help to establish their reliability and
generalizability" but also past research efforts
could be used as a basis for designing studies to
correct methodological errors and build on past
findings" (Nelson and Shaver 1985, p. 411). We
find it had to understand why the use of master's
theses to replicate significant studies, a common
practice in the physical sciences, has never caught
on in the behavioral sciences in general, and in so-
cial studies research in particular.

Further, we recommend that more researchers
cross-validate their research by checking their find-
ings with the findings of others who used different
methods. Thus, a researcher who found through in-
terviews that teachers said they asked certain
kinds of questions in class conk check to see if
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this finding is consistent with the findings of
another study using direct observation.

While this list is not intended to be exhaustive,
we believe it highlights many of the more obvious
weaknesses we noticed in our review. In order to
discuss some of these suggestions further, we
analyze a single study in some detail in Chapter 4.

Notes

1. We recommend calculation of regressed gain
scores rather than (or in addition to) use of the
very similar, but non-identical analysis of
covariance because regressed gain scores provide
additional descriptive information (the adjusted
gain score for each student) as well as means and
standard deviations.

2. We recommend that social studies re-
searchers consider the sophisticated and potential-
ly powerful techniques of confirmatory factor
analysis and covariance structural analysis, which
are combined in LISREL (Linear Structural Rela-
tions), a system incorporating computer analysis.
These types of analyses permit elegant and satisfy-
ing clarification of some questions, but they do re-
quire considerable mathematical, statistical, and
computer sophistication. They also require a de-
gree of theoretical clarity that is currently lacking in
our field. We would caution further that such techni-
ques make many of our recommendations all the
more important to consider.

3. We think the coefficient of determination (r2)
should also be reported. In addition, the reporting
of beta weights permits evaluation of the mag-
nitude of relationship analogous to the use of effect
sizes with regard to means.



CHAPTER 4
A DETAILED ANALYSIS OF A SAMPLE STUDY

In an effort to point up some of the criticisms
and observations made earlier in this monograph,
In this chapter we dissect a single study, using the
same Instrument we used to analyze the various
studies in TRSE, the JSSR, and SE. We discuss
both the strengths and weaknesses of this study as
a way of reinforcing some of the Ideas we have
presented for improving social studies research.

The study we tinalyzed was chosen for several
reasons:

.Though the study itself was conducted quite
some time ago, the focus of the stvriy is cur-
rent. Critical thinking has recently reemerged

as a priority in the social studies curriculum. In
addition, the teaching method used in the
study remains a major approach supported by
critical thinking advocates.

.The methodology used by the researchers is
typical of current research efforts.

.The use of a study in which one of us was the
lead author permits us to be more critical than
we might otherwise choose to be.

The Study

The study is reproduced in its entirety below.

THE OUTCOMES OF CURRICULUM MODIFICATIONS
DESIGNED TO FOSTER CRITICAL THINKING*

Norman E. Wa Ilen, Vernon F. Haubrich, and Ian E. Reid, University of Utah**

CRITICAL THINKING appears to be a universally accepted objective of education though we are fre-
quently unclear as to what we mean by it and to what extent we wish to live with its consequences. As
has been pointed out elsewhere (5), various definitions of critical thinking seem to encompass some or
all of the following features:

1. Use of scientific methods, including emphasis on evidence and the nature of hypotheses.

2. The tendency to be inquisitive, critical, and analytical with respect to issues, personal behavior, etc.
A derivative of this attribute is lack of susceptibility to propaganda.

3. Use of correct principles of logic.

The emphasis is on the development of that elusive philosophical idea, the rational man.

With respect to methods of fostering critical thinking, two major approaches have been advocated.
The first is "progressive education." Critical thinking is presumed to be but one of the objectives which
are fostered by a greater degree of self - determination, flexibility of curriculum, and freedom of behavior.
The results of the Eight Year Study provided some support for this position. Further support of an indirect
type is provided by studies which indicate that questioning and critical behaviors are less likely to occur
in rigid, highly formalized situations wherein deviation 6 punished (2).

The second approach emphasizes the tools rather than the attitude of critical thinking while recogniz-
ing the importance of a milieu conducive to the use of the tools. Thus, emphasis is placed on acquainting
students with the principles of logic and experimentation and with their use. It is this approach toward
which this study was directed.

*From the Journal of Educational Research kJuly-August 1963), pp. 529-534, Reprinted by permission
of the authors.

**At the time of the study.
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Method

The basic design of the study was as follows:

It involved seven teachers of U.S. History (eleventh grade) in three Salt Lake City high schools who In-
troduced the curriculum modifications and an additional two who served as controls. During the first year,
one class (selected at random) taught by each of the nine teachers was tested in the fall and again in the
spring to establish the amount of gain to be expected over a year's time under the present curriculum.
The tests used were the Cooperative U.S. History Test, the Watson-Glaser Test of Cr;tical Thinking, and
the I.D.S. Criticai Thinking Test. During the summer of 1960, the experimental teachers attended a one
week workshop on the University of Utah campus under the direction of Dr. Haubrich, during which time
they received training In the curriculum procedures and materials presently available as well as ex-
perience in the development of new materials. During the following academic year, two of their classes
were again tested in the fall and spring as were those of the control teachers. During this year, the staff
members worked With the teachers in the utilization and development of materials. The resulting data per-
mitted comparisons of gains made from year to year under the same teacher and from teacher to
teacher within a given year.

The statistical analysis used was analysis of covariance, which permits comparison of end-of-year
scoresadjusted for beginning-of-year scores under the different treatments. Thus (in effect) the mean
gain achieved by the experimental teachers during the first year regular curriculumis compared with
the tnean gain achieved under the modified curriculum. Further, the mean gain achieved by the ex-
perimental teachers using the modified curriculum is compared with the mean gain achieved by the con-
trol teachers during the same year.

Curriculum Modifications

The overall plan of curriculum modification called for the teaching of a unit in "critical thinking" fol-
lowed throughout the year by application to the content of the course as rather broadly defined. As an ex-
ample, the students were encouraged to examine their textbook, their newspapers, and their teachers for
examples of fallacious logic. This approach has been extensively developed in the Illinois Curriculum
Program under the direction of B. Othai 11 Smith and his associates. In a comprehensive application of
the plan in Illinois, a total of 36 teachers and approximately 1,500 high school students in English,
geometry, science, and social studies classes participated. As of this writing, only a preliminary report
has been published (5). it appears that the study was carefully conducted and that the students ex-
periencing the experimental method showed greater gain on measures of critical thinking than the control
group without showing impairment in mastery of course content.

Thus, the present study is, to a large extent, a replication of the Illinois study to determine whether
similar results are obtaineda procedure woefully lacking in educational research. In addition the present
study contains some methological Improvements, notably the use of a "base line" for gauging change
which is based on the same teachers who institute the curriculum changes.

For convenience, the curricular practices may be divided into (1) materials presented during the unit
on critical thinking, and (2) materials used throughout the remainder of the year.

1. Unit on critical thinking. This unit required approximately three weeks for all teachers and was con-
ductedat the teachers' conveniencesometime during the second or third month of school.

The sequence of presentation varied from teacher to teacher but included the following topics and in
this general order:

a. Definitionsabstract and concrete
b. Logical fallaciespost hoc fallacy, etc.
c. Deductive principles

Syllogisms
if then statements
Validity and truth

d. Inductive principles
The nature of evidence
Analysis of arguments including recognition of implicit assumptions
Reliability of sources
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In addition to their notes and experiences during the wort shop, the teachers were provided with
copies of Applied Loaic by Little. Wilson, and Moore and copies of Guide to CIA& Thinking developed
by the Illinois Curriculum Program. Also, a was Intended that each student be provided with or have ac-
cess to A Guide to Logical Thinking by Shanner in one school, however, a misunderstanding resulted in
these booklets not being available to all students.

As can be seen from the topics listed above, the intent was to present to these students many c; the
more salient developments in the areas of logic, semantics, and philosophy of science, but in a fashion
which they would comprehend.

2 Application. Throughout the remainder of the year, the teachers attempted to utilize the Ideas and
skills taught during the unit whenever feasible. To this end many of the exercises developed by the Illinois
group were used Also, the teachers showed considerable ingenuity a, ..: expenditure of effort in materials
which they developed. Some of the flavor of the materials may be conveyed by the following illustrative
exercises.

a. A statement on page /7 of the text states: "The Articles of Confederation granted considerable
power to a Congress of the United States." is this definition, explanation, or opinion? What criteria are
provided?

b. Analyze the argument for unfair advantages of big business on page 368 of the text. Are there ir-
relevancies? Fallacies? Do the reasons Justify the conclusion?

c. is there a fallacy in the following argument? Life under a strong central government in Great Britain
was tyrannical. We must not allow a strong central government to develop in this country.

Tests Used to Evaluate Outcomes

The measuring devices used to assess the outcomes of the program Included the Watson-Glaser Criti-
cal Thinking Appraisal, the I.D.S. Critical Thinking Test, both constructed to assess skills in critical think-
ing, and the Cooperative U.S. History Test, which was used to assess change in the more typical content
of the course.

1. Watson-Glaser. This test was originally published ;n 1942 and was revised in 1956. It contains five
sub-tests: inference, assumptions, decoctions, interpretation, and arguments. it has been used in
numerous studies and is quite adequate In terms of technical considerations such as reliability, rk,rms,
etc. Ennis (3) has, however, questioned its validity on the pounds that some items are questionable acid
that it gives too high a score to the "chronic doubter."

2. I.D.S. Test. This test was developed in 1957 by Ennis, in part as an attempt to overcome his objec-
tions to the Watson-Glaser. As such the Items are, on logical grounds, superior. Preliminary data suggest
that It is adequate from a technical standpoint.

3. Cooperative U.S. History Test. This test is considered to be one of the best standardized tests of
the typical content of American History 'nurses. it contains Items designed to test knowledge of historical
facts; understanding of cause-and-effect relationships, trends and developments; and ability to recognize
chr000logical relationships, interpret historical maps, and locate historical information with emphasis on
political and diplomatic history. It is somewhat weak in the area of contemporary affairs.

Results

Results of the analysis of covariance comparing students of the experimental teachers for tie two
years are shown in Table 1. Table 2 shows the analysis of covariance comparing experimental a, con-
trol classes for the second year only. Table 3 shows Lhe means of the various groups as well as some ad-
ditional data pertaining to the I.D.S Test. Tables 4 and 5 show mean values for the Watson-Giaser and
Cooperative U.S. History Test, respectively. These data support the following interpretation:
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TABLE 1
ANALYSIS jr COVARIANCE- EXPERMIENTAL TEACHERS ONLY*

Source of Variance

I.D.S. Test

vx2 Ixy y2
d.f.

Add.
1.:y` M.S. F P

Between years (curricula) 4 27 189 1 159 159 8.83 < .01
Between teachers 423 347 428 6 168 28 1.56

interaction 187 229 489 6 287 48 2.67 <.05
Residual 8865 5066 10245 406 7350 18

Total 9479 5669 11351 419

Watson-Glaser

Between years (curricula) 44 58 77 1 15 15 .32

Between teachers 888 732 654 5 59 12 .26

Interaction 1219 1374 1732 5 373 75 1.59

Residual 28042 20298 31108 348 16414 47

Total 30193 22463 33570 359

Cooperative U.S. history Test
Between years (curricula) 904 -104 12 1 899 899 18.65 < 001
Between teachers 1530 1235 1200 6 216 36 .75

interaction 634 725 1083 6 291 48 1 00

Residual 23988 21601 39027 406 19575 48

Total 27056 23457 41322 419

*With the exception of the F column, decimals have been omitted to simplify the tahies.
Cases were deleted at random so as to obtain samples of 20 each for each teacher for year 1 and 40 for
each teacher for year 2. This procedure necessitated dropping the classes of one teacher from the Wat-
son-Glaser analysis, since only 12 students took both test and re-test during year 1.
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TABLE 2
ANALYSIS OF PrWA MANCE-

EXPERIMENTAL VS. CONTROL TEACHERS-YEAR 2 ONLY

Source of Variance
I.D.S. Test

Residual

xx2

Between groups 124

8203

Total 8327

Watson-Glaser

Between groups 254

Residual 12262

Total 12516

Cooperative U.S. History Test
Between groups 226

Residual 22198

Total 22424

216

5066

5282

206

13789

13965

314

20397

20711

y2

375

11352

11727

167

35229

35396

435

36224

36659

4):.1d.f.

386 8222

387

1 24

391 19790

392 19814

1 49

386 17481

387 17530

15M4.S.21

24

51

49

45

7.22

.47

1.09

P

<.01

TABLE 3
MEANS OF EXPERIMENTAL AND CONTROL GROUPS

IN THE PRESENT STUDY AND OF OTHER COMPARISON GROUPS
ON THE I.D.S. TEST

Experimental Teachers
N

Mean
Fall

Mean
Spring Gain

Regular Curriculum - Year 1 140 8.8 10.2 1.4
Experimental Teachers -

Modified Curriculum Year 2 280 9.1 11,8 2.7
Control Teachers -

Regular Curriculum Year 1 36 6.8 8.4 1.6
Control Teachers -

Regular Curriculum - Year 2 53 7.5 9.0 1.5
Normative Data - High School Juniors* 9,0
Normative Data - High School Seniors* 9,6
College Educational Psychology Students* 12.3
High School Students in Courses

Emphasizing Critical Thinking* 12.1

*Ennis, R.H. "Interim Report: The Development of the I.D.S Critical Thinking Test."
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TABLE 4
114EANS OF EXPERIWNTAI ANn PONTRni P-Rni IPS

ON THE WATSON-GLASER TEST

Experimental Teachers -

N
Mean
Fail

Mean
Spring Gain

Regular Curriculum Year 1 120 62.3 64.9 2 6

Experimental Teachers
Modified Curriculum - Year 2 240 61.6 64.0 2.4

Control Teachers -
Regular Curriculum Year 1 30 56.8 60.0 3.2

Control Teachers -
Regular Curriculum - Year 2 53 59.6 62.0 2.4

TABLE 5
MEANS OF EXPERIMENTAL AND CONTROL GROUPS

ON THE COOPERATIVE U.S. HISTORY TEST
(STANDARD SCORES: X = 50, S =

Mean
N Fall

Experimental Teachers -

10)

Mean
Spring Gain

Regular Curriculum - Year 1 140 44.1 49.3 5.2

Experimental Teachers -
Modified Curriculum - Year 2 280 41.3 49.7 8.4

Control Teachers -
Regular Curriculum - Year 1 36 44.1 47.6 3.5

Control Teachers -
Regular Curriculum - Year 2 51 39.5 46.9 7.4

1. I.D.S. Test.

a. Considel.od 3S a group, students of the experimental teachers showed significantly greater gain (p
< .01) the second year i.e., under the modified curriculumas compared to the previous year. The
amount of the difference, when compared to available norms, Indicates the improvement to be of practi-
cal importance. The students under the revised curriculum began the year with a mean score very near
that typical of eleventh graders and, by the end of the year, scored at a level almost up to that of a
sample of unseiscted college students and almost as high as previously reported groups in high school
classes emphasizing critical thinking. Students of these teachers but without the revised curriculum
showed the amount of gain to be expected during the course of a year. Both groups began the year with
nearly Identical mean scores.

b. The significant (p < .05) teacher-by-method interaction suggests that the curricular modifications
are more effective with some teachers than with others.

c. When students experiencing the revised curriculum were compared with students in the regular cur-
riculum (during the same yeardifferent teachers), they showed significantly greater gain (p < 01), The
gain for the students in the regular curriculum (two teachers) was almost identical for the two years.
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It seems legitimate to conclude that the revised curriculum had a rather marked effect on critical think-
ing as measured by the I.D.S. Test.

2. Watson-Glaser Test.

a. The results for this test do not support the I.D.S. Test results. There Is essentially no difference be-
tween the two groups of students taught by the experimental teachers In amount of gain. in both years,
the gain Is 2.8. The group experiencing the modified curriculum was slightly lower on the fall testing. For
the first year group, the gain Is from a percentile score of 77 to 83 while for the second year group
(modified curriculum), the gain Is from the 74th to the 81st percentile rank based on high school norms.
Grade equivalent scores are not available for this test.

b. The comparison of experimental and control groups during the second year only Is consistent with
the foregoing analysis in showing no significant difference between the groups.

The results for this test provide no evidence for the modified curriculum. This finding is particularly dis-
appointing in light of the fact that the Illinois study did find a significant superiority in amount of gain
shown on this test by the students in the experimental group.

3. Cooperative U.S. History Test.

a. Students under the modified curriculum made significantly more gain during the year than did stu-
dents with the same teachers during the preceding year (p < .001). in both Instances, the students at the
end of the year scored slightly below national norms. The experimental group, however, scored con-
siderably lower at the beginning of the year.

b. The experimental group (modified curriculum) showed more gain than the control group during the
same year, but not significantly so.

c. The control teachers achieved significantly (p < .05) more gain the second year.
d. The gain of the experimental teachers was not significantly greater than the gain achieved by the

control teachers during the second year. Because of the gain achieved by the experimental teachers, we
are tempted to suggest the`, the curricular modifications may have fostered greater Interest and/or skill in
dealing with the course content, hence, greater mastery. But since the gain was not significantly greater
than that achieved by the control teachers during the second year, It is possible that other factors were
operative, possibly that the second year students began the year with somewhat poorer background. it is
clear that the modifications did not result in a decrease in the mastery of course content.

Reactions of Teachers, Students, and Parents. An additional measure of the outcomes of a plan
such as this is to be found in the reactions of persons Involved in it. Although no systematic attempt was
made to collect such data in the present study, some information almost inevitably is present. It is recog-
nized that impressions such as those which follow are subject to many criticisms on the grounds of selec-
tive sampling and bias of several kinds; they are nevertheless presented as valuable, though for the most
part subjective, data.

1. The seven experimental teachers have all expressed considerable enthusiasm for the program as an
interesting and worthwhile attempt in an Important area, though some are quite skeptical as to the results
achieved, particularly among the less able students. Even accounting for the expected desire to comfort
the researchers and to justify their own efforts, it is our opinion that this represents an honest reaction on
the part of the teachers. One bit of supportive data is that they have all indicated an intention to use at
least part of the materials next year and have expressed the hope that further work of this kind will be un-
dertaken.

The consensus seems to be that the material on fallacies and definitions was easiest to put across,
with the material on syllogisms the most difficult, as would be expected. AP.. to organization of presenta-
tion, some of the teachers indicated that they would prefer to spread the topics out during the year and
introduce them as smaller units. One teacher would, in the future, not teach the material as a distinct unit
but rather would attempt to Incorporate It throughout the course.

2. As reported by the teachers, the reaction of students was varied. Some expressed the view that It
was difficult. Others wondered what It was for, i.e., "Why don't we Just have history?" Our expectation
was that some students would be psychologically threatened by the material; this seems to have been
the case but to a lesser extent that we expected. On the other hand some became intrigued and enjoyed
it. Several teachers reported students making use of the material In arguments and particularly in debate,
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though some of the same material frequently is presented in debate (and in psychology courses). Several
incidents of carryover to other activities were reported:

a. Letters were written to several advertisers and to a weather man requesting ...efinition of terms. The
former were not satisfactorily answered; the latter wasand in some detail.

b. As a result of a difference of opinion in class regarding a syllogism, several students wrote to a
professor of philosophy at the University of Utah for clarification.

3. There appears to have been little reaction from parents. As expected, some parents feared that
knowledge of history was being sacrificed for some new silliness, but the teachers were able to provide
an explanation which was at least in some cases considered adequate.

We had expected some objection from parents along the lines that their chlidreh were beginning to
question some of the eternal verities. That this did not happen may be attributable to the parents' con-
fidence in the schools, to parental indifference, or to lack of impact of our program.

Summary

This report describes a two year project which introduced into three high schools a curriculum plan
designed to foster critical thinking and which attempted to assess its effectiveness. The curriculum plan
was patterned after a similar program developed at the University of Illinois and consisted of the presenta-
tion of a three week unit on the tools of logical analysis, semantics, and scientific method at a level ap-
propriate to eleventh graders, followed by application of these tools to the content of the course in U.S.
History throughout the year. The seven participating teachers were provided a workshop prior to the intro-
duction of the unit and were provided the services of the project staff, as well as the benefits of several
group discussions during the year. Their interest and effort expended in the project was such as to leave
no question but that the approach received an adequate trial.

The results of the evaluation demonstrate quite clearly that mastery of the typical content of the U.S.
History course was not impaired by the curriculum modification. The effectiveness of the program in
fostering critical thinking is not unequivocally demonstrated, since one of the tests to assess this change
did not show any difference between experimental and control groups. The other test, however, which on
logical grounds may be argued to be a better test, did show rather impressive differences in favor of stu-
dents who received the revised curriculum. Further, the reactions of teachers and students, though not in-
tensively studied, strongly support the value of the program.
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The Analysis

Type of Study quasi - experimental. The re-
searchers did have control over the treatment but
did not use random assignment of either students
or teachers to treatment groups.

Justification. The authors relied on the "current
acceptance" of its importance to justify studying
critical thinking. While this is often done, we believe
a reader deserves a more thorough treatment, per-
haps something like the following:

Many respected thinkers, including
Dewey, Adler, Toffier, and Taba, have
defended the necessity of students' learn-
ing to be critical thinkers rather than pas-
sive channels for the transmission of infor-
mation. The rate of information generation
is such that no one can expect to master
even a limited content area for more than a
very short time. in academic areas, there-
fore, one must learn to evaluate new infor-
mation and to see its relationship to pre-
vious knowledge. In the more general
arena of daily life, the necessity for citizens
of a democracy to sift and evaluate com-
peting claims for their allegiance and en-
deavors has been recognized since the
framing of the U.S. Constitution.

One might also expect some rationale for the
teaching method involved. While implied in the ex-
isting report, a more explicit statement might be
the following:

if our definition of critical thinking is ac-
cepted, one teaching approach that is im-
mediately suggested is direct instruction in
the component skills (e g., the recognition
of logical fallacies). Each skill is presented
to students in a manner commensurate
with their level of knowledge; opportunities
co practice the skills and receive feedback
are provided.

Further, one might expect to find an exposition
of the implications of study outcomes for theory
and practice:

if it is shown that the method is effec-
tive, additional support is provided for
those wishing to disseminate it more wide-
ly. Teachers and others will have reason to
expect that the desired outcomes will, in
fact, occur. Further, such results would
also support the general theory, espoused
by Bruner and others, that high school stu-
dents are capable of learning content cus-
tomarily taught in college. Finally, addition-
al evidence would exist to support the
proposition that critical thinking can be
taught in a straightforward manner to all

high school students in much the same
ways as other, more typical content, rather
than depending on greater maturity or spe-
cial talent on the part of students or
teachers.

Lastly, the authors should have, at the outset, in-
dicated that the study was a replication of other
work and provided more details regarding the prior
study. They could not have been expected to
review all of the studies pertaining to critical think-
ing prior to that time, but some ad-iitional referen-
ces would have been helpful. In reality, the sys-
tematic review of related literature is a distasteful
task for many researchersor so we believe and
hence Is often done, as here, in a cursory fashion.

We see no reason for concern about the ethical
implications of the study, though the authors did
state, near the end of their report, that they had an-
ticipated some objections from parents because
students were being encouraged to question com-
monly held assumptions. Discussion of the
philosophical/political ramifications of this issue is
beyond the scope of a research report, but the
authors might have explained why they had such
expectations.

Clarity. The focus of the study seems clearto
obtain evidence of the extent to which the cur-
riculum modifications improve critical thinking in
high school students and affect acquisition of cus-
tomary knowledge of history. The primary outcome
variable, "ability to think critically," is clear at the
outset. Other outcome variables, however, were
not mentioned until near the end of the study.
These variablesreactions of teachers, students,
and parentsshould have been mentioned in the
introduction.

In any study involving a complex treatment such
as this, it is virtually impossible to convey all of the
Intricacies of the method involved. In our opinion,
the authors presented as good a description as
could be expected.

Hypotheses were not stated explicitly. We would
argue that they should have been, since the study
was clearly intended to test the efficacy of a par-
ticular method. The following six hypotheses were
clearly implied, however.

During the new curriculum year, as compared to
the preceding year, the classes of the experimental
teachers will demonstrate:

1. Greater gain on the Watson-Glaser
Test.

2. Greater gain on the I.D.S. Test.

3. Approximately the same amount of
gain on the Cooperative U S History Test.

During the same year, classes taught
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the new curriculum (the "experimental
group" teachers), as compared to classes
taught the usual curriculum (the "control
group" teachers), will demonstrate:

4. Greater gain on the Watson-Glaser
Test.

5. Greater gain on the I.D.S. Test.

6. Approximately the same amount of
gain on the Cooperative U.S. History Test.

Definitions. No specific section on definitions
was provided. The authors did provide somewhat
of a constitutive definition of critical thinking.
However, the statement that various definitions en-
compass "some or all" of these features is im-
precise. Did the authors intend to include all the
features? if not, which ones? Further explication
would have been helpful, especially of the "correct
principles of logic." Additional clarity could easily
have been achieved by defining critical thinking
operationally as the scores on the Watson-Glaser
and I.D.S. tests. The essentials of the curriculum
modifications are probably clear "In context" later
in the report, but might have been called to the
reader's attention earlier. Items a-d on the bottom
on page 38 might well have been given as the
definition of critical thinking, since they are more
specific both as to the intent of the curriculum and
its content.

Sample. The sample was clearly not obtained in
a random manner, including as It did a total of nine
teachers in three high schools and a total of 27 in-
tact classes of students, ail In one particular city.
The authors did not argue for representativeness,
since they would have had to offer evidence that
the teachers and students were similar to a popula-
tion of interest in some important ways (e.g., ability
level, socioeconomic level of the students, years of
experience of the teachers). In fact, the mean
scores on the Cooperative U.S. History Test (see
page 42) suggest that the student sample was very
similar to, but slightly below, the normative group
for that test. The sample, then, was a convenience
sample, with all of its inevitable limitations.

Whether or not the authors wanted to argue for
the generalizability of their results, they should
have provided some demographic data. For ex-
ample, the ethnic makeup of both the teacher and
student samples can be presumed (from the loca-
tion of the study) to be predominantly Angio (as, in
fact, was the case). Further, many readers would
likely Infer (again because of location) that the at-
titudes of the teachers would be highly conserva-
tive (though this was not the case). Since these
variables would be expected to influence out-
comes, some information on them should have
been given. While the sample of students is large
in all comparisons of interest, the sample of
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teachers is not (only seven experimental and two
control). While actually larger than in many studies
of this type, this sample size particularly that of
the control grouppresents further limitations.

Threats to Internal Validity

History. It is always conceivable that one or
more other factors, instead of the independent vari-
able, may be responsible for the outcome(s) of a
study. in this study, such factors might have in-
cluded the availability of additional resources to ex-
perimental classes but not to control classes, a
schoolwide disruption (i.e., a teachers' strike)
during year one of the study, and the inroduction
of critical thinking materials into the physical
science curriculum during year two. In any study,
one must rely on the integrity and acumen of the
researchers to identify and discuss such factors.
Since none were mentioned here, we can only Infer
that none were known to the researchers. The
study designcomparing groups both across
years and within the same yearis probably the
best way to rule out such possibilities, since they
would not have been expected to favor the "new
curriculum" group under both circumstances.

Maturation of students would have affected all
comparison groups in the same way, since the
pre/post interval was the same for all. Maturation of
teachers might have accounted for the superiority
of year two over year one results if the teachers
were relatively Inexperienced (this was not the
case), but would have been unlikely to have ac-
counted for differences In year two alone.

Mortality in students would not have been ex-
pected to favor the new curriculum groups, since It
occurred either by absence from class or by ran-
dom deletion.

Subject characteristics are always of concern
when random assignment of sizable numbers of
subjects is not used. Analysis of covariance and
similar techniques (e.g., analysis of regressed gain
scores) do make it possible to match groups with
respect to measured variables (in ,his case, pretest
scores), but cannot ensure comparability on other
variables, such as student attitude toward social
studies or interest In analytic processes. Further,
such analyses make mathematical assumptions
(such as how to determine the "best fit" line),
which are themselves subject to sampling error.

In this study, the researchers should have iden-
tified those subject variables that were likely (1) to
affect the outcome variable(s) and (2) to be dif-
ferent for the comparison group. They should then
have attempted to measure these variables and in-
corporate them into the analysis. That this is easier
said than done is illustrated by the difficulty of get-



Ling socioeconomic data (probably one of the most
Important variables to control).

In a methods study such as this, researchers
must also be concerned about possible differences
betwee teachers of the two groupsperhaps the
experimental teachers were Just better teachers
than the control teachers. Use of the same
teachers for both methodsas in part of this
designis the best way to control for this threat.

Pretesting should not have given an advantage
to the new curriculum group, since It was done in
all groups. One might argue that the pretest Inter-
acted with the method to result in an advantage to
the experimental group, but this seems unlikely, in
that the pretest Items were only a sample of the
tasks emphasized all year long. Omission of the
pretest would have eliminated this possibility at the
sacrifice of statistical matching of groups.

A regression effect is unlikely, since extreme
groups were not used. If anything, such an effect
would favor the control group during year two,
since It had lower pretest scores.

An instrumentation effect resulting in bias seems
unlikely, since instrumentation was the same for all
groups. It is conceivable that the new curriculum
students might do more poorly on the posttest be-
cause of Increased critical ability, but this would be
contrary to the hypotheses and the outcomes ob-
tained. It seems unlikely that bias would be Intro-
duced by test scoring, since all tests were machine-
scored. Information on test administration should
have been Included, however. Administration of
tests by teachers is notorious for violations of
standard testing procedures. Had this been the
case, one might suspect the experimental teachers
of giving assistance or additional time in taking the
tests. This, of course, would have favored their stu-
dents. In actuality, this threat was eliminated, since
project-trained assistants administered all tests.

A Hawthorne effect was a major concern in this
study. Since both teachers and students knew that
they were part of a special project and since the ex-
perimental teachers received special summer train-
ing, It could be argued that this special attention ac-
counted for the results obtained. The only way to
control for this threat would have been to provide
similar special attention to the control groups.

An order effect would not apply to the students
in this study, but It might be thought to have af-
fected teachers, since they were Involved during
successive years. It seems unlikely, however, that
second-year gains were larger because of first-year
participation, since the first year consisted only of
testing and organizational meetings.

The authors of the study did pay some attention
to these threats, although in a rather general way.
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They did state that the design of the study per-
mitted analysis of gains made from year to year by
the same teacher and from teacher to teacher
within a given year, but they did not indicate what
specific threats were addresssed by this design
They also described how analysis of covariance
matched the groups on pretest scores, but again
they did not indicate what threat this controlled.
Beyond these statements, there was no discussion
of Internal validity.

As to whether the treatment received an ade-
quate trial, no in-class observation was reported.
The statement that the project staff met periodically
with the teachers throughout the year, however,
combined with the examples of assignments
developed and of teacher and student reactions
lead us to conclude that the tryout was adequate
in terms of substance. One year appears to be
ample time for implementation of the curriculum,

Reliability of Instruments. The authors did a
poor job of addressing reliability. They are guilty of
the typical "quick shuffle" in stating that usage and
"other evidence" were sufficient. They should, at
the very least, have reviewed previous evidence as
to type of reliability and the magnitude of reliability
coefficients and then assessed their applicability to
this study. Since the student sample appeared to
be quite similar in performance on these tests to
available norm groups, prior data might have been
applicable. However, there is still no excuse for not
reporting Internal consistency coefficients, since
they could easily have been obtained from the data
available. While pre/post correlations are somewhat
misleading as indicators of reliability in a treatment
study (since one expects inconsistency pre to
post), they are nevertheless of Interest, particularly
for comparison among the groups. If the new cur-
riculum turned out to be effective, one might ex-
pect less pre/post consistency for students ex-
posed to this curriculum, since new treatments are,
by their nature, trying to disturb the predictable pat-
tern of development.

Validity of Instruments. The authors provided a
brief logical analysis of the two critical thinking
tests. They did not, however, discuss these tests in
relation to the curriculum modifications Introduced
in the study. Readers can make their own com-
parisons between the five subtests of the Watson-
Glaser test and the outline of curriculum topics but
they should not have to do so. It appears that all
five subtests have logical relevance to the cur-
riculum topics, but that two topics (definitions and
reliability of sources) may not have been tested,
The authors had a responsibility to defend their
use of this test as it relates to the content taught.

Even less information was provided on the
validity of the I.D.S. test. While the use of inde-



pendent judges to assess the validity of these tests
for tile purposes of this study may be less crucial
than in many studies reviewed in this monograph,
it would have greatly strengthened the authors'
report.

Finally, the authors neglected to report a very
useful piece of information. They had a built-in em-
pirical check on validitythe correlation between
the two testswhich could easily have been ob-
tained from the data at hand. It would be very help-
ful to have this correlation (both pre and post)
separately for each major treatment group. The
results of the group comparisons did suggest that
these correlations were not high, but the details are
Important.

External Validity

Population Generalizability, To their credit, the
authors did not specifically overgeneralize thc'r
results to "teachers" and "students," but rather
phrased both their discussion of results and their
summary in terms of the outcomes obtained for
the teachers and students involved In the study.
They failed to discuss the serious limitations im-
posed by their convenience sample, however. Also,
their use of inferential statistics without qualification
implies, we believe, that they thought their results
were generalizable. They did mention that the
study was a partial replication and that the repli-
cated data did not support the previous findings,
but we would argue that they should have included
a statement somewhat like the following at the end
of their summary:

In total, our evidence indicates that fur-
ther use and study of this method are war-
ranted. We found no evidence of negative
effects and some evidence of positive im-
pact. Since, however, our results were
equivocal and, In specifics, inconsistent
with a prior study, and since our sample
does not permit generalization to a defined
population, these results must be treated
as tentative.

Ecological Generalizability. The authors made
no comments about the ecological generalizability
of this study. They did not commit the (not uncom-
mon) error of recommending this method in all so-
cial studies courses or at a variety of grade levels
or in the absence of a university support system,
but neither did they warn against such over-
generalization.

Results and Interpretations. The authors
generally maintained a clear distinction between
results and interpretations. When presenting the
results for the U.S. history test, an Interpretation
was made, but it is clear that it was an inference
going beyond the data. One might, however, ques-
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tion the inclusion of the section on reactions of
teachers, students, and parents in the "Results"
section, since some of the interpretations made
there are not supported by the data presented.
Overall, the data did, in our opinion, justify the Inter-
pretations made.

Data Analysis

Descriptive Statistics. The statistics presented
are appropriate, although the omission of standard
deviations is unfortunate. Standard deviations are
important, in that they permit the assessment of
the magnitude of the differences in mean gain. This
is particularly important when Inferential statistics
are suspect (see below). Effect size also should
have been reported.

Another method of judging the magnitude of
change Is by comparison with other groups. As the
authors pointed out, the year one and year two ex-
perimental teacher groups began at very near the
expected mean. While the year one group gained
somewhat more than might be expected from nor-
mative data, the additional gain of the year two
group (to that attained by "special groups") does
seem sufficient to warrant the conclusions drawn.

More serious is the failure of the authors to ex-
plore and discuss the teacher-by-method Interac-
tion. This is a good example of both a preoccupa-
tion with hypothesis-testing and the political Im-
plications of research. The researchers felt justified
in not reporting interaction data, since it was not
primary to the purpose and implied hypotheses of
the study. In actuality, however, means were ex-
amined and the results found to be somewhat dis-
concerting. The teacher who had been most en-
thusiastic and hardworking with respect to the new
curriculum obtained the lowest gains during year
two, while the teacher judged to have the poorest
grasp of the content showed the highest gains.
These findings were not only repugnant to the re-
searchers, but also potentially destructive to the
morale of the teachers in the experimental group.
Consequently, nothing was said. We believe it is
not uncommon in educational research to ignore
awkward results because they are inconsistent with
the current presumed state of knowledge and/or
have implications that are potentially detrimental to
interpersonal relationships. This situation is exacer-
bated by the all-too-common practice of terminat-
ing inquiry into a topic when a research grant runs
out. In this instance, follow-up examination of this
unexpected and distasteful outcome might have
led to some truly significant findings. With the
hindsight of twenty years, It now appears that the
explanation for this result could be found in the
quality of interpersonal relations between teacher
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and students. Unfortunately, no data were col-
lected on this variable.

Inferential Statistics. Analysis of covariance is an
appropriate procedure for this study. Since the as-
sumption of random sampling was violated,
however, the authors were obligated to indicat'
that the resulting probabilities were not exact and
should be interpreted only as general indications.
This they did not do. it is legitimate to use the prob-
abilities as indicators of greater gain on the I.D.S.
test than on the Watson-Glaser, although the com-
parison of means (see Tables 3 and 4) makes the

same point. What is not defensible (although com-
mon) was the reporting and interpreting of prob-
abilities as though they could be taken at face
value.

Significance of the Study. Despite the many
criticisms we have made of the study, we Judge It
to be significant. This Judgment reflects our ap-
praisal of the importance of the topic and the
realization that no study is perfect. Nevertheless,
our analysis reveals that even experienced re-
searchers can substantially improve the quality of
their research and the reporting of their findings.

.... ,..#



CHAPTER 5
SUGGESTIONS FOR CLASSROOM RESEARCH

IN THE SOCIAL STUDIES

The profession has largely overlooked one
group of individuals as not only a potential source
of valuable information about social studies, but
also as potential gatherers of such information We
refer to those most intimately involved with social
studies subject matter, methodology, and class-
roomsclassroom teachers of social studies.

It appears to be a fact that most classroom
teachers of the social studies do not engage in re-
search. We found no reports of research efforts by
classroom teachers in TRSE or the JSSR for the
past ten years; only an occasional article by
teachers can be found in the research section of
SE during this same period. Similarly, recent
reviews of research in social studies education
reveal few studies by classroom teachers (e.g.,
Hunkins et al. 1977; Stanley 1985; Armento 1986).

Although it is only logical to assume that most
social studies teachers want to improve the quality
of their instructional efforts and thus probably ex-
periment with new materials and approaches from
time to time, there seems to be little desire on their
part to engage in systematic research in their class-
rooms or to consider research as a source of ideas
about possible ways to improve their efforts. We
think this is unfortunate.

This is not, of course, a new idea (see, for ex-
ample, Shaver 1979b; Wiley 1977). The intent of
this section is therefore not to analyze in depth
why social stuclies teachers neither engage in nor
read research. Let us Just state briefly that they
aro not trained to do so in their social studies or
general methodology courses; they are not en-
couraged to do so by their supervisors or ad-
ministrators; they ?re not in any way rewarded for
doing so; arki they are further discouraged from
such activity by the large numbers of students
(often between 30 and 40 students per class) that
most must teach. Even those few who read the re-
search literature rarely find anything that, in their
perception, relate directly to what they do in their
own classrooms.'

Classroom teachers could investigate many
kinds of questions in social studies education In-
deed, by doing so they could pecform a vital ser-
vice to the profession. It is an unfortunate fact that
we still have only the haziest of ideas as to what
sorts of content, methods, learning activities, teach-
ing strategies, and evaluation devi;;es make much,
if any, sort of a difference in social studies class-
rooms; how students "learn" social studies most ef-
fectively; what methods work best in what sorts of
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situations; how to encourage and develop student
thinking about social issues; how to vary content,
methods, and activities to help students of differing
abilities; how best to sequence content so as to
maximize understanding; or even (alas!) how to in-
crease the interest of the vast majoLity of students
in the social studies curriculum itself.

Classroom teachers can help to provide some
answers to these (and other) important questions.
In fact, If several teachers, In different schools
within districts and even in different districts
throughout the nation, were to investigate the
same question in their classrooms, thereby replicat-
ing the research of their peers, they could begin to
establish what might become a steadily accumulat-
ing base of knowledge about Important aspects of
teaching and learning in the social studies. As we
indicated earlier, such a knowledge base, though
badly needed, does not at present exist.

We believe there is another important reason
why teachers and other schoz.-,i personnel might
profitably conduct researchas a means of reduc-
ing burnout. In our experience, many teachers find
it difficult to maintain enthusiasm for their work
after several years of coping with all the stresses of
the profession. Participation in research to clarify
questions of interest and concern might be one of
the best ways to maintain the intellectual excite-
ment that, for many, has been lost.

In this chapter, therefore, we suggest
methodologies classroom teachers could use to in-
vestigate questions of interest and then describe
how a classroom teacher might use them to inves-
tigate one or more questions of Interest. The techni-
ques we suggest are designed not to be too
demanding of their time and energy. The
methodologies hold promise for providing informa-
tion of interest and value not only to individual
teachers but to the profession as a wh' t.

In the examples that follow, we use the dis-
cipline of history as the source for the research
questions we present. Similar examples could be
presented using other disciplines (political science,
economics, etc.) or such topics as global educa-
tion or law studies, which typically borrow informa-
tion from a variety of disciplines.

Experimental Research

Suppose that a history teacher is interested in
the following question: "How can I most effectively
teach historical concepts to my students?" The



teacher might compare the effectiveness of certain
methods of instruction (e.g., Inquiry, case studies,
illustrated lectures, programi..ed units, small group
discussions) with others In promoting the learning
of historical concepts. If conditions permit ade-
quate controls, experimental research would be an
appropriate methodology. Students could be sys-
tematically assigned to contrasting forms of history
Instruction. The effects of these contrasting
methods could then be compared by testing the
conceptual knowledge of those taught. Student
learning could be assesed by an objective test,
with the validity of the test checked in some way.
The scores on the test (the dependent, or out-
come, variable), if they differ, would give us some
idea of the effectiveness of the two methods.

In the simplest sort of experiment where there
are two contrasting methods to be compared
(usually referred to as the independent variable),
an attempt is rm...ie to control for all other (ex-
traneous) variables, sucn as student ability level,
age, grade level, time, materials, teacher charac-
teristics, etc., that might affect the outcome under
investigation. Methods of control could Include ran-
domly assigning students to one or the other of the
instructional groups, holding the classes during the
same or closely related periods of time, using the
same materials in both groups, comparing stu-
dents of the same age and grade level, etc.4

if possible, of course, one wants to hrve as
much control as possible over the assignment of in-
dividuals to the various treatment groups. As we
mentioned in Chapter 3, however, random assign-
ment of students to treatment groups Is usually dif-
ficult, if not impossible, to achieve. Nevertheless,
comparisons are still possible. For example,
achievement In two or more intact history classes
in the same school, taught by teachers whose
methods differ rather dramatically (predominantly
lecture-oriented vs. discussion-oriented teachers,
for example), might be compared. Since the stu-
dents in these classes would not have been as-
signed to their classes randomly, this could not be
considered a "true" experiment. Large differences
between the classes, however, could still be sug-
gestive of how the two methods compare.5 Further-
more, it might be possible to compare groups that
are matched on important variablesat least on a
pretest.

Consider for a moment the study we analyzed in
Chapter 4. With certain modifications, such a study
could be carried out by any interested classroom
teacher. Granted, the curriculum modifications
were complex and required training, but any
method a teacher wished to study could be sub-
stituted. A minimum of two classes is required;
secondary teachers often teach several sections of
the same course. Elementary teachers would need
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to divide their class randomly, compare succeed-
ing classes (by semesters or years), or involve a
second teacher. Obtaining the tests used. or
others, should not be a problem. Data collection is
a simple matter. Data analysis using gain scores
(from pre to post) for each student is a straightfor-
ward and relatively simple process involving only
means, medians, standard deviations, and frequen-
cy polygons. We believe that the mechanics of car-
rying out such a study, therefore, are by no means
prohibitive.

The difficult, but also interesting, part is attend-
ing to the various issues we have discussed herein
so as to arrive at legitimate and useful interpreta-
tions. Such efforts might well make truly significant
contributions to the education of children and
would go a long way toward reprofessionalizing
teaching. We are well aware of the potential for er-
roneous conclusions on the part of individual
teachers, but we believe that this can be
counteracted by the insistence that intentions,
plans, methods, and findings be shared with col-
leagues. Good research procedures, once demys-
tified, are well within the grasp of most school per-
sonnel. Lastly, we think the probable benefits of
our recommendations far outweigh any potential
for misunderstanding.

St,rvey Research

Another teacher might not be inter:,ced in com-
paring instructional methods. He or she might say,
"I'm more interested in the general feelings my stu-
dents have about history. What do they like about
their history classes? What do they dislike? Why?
What types of history are liked the best or least?
How do the feelings of students of different ages,
sexes, and ethnicity in our school compa:e? in our
district?"

These sorts of questions can best be answered
through a variety of survey techniques that
measure student attitudes t ward their history clas-
ses. Questionnaires or interview schedules would
need to be prepared and their validity and reliability
checked in some way; the instruments could then
be given to students, teachers, counselors, or
other appropriate individuals to complete.

The difficulties involved in survey research are
mainly twofold: (1) insuring that the questions to
be answered are clear and not misleading (this can
be accomplished, to a fair extent, by using objec-
tive or "closed-ended" questions, insuring that they
all pertain to the topic under investigation, and
then further eliminating ambiguity by a small pilot
testing of a draft of the questionnaire); and (2) get-
ting a sufficient number of the questionnaires com-
pleted and returned from the intended group so
that meaningful analyses can be made (this can be



furthered by a second, and sometimes third, ad-
ministration of the questionnaire to non-returnees).
The big advantage of questionnaire research is that
it can provide a lot of information from quite a
large sample of individuals. if more details about
particular questions are desired, however, a
teacher can also conduct personal interviews with
students. The advantage of an interview (over a
questionnaire) is that open-ended questions (i.e.,
those requiring a written response of some length)
can be used with greater confidence, particular
questions of special interest or value can be pur-
sued in depth, follow-up questions can be asked,
items that are unclear can be explained, etc. Care
must be taken not to forget, however, that data ob-
tained through surveys Is only a description of
what is and not necessarily what should be. Survey
results can, however, suggest possible hypotheses
to investigate using some of the other methods
described in this chapter.6

Content Analysis

Yet another teacher might be interested in the
accuracy of the images or conceptions presented
to students in their history textbooks. She or he
might ask, "is the content (written or visual)
presented to students in history texts biased in any
way, and if so, how?" Answerihg this question calls
for a content analysis. A content analysis is just
what its name impliesan analysis of the written or
visual contents of a document. A person's or
group's conscious and unconscious beliefs, at-
titudes, values, and ideas are often revealed in the
things they write (draw, paint, etc.) In magazines,
,ewpapers, novels, plays, advertisements, and

books. Since history textbooks are comprised
primarily of written material, this material can be
analyzed in any one of a number of ways. To
analyze the contents of a textbook (or textbooks),
however, a teacher first needs to plan how to
select and order the contents that are available for
analysis. Pertinent categories must be developed
so the teacher can identify and then count and
compare that which he or she thinks is important.

This is the nub of content analysisdefining as
precisely as possible those aspects of the content
the teacher wants to investigate and then formulat-
ing relevant categories that are so explicit that
another teacher who uses them to examine the
same material would find essentially the same
proportion of topics emphasized or ignored.

Suppose, for example, that a teacher is inter-
ested in the sorts of heroes being presented to stu-
dents in various history textbooks. He or she
would first select the sample of texts to be
analyzed that is, which textbooks he or she
would read, on what subject(s), covering what time

period, and which editions (e.g., current U.S. his-
tory texts available for use in his or her district).
Categories could then be formulated. Possibilities
might include the physical, emotional, and social
characteristics of heroes; these could in turn be
broken down into even smaller coding units, such
as the following.

Physical Emotional Social
hair color
eye color
age
etc.

warm
aloof
hostile
etc.

race
religion
occupation
etc.

A coding sheet would then be prepared to tally the
data in each of the categories as it is Identified in
each text. Comparisons could then readily be
made.

A major advantage of content analysis Is that it
is unobtrusive. The teacher can "observe" without
being observed, since the "contents" being
analyzed are not Influenced by the teacher's
presence. Information that might be difficult or
even impossible to obtain through direct observa-
tion or other means can be gained through
analysis of textbooks and other available com-
munication material without the author or publisher
realizing that it is being e.amined. Furthermore,
replication of a content analysis by another teacher
is relatively easy. Thirdly, the information obtained
through a content analysis of textbooks can be
very helpful in planning for instruction. Such infor-
mation can suggest additional data students need
to get a more accurate and complete picture of the
world in which they live, the factors and forces
within it, and how these factors and forces impinge
on people's lives.7

Col relPtional Research

A teacher might ask, "How can we predict
which sorts of individuals are likely to have trouble
learning historical subject matter?" If we could
make fairly accurate predictions In this regard, then
perhaps we could suggest some corrective
measures teachers could employ to help such In-
dividuals, avoiding production of "history-haters."
in this instance, correlational research may be the
most appropriate methodology. An interested
teacher could use a variety of measures to collect
different sorts of data on students, including ,heir
performance on a number of tasks related to his-
tory learning (e.g., reading historical accounts,
utilizing maps), their demographic characteristics,
aspects of their backgrounds, their early experien-
ces with history courses and history teachers, the
kinds of history courses they have taken, and any-
thing else that might conceivably point up how
those students who do well (learn history) differ
from those who do poorly.
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The teacher might thei look for patterns of
some sort in each group of students (those who
learn easily and those who have difficulty). What
dc those who learn history easily seem to have in
common? What do they seem to be doing that
those who have trouble learning history seem to ig-
nore or avoid? What do they apparently not do?

The information obtained from such research
can help a teacher predict more accurately the
likelihood of learning difficulties for cer sin types of
students in history courses and even, pc 'haps, sug-
gest some things to try vgith different gro vs of stu-
dents to help tham learn.°

In short, correlational research seeks to inves-
tigate whether one or more relationship; of some
type exist. The approach requires no alpulation
or in'ervention on the part of the teacher other
than that required to administer the instrument(s)
necessary to collect the data desired. In general,
this type of research would be undertaken when a
teacher wants to look for and describe relation-
ships that may exist among naturally occur!ng
phew-Iona, without trying in any way to alter
these phenomena.

Causal-Comparative research

A teacher might pursue additional sorts of inves-
tigations in which the variables Involved cannot be
manipulated. For example, a teachers might be in-
terested in discovering whether high school stu-
dents enrolled in a college-bound curriculum feel
differently about history than high school students
enrolled in a non-college-bound curriculum. if this
question were to be investigated experimentally,
students would have to be randomly assigned into
college-bound and non-college-bound curricula,
and then their attitudes compared by means of one
or more assessment devices. Conceptually, of
course, this is possible but actually it would be im-
possible to do.

To test this question using a causal-comparative
design, however, two groups of students who al-
ready exist, one enrolled In a college-bound
program and the second in a non-college-bound
program, could be compared to see if they differ in
their feelings toward history. Suppose they do. Can
the teacher conclude that the difference in cur-
ricula produced the difference in feelings? Alas, no.
The teacher can only conclude that a relationship
on some sort exists, but he or she cannot say what
caused the relationship.

Thus, interpretations of causal-comparative re-
search are limited because the teacher cannot say
whether a particular variable is a cause or a result
of the behavior(s) observed. In the example
presented here, he or she would not know if any
perceived diffe-ences in feelings between ti le two
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groups were due to the enrollment in the different
type of curricula; if enrol. At in the different cur-
ricula was due to a difference in attitude between
the two groups; of if some third, unidentified, factor
was at work.

Despite problems of interpretation, causal-com-
parative studies are of value in identifying possible
causes of observed variations in the behavior pat-
terns of students. These possible cause:, can then
be investigated using experimental or other
methods of research. Furthermore, additional infor-
mation can sometimes strengthen the argument for
causation, as in the research linking cigarette smok-
ing and cancer.

Ethnographic and Case Study Research

In all of the examples so far presented, the ques-
tions being asked Involve how well or how much
or how accurately social studies !earnings or at-
titudes or ideas exist or are being developed. Thus,
possibl avenues of research include comparisons
between alternative methods of reaching social
studies (using history as an example), surveying dif-
ferent groups of social studies students or social
studies professionals (teachers, supervisors, etc.),
or analyzing different social studies texts.

Quite another type of question can be asked
about the teaching and learning of social studies,
however. A teacher ,night be interested In knowing
not how much or how well or how accurately, but
simply "how." in the case of history, Just how do
history teachers teach their subject? What kinds of
things o they do as they go about their daily
routine? What sorts of things do students do? in
what kinds of activities do they engage? What ex-
plicit and implicit rules of the game in history class-
es seem to help or hinder the process of learning?

To gain some insight into these concerns, an
ethnographic methodology can be utilized. A
teacher who wishes to further his or her under-
standing of how history Is actually taught would try
to document or portray the everyday experiences
of students (end teachers, if possible) in hIsto-y
classrooms. The focus would be on only one stu-
dent or one classroom (or a small number of them
at most). The teacher would observe the student or
the classroom on as regular a basis as possible
(perhaps during preparation period) and attempt to
describe, as fully and as richly as possible, what he
or she sees going on. Descriptions (a better word
might be "portrayals") might depict the social at-
mosphere of the classroom; the intellectual and
emotional experiences of students; the manner in
which the teacher (student) acts toward and reacts
to (other) students of different ethnicities, sexes, or
abilities; how the "rules" of the classroom are
learned, modified, and enforced; the kinds of ques-



tions the teacher (and students) ask; and so forth.
The data to be collected might include detailed
prose descriptions written on legal-sized tablets by
the teacher/observer, audlotapes of pupil-student
conferences, videotapes of classroom discussions,
examples of teacher lesson plans and student
work, sociograms depicting "power" relationships
in a classroom, and flowcharts illustrating the direc-
tion and frequency of certain types of comments
(e.g., the kinds of questions asked by teacher and
students to one another and the responses dif-
ferent kinds produce).1°

Ethnographic or case study research also lends
itself well to a detailed study of individuals. Some-
times much can be learned from studying Just one
individual. For example, some students learn his-
tory very easily. In hopes of gaining Insight into
why this is the case, a teacher might observe one
such student on a regular basis to see if there are
any noticeable patterns of regularities In the stu-
dent's behavior. The student's teachers (coun-
selors, coaches, etc.), as well as the student, might
be Interviewed in depth. A similar series of observa-
tions and interviews might be conducted with a stu-
dent who finds history very difficult to learn. As
much information as possible (study style, attitudes
toward history, approach to the subject, behavior
in class, etc.) would be collected. Through the
study of a somewhat unique individual, insights
might be gained that would help the teacher with
similar students in the future.

In short, then, the goal of a teacher engaging In
ethnographic or case study research is to "paint a
portrait" of a history (or any social studies) class-
room (or an individual) in as thorough, accurate,
and vivid a manner as possible so that others can
also "see" that classroom, its participants, and
what they do. Indeed, ethnographic research
seems e. particularly viable approach for use In
classrooms. Teachers contemplating using this
methodology should keep In mind the cautions
and recommendations we made in Chapter 3 and
consult one or more of the sources we mentioned
on page 29.

ClassrorTn teachers can (and should, we would
argue) pan.cipate In this research endeavor. There
Is so much in our field about which we know so lit-
tle. So many questions remain unanswered. So
much information Is needed.

A Final Word

We recognize that our suggestions do not easily
fit into the typical daily activities of most teachers
(or other personnel). We acknowledge also that car-
rying out such efforts requires additional time and
energy, whichgiven the demands on teachers
may seem excessive. However, we know of
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teachers who have, despite their obligations, found
It possible to carry out such studiesIncluding
quasi-experimental research. They tell us that the
effort requ:ied was more than compensated for by
the Information gained and the intellectual stimula-
tion provided by the process. Thus, we are en-
couraged to commend such endeavors to others.

Notes

1. For a classroom teacher's analysis of why so
few of her peers do research (but also why she
thinks they should), see McKee (1986).

2. For some further thoughts as to why class-
room teachers do not engage in research, see
McPhie (1979).

3. For some thoughts and data on student Inter-
est in the social studies, see Schug, et al. (1984)
and Shaughnessy and Haladyna (1985). For a
response to Schug, et al., see Allen (1984).

4. A basic, but clear discussion of experimental
research In the classroom can be found In Fer-
guson (1986). Examples of experimental research
in social studies education include Gilmore and
McKinney (1986); Kieg, Karabinus, and Carter
(1986); (oho (1986); and Betres, Zajano, and
Gumlen.ak (1984).

5. An extremely thorough treatment of this type
of research can be found in Cook and Campbell
(1979). Examples of quasi-experimental research In
social studies education include Beem and Brug-
man (1986); Barnes and Curlette (1985); Hahn and
Avery (1985); and McKenzie and Sawyer (1986).
For more details and examples of how to do quasi-
experimental research In social studies classrooms,
see Shaver (1979a).

6. Some helpful ideas about survey research
can be found In Smith (1986). Examples of ques-
tionnaire- or interview-type survey research In so-
cial studies education include Bennett (1984);
Jantz, et. al. (1985); LeSourd (1984); and Schug
and Birkey (1985).

7. A good beginning reference for content
analysis research is Wiseman and Aron (1970). Ex-
amples of content analysis research in social
studies education include Anyon (1978); Stanley
(1984); Hahn and Blankenship (1983); Romanish
(1983), and Saltonstali (1979).

8. Examples of correlational research 41 social
studies education include Curtis (1983) and
Haladyna, Shaughnessy, and Redsun (1982).

9. Although we continue to refer to only one
teacher in these research examples, we would like
to stress that more than one teacher might be in
volved in a research endeavor in social studies
education. Two or more teachers, acting as a re-



search team, for example, might decide to conduct
research in their classrooms or with stuoents.

10. A clearly written introduction to ethnographic
research for social studies teachers can be found
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In White (1986). Examples of case study or eth-
nographic research in social studies education in-
cludo Adler (1984); Diem (1986); Goodman and
Adler (1985); and Levstik (1986).

t



CHAPTER 6
STUDIES REVIEWED

1 Adler, S (1984) A field study of selected student teacher perspectives toward social studies. TRSE 12 (1),
pp. 13-30.

2, Allen, W.H., and Van Sickle, R.L. (1984). Learning teams and low achievers. SE 48 (1), pp. 60-64.

3 Aiverman, D.E , Eoothby, P.R , and Wolfe, J. The effect of graphic organizer Instruction on fourth graders'
comprehension of social studies text. JSSR 8 (1), pp. 13-21.

4. Ball, D,Vv., Doss, A.R., and Dewalt, M.W. (1986). Level of teacher objectives and their classroom tests:
Match or mismatch. JSSR 10 (2), pp. 27-30.

5. Barnes, B.R. and Curlette, W.L. (1985). Effects of instruction on teachers' global mindedness and
patriotism. TRSE 13 (1), pp. 43-49.

6 Barnes, B.R., Stallings, W., and Rivner, R. (1981). Are the critics right about MACOS? TRSE 9 (1), pp. 35-
44.

7. Barth, J.L. (1985). Egyptian social studies teachers' responses to the Barth/Shermls social studies
preference scale. JSSR 9 (2), pp. 15-25.

B Barth, J.L., and Sommersdorf, D.L. (1981). A study of preservice teachers' change in attitude measured by
Barth/Shermis social studies preference scale. JSSR 5 (2), pp. 64-68.

9. Barth, J.L., and Shermls, S.S. (1980). A study of student teachers' effectiveness In applying Inquiry ques-
tioning skills. JSSR 4 (2), pp. 34-37.

10. Beem, A.L., and Brugman, D. (1986). The effects of values development lessons on pupils' well-being,
pleasure in 'tool, mutual relationships and on pupils' valuational behavior during classroom dialogues.
TRSE 14 (2), pp. 97-112.

11. Beck, W.W. (1979). Utilizing an interdisciplinary "teacher centered" model in developing individual social
studies materials. JSSR 3 (1), pp. 1-7.

12. Bennett, C. (1984). Interracial contact experience and attrition among black undergraduates at a
predominantly white university. TRSE 12 (2), pp. 19 -43. .

13. Bennett, C.T. (1980). Citizenship traditions in the commonwealth of Virginia. JSSR 4 (1), pp. 17-21.

14, Bennett, C.T. (1981). What should be the educational objectives in the old dominion? JSSR 5 (1), pp. 46-
48.

15 Betres, J , Zajani, M , and Gumieniak, P. (1984). Cognitive style, teacher methods, and concept attain-
ment In social studies. TRSE 12 (2), pp. 1-18.

16. Biaga, J.L., and Nielsen, L.E. (1983). The status of state history instruction. JSSR 7 (1), pp. 45-57.

17 Blahut, J.M., and Nicely, R.F. (1984). Tactile activities a id learning attitudes. SE 48 (2), pp. 153-155, 158.

18. Blankenship, G.. Jr (1983). The use of visual diagrams with eighth grade social studies students at four
ability levels. JSSR 7 (1), pp. 23-44.

19. Boag, N. and Massey, D. (1981). Teaches perspectives on program chs. ige. TRSE 9 (3), pp. 37-60.

20. Buns, D.C., McKinney, C. W., and Burts, B.L. (1985). Effects of teacher enthusiasm on three- and four-
year-old children's acquisition of four concepts. TRSE 13 (1), pp. 19-30.

c.- ;:,,
57 , ,..)



21. Carney, J.J., Anderson, D., Blackburn, D., and Blessing, D. (1984). Preteaching vocabulary and the com-
prehension of social studies materials by elementary school children. SE 48 (3), pp. 195-196.

22. Chapin, J.R. (1902). Japanese and American youth's knowledge and attitudes on energy. JSSR 6 (1), pp.
17-21

23. Curtis, C K. (1981) Slow learners' attitudes toward fundamental freedoms. JSSR 5 (1), pp. 35-39.

24. Curtis, C.K. (1983). Relationships among certain citizenship variables. JSSR 7 (2), pp. 18-28.

25. Curtis, C.K., and Shaver, J.P (1980). Slow learners and the study of contemporary problems. SE 44 (4),
pp. 302-309.

26. Daily, A.R. (1983). Educational attainment and political attitudes: An effect of schools or schooling? TRSE
11 (2), pp. 35-52.

27 Diem, R.A. (1982). Measurement of social studies content knowledge in pre-service elementary education
majors. JSSR (1), pp. 8-12.

28 Diem, R A. (1986). Computers In a school environment: Preliminary report of the social consequences.
TRSE 14 (2), pp. 163-170.

29. Eddinger, S.S. (1985). The effect of different question sequences on achievement in high school social
studies. JSSR 9 (1), pp. 17-29.

30. Eyler, J. (1980). Citizenship education for conflict: An empirical assessment of the relationship between
principled thinking and tolerance for conflict and diversity. TRSE 8 (2), pp. 11-26.

31 Eyler, J. (1982). A test of a model relating political attitudes to participation in high school activities. TRSE
10 (1), pp. 43-62.

32 Farmer, R. (1983) Elementary social studies teacher education: Some points to ponder. JSSR 7 (2), pp.
29-36.

33. Ferguson, P. (1986). The effects of teaching microcomputer programming skills to social studies
teachers. JSSR 10 (1), pp. 53-56.

34. Fleming, D.B., and Weber, L.J. (1979). Recognizing point of view: A critical reading skill In the social
studies. SE 44 (2), pp. 153-156.

35. Ford, M.J., and McKinney, C.W. (1986). The effects of recycling and response sensitivity on the acquisi-
tion of social studies concepts. TRSE 14 (1), pp. 21-34.

36. Gilmore, A.G., and McKinney, C.W. (1986). The effects of student questions and teacher questions on
concept acquisition. TRSE 14 (3), pp. 225-244.

37. Glenn, A.D., and Ellis, A K. (1982). erect and indirect methods of teaching problem solving to elementary
school children. SE 46 (2), pp. 134-136.

38. Goetz, J P. (1981). Children's sex-role knowledge and behavior. An ethnographic study of first graders
in the rural south. TRSE 8 (4), pp. 31-54.

39 Goodman, J., and Adler, S (1985). Becoming an elementary social studies teacher: A study in perspec-
tives. TRSE 13 (2), pp. 1-20.

40. Grant, E T., and Napier, J D (1981). Comparing an aesthetic and a political approach to teaching world
history. SE 45 (5), pp. 372-375.

58



41. Gunn, T.Y. (1980). The relationship between students' ability to read a textbook and achievement. JSSR
4 (1), pp. 22-25.

42. Guskey, T.R. (1981' The relationship of affect toward teaching and teaching self-concept to responsibility
for student achievement. JSSR 5 (2), pp. 69-74.

43. Hahn, D.L. (1985). The diffusion of an innovation: A case study of one social studies program. JSSR 9
(2), pp. 26-39.

44. Hahn, C.L. (1986). Are teachers prejudiced against students writing on non-traditional topics for their
gender? JSSR 10 (1), pp. 31-39.

45. Hahn, C.L., and Avery, P.G. (1985). Effect of value analysis discussions on students' political attitudes
and reading comprehension. TRSE 13 (2), pp. 47-60.

46. Haladyna, T., Shaughnessy, J., and Redsun, A. (1982a). Correlates of attitudes toward social studies.
TRSE 10 (1), pp. 1-26.

47. Haiadyna, T., Shaughnessy, J., and Redsun, A. (1982b). Relations of student, teacher, and learning en-
vironment variables to attitudes toward social studies. JSSR 6 (2), pp. 36-44.

48. Hamilton, S.F. (1981). Adolescents In community settings: What is to be learned? TRSE 9 (2), pp. 23-38.

49. Hastings. W.L. (1986). Political socialization themes in the post-Watergate era. SE 50 (6), pp. 453-457.

50. iackstadt, St., and Brennan, J.M. Economic knowledge and high school student attitudes toward the
American economic system, business, and labor unions. TRSE 11 (3), pp. 1-16.

51. Jacko, C.M., Karmos, A.H., and Karmos, J.S. (1982). What classroom teachers think and do about sex-
role stereotyping. JSSR 6 (1), pp. 32-34.

52. Jantz, R.K. (1981). Children's attitudes toward the elderly: A look at Greek and American children. TRSE
9 (2), pp. 1-22.

53. Jantz, R.K., Weaver, V.P., Cirrincione, J.M., and Farrell, R.T. (19F3). inquiry and curriculum change: Per-
ceptions of school and college/university faculty. TRSE 13 (2), pp. 61-72.

54, Jeter, J.T., and Davis, 01., Jr. (1982). Differential classroom interaction in social studies as a function of
differential expectations of pupil achievement. JSSR 6 (1), pp. 1-7.

55. Kennedy K.J. (1983). Assessing the relationship between information processing capacity and historical
understanding. TRSE 11 (2), pp. 1-22.

56. King, N.R. (1982) School uses of materials traditionally associated with children's play. TRSE 10 (3), pp.
17-28.

57. Kingston, P.W., and Bennett, C.T. (1986). improving high school social studies: Advice from the colleges.
TRSE )4 (1), pp. 35-50.

58. Kirman, J.M. (1984). A new elementary level map skill: Landsat "Band 5" satellite images. SE 48 (3), pp.
191-194.

59 Kieg, M., Karabinus, A., and Carter, T. (1986). Direct concept instruction in U.S. history. JSSR 10 (2), pp.
1-12.

60, Krail, F., and Holt, L. (1980). A comparison of "openness" of student teachers in alternative and typical
classrooms. JSSR 4 (1), pp. 13-16.

59 C 0



61. Land, M.L , and Smith, L.R. (1981). College students' ratings and teacher behavior. An experimental
study. JSSR 5 (1), pp. 19-22.

62. Larkins, A.G, and McKinney, C.W. (1982). Two studies of the effects of teacher enthusiasm on the social
studies achievement of seventh grade students. TRSE 10 (1), pp. 27-41.

63. LeSourd, S J. (1984). An exploratory comparison of two methods for assessing teacher attitudes toward
instructional strategies. TRSE 12 (1), pp. 31-41.

64. LeSourd, S.J. (1985). Using text structure to improve social science concept attainment. JSSR 9 (2), pp.
1-14.

65. Levstik, L.S (1986). The relationship between historical response and narrative in a sixth-grade class-
room. TRSE 14 (1), pp. 1-20.

66. Long, S. (1980). Urban adolescents and the political system. Dimensions of disaffection. TRSE 8 (1), pp.
31-44.

67. Maddocks, W.H., and Smith, L.R. The effects of student IQ and programmed Instruction frame length on
social studies achievement. JSSR 10 (1), pp. 40-51.

68. Marker, G.W. (1980). Why schools abandon "new social studies" materials. TRSE 7 (4), pp. 35-57.

69. Masters, P.E., Jr. (1984). Political socialization in an international city: The case of Atlanta. JSSR 8 (2),
pp. 17-38.

70. Martin, W.C. (1981). Transferring the learning of teaching models. JSSR 5 (1), pp 40-45.

71. McCutcheon, G. (1981). Elementary school teachers' planning for social studies and other subjects.
TRSE 9 (1), pp. 45-66.

72. McGowan, T.M (1984) Does methodology make a difference? A comparison of instructional practices of
teacher and student attitudes toward social studies. JSSR 8 (1), pp. 22-39.

73. McKenzie, G.R., and Sawyer, J. (1986). Effects of test-like practice and mnemonics on !claming
geographic facts. TRSE 14 (3), pp. 201-210.

74. McKinney, C.W. (1985). A comparison of the effects of a definition, examples and nonexampies on stu-
dent acquisition of the concept of "transfer propaganda." SE 49 (1), pp. 66-70.

75. McKinney, C.W., Ford, M.J., and McKinney, J.C. (1984). The effect of presentation order of examples and
nonexampies on undergraduates' aquisition of a social studies concept. JSSR 8 (1), pp. 1-12.

76. McKinney, C W , and Larkins, A G (1982). Effects of high, normal, and low teacher enthusiasm on secon-
dary social studies achievement. SE 46 (4), pp. 290-292.

77. McKinney, C.W., Larkins, A G., and Buds, D C. (1984). Effects of overt teacher enthusiasm on first-grade
students' acquisition of three concepts. TRSE 11 (4), pp. 15-24.

78. McKinney, C.W., Larkins, A.G., and Peddicord, H.Q., Jr. (1982). A comparison of three instructional
designs for teaching social studies concepts to fourth grade students. JSSR 6 (2), pp. 45-47.

79. McTeer, J H. (1979). Sex differences in students' interest In certain discipline areas of the social studies.
JSSR 3 (2), pp. 58-64.

80. Moore, J R , and Williams, P L (1980) Trends in social studies graduation competencies. TRSE 8 (2), pp.
27-36.



81. Napier, JD., and VanSickle, R.L. (1981). Evaluation of a peer microteaching and field experience com-
ponent in a secondary level social studies preservice teacher education program. JSSR 5 (1), pp. 1-8.

82. Nelson, J.L., and Palonsky, S. (1980). Preservice teacher perceptions of social education. JSSR 4 (1), pp.
5-12.

83. Nelson, M.R. (1984). Social educators and social action. JSSR 8 (1), pp. 54-63.

84. O'Brien, L.M., Meszaros, B., and Pulliam, W.E. Effects of teachers' use of objectives on student achieve-
ment in social studies. TRSE 13 (3), pp. 57-65.

85. Palonsky, S., and Nelson, J. (1980). Political restraint in the socialization of student teachers. TRSE 7 (4),
pp. 19 -3a.

86. Peterson, E.L, and Nett, E. M. (1982). Sexuality in the classrooms of teachers with various sex role orien-
tations. TRSE 10 (3), pp. 29-40.

87. Powell, P.M., and Powell, J.V. (1984). An Investigation of political apathy among selected high school stu-
dents. JSSR 8 (2), pp. 53-66.

88. Reilly, M.E. (1979). Eliminating sexism: A challenge to educators. SE 43 (4), pp. 312-313.

89. Richardson, H.W. (1979). Communication, leadership, and decision making: A comparative study of three
supervisors. JSSR 3 (1), pp. 8-15.

90. Ritchie, C.A., and SteinbrInk, J.E. (1984). Knowledge, attitude, and the energy ethic. SE 48 (2), pp. 149-
153.

91. Robinson, P. (1980). The status of the secondary social studies methods course in Arkansas. JSSR 4 (2),
pp. 38-42.

92. Russell, 7.E., and Morrow, J.E. (1986). Reform in teacher education: Perceptions of secondary social
studies teachers. TRSE 14 (4), pp. 325-330.

93. Schober, H. (1984). An analysis of the Impact of teacher Mining in economics. TRSE 12 (1), pp. 1-12.

94. Schug, M.C. (1983). Elementary teachers' views on economic Issues. TRSE 11 (1), pp. 55-66.

95. Schug, M.C., and Birkey, C.J. (1985). The development of children's economic reasoning. TRSE 13 (1),
pp. 31-42.

96. Schug, M.C., Todd, R.J., and Beery, R. (1984). Why kids don't like social studies. SE 47 (5), pp. 382-387.

97, Schultz, W (1979). An experiment using selected sociological concepts to affect attitudinal change. JSSR
3 (2), pp. 38-42.

98. Shermis, S.S., and Wasburn, P.C. (1986). Social studies educators and their beliefs: Preliminary data
from Indiana colleges and universities. TRSE 14 (4), pp. 331-340.

99. Slack, J.P., and Larkins, A.G (1982). The effect of two instructional treatments on college students' map
skills achievement. JSSR 6 (1), pp. 13-16.

100 Smith, B.D. (1980) influene of solicitation pattern, type of practice example, and student response on
pupil behavior, commitment to discussion, and concept attainment. TRSE 7 (4), pp. 1-18.

101, Smith, B D. (1983) Instructional planning; Attitudes, decisions, and preparation time among secondary
social studies teachers. JSSR 7 (1), pp. 1-22.

61



I

I

al=1N,

102. Smith, L.R. (1984). Lesson commonality and method of reading effecton achievement In social studies.
JSSR 8 (2), pp. 1-16.

103. Smith, L R. (1985). The effect of teacher uncertainty and student ability level on achievement in sLcial
studies. JSSR 9 (1), pp. 30-40.

104 Sorgman, M , Kra, F., and Uhlenberg, D. (1980). interests of upper elementary students in human geog-
raphy and their perceptions of effective learning environments. JSSR 4 (1), pp. 1-4.

105 Stahl, R J. (1981). Achieving values and content objectives simultaneously within subject matter-oriented
social studies classrooms. SE 45 (7), pp. 580-585.

106. Stahl, R. J., and Matiya, J.C. Teaching psychology it the high school: Does area of certification translate
into different types of teachers and courses? TRSE 9 (2), pp. 55-86.

107. Stanley, W.B., Charlesworth, R., and Ringuest, J.L. (1985). Kindergarten and first grade children's social
concept development. JSSR 9 (1), pp. 11-16.

108. Sunai, C.S., Paul, M.S., and Demary, J. (1981). Social studies for the hearing impaired: The st,te of the
art. TRSE 9 (3), pp. 61-72.

109. Switzer, T.J., Walker, E., and Mitchell, G. (1981). Undergraduate social studies methods Instructors'
knowledge and use of new curricular methods. JSSR 5 (1), pp. 9-18.

110. Tiou, J.S., and Bennett, C.T. (1982). Social studies educators' attitudes toward censorship In public
schools in the commonwealth of Virginia. JSSR 6 (2), pp. 48-52.

111. Tiou, J., and Bennett, C. (1983). Teacher perceptions of discipline problems in a central Virginia middie
school. JSSR 7(2), pp. 37-59.

112. Turner, T.N. (1982). Controlling research with human subjects and its effects on educational research:
Report of a survey of what teacher educators think. JSSR 6 (1), pp. 29-31.

113. Tyo, J. (1980). An alternative for poor readers in social science. SE 44 (4), pp. 309-310.

114. VanSickle, R.L., and Ehman, L.H. (1981). Developing and evaluating teacher training materials: A case
study. JSSR 5 (2), pp. 52 -63.

115. Waisted, W.B., and McFarland, M. (1980). "Trade-offs" and teacher In-service. SE 44 (5), pp. 410-411.

116. Wilson, A.H. (1979). Experience and social studies education. JSSR 3 (2), pp. 43-49.

117. Wilson, A.H. (1981). Where have all the graduates gone: A follow-up survey of 26 social studies educa-
tion graduates. JSSR 5 (1), pp. 23-34.

118 Yoho, P. F. (1986). Effectiveness of four concept teaching strategies on social studies concept acquisi-
tion and retention. TRSE 14 (3), pp. 211-224,

62



REFERENCES

Adler, S. (1984). A field study of selected student teacher perspectives toward social studies. Theory and
Research in Social Education 12 (1), pp. 13-30.

Agar, M.H. (1986). Speaking of Ethnography. Beverly Hills, CA: Sage.

Allen R.F. (1984). Why kids really don't like social studies. (Leiter to the Editor). Social Education 48 (7), p.
498.

Allender, J.S. (1986). Educational research. A personal and social process. Review of Educational Research
56 (2), pp. 173-194.

Anyon, J. (1978). Elementary social studies textbooks and legitimating knowledge. Theory and Research in
Social Education 6(3), pp. 40-55.

Armento, B.J. (1986). Research on teaching social studies. In M.C. Wittrock (Ed.), Handbook of Research on
Teaching (3rd ed., pp. 942-951). New York: Macmillan.

Babble, E. (1986). The Practice of Social Research (4th ed.). Belmont, CA: Wadsworth.

Bakan. D. (1975). Speculation in psychology. Journal of Humanistic Psychology, 15 (1), pp. 17-25.

Barnes, B.R., and Curiette, W.L. (1985). Effects of instruction on teachers' global mindedness and patriotism.
Theory and Research in Social Education 13 (1), pp. 43-49.

Barr, R.D., Barth, J.L., and Shermis, S. (1977). Defining the Social Studies (Bulletin 51). Arlington, VA: Nation-
al Council for the Social Studies.

Barzun, J., and Graff, H.F. (1977). The Modern Researcher (3rd ed.). New York: Harcourt, Brace, Jovanovlch.

Beem, A.L., and Brugman, D. (1986). The effects of values development lessons on pupils' well-being,
pleasure in school, mutual relationships and on pupils' valuational behavior during classroom dialogues.
Theory and Research in Social Education 14 (2), pp. 97-112.

Bennett, C. (1984). interracial contact experience and attrition among black undergraduates at a
predominantly white university. Theory and Research in Social Education 12 (2), pp. 19-48.

Berlak, A., and Berlak, H. (1981). Dilemmas of Schooling: Teaching and Social Change. New York: Methuen.

Betres, J., Zajano, M., and Gumieniak, P. (1984). Cognitive style, teacher methods, and concept attainment
in social studies. Theory and Research in Social Education, 12 (1), pp. 1-18.

Bogdan, R.C., and Bikien, S.K. (1982). Qualitative Research for Education: An Introduction to Theory and
Methods. Boston: Allyn and Bacon.

Sorg, W.R., and Gail, M.D. (1983). Educational Research: An Introduction (4th ed.). New York: Longman.

Campbell, D.T., and Stanley, J.C. (1963). Experimental and quasi- experimental designs for research on teach-
ing. in N.L. Gage (Ed.), Handbook of Research on Teaching (1st ed., pp. 171- 246). Chicago: Rand-
McNally.

Carr, E.H. (1967). What Is History? New York: Random House.

Carver, R.P. (1978). The case against statistical significance testing. Harvard Educational Review 48, pp. 378-
399.

.r ,63 ,,



Cherryhoimes, C. (1982). Discourse and criticism in the social studies classroom. Theory and Research in
Social Education 9 (4), pp. 57-74.

Common, D.L. (1982). Small group Instruction in social studies classrooms and the corruption of critical
thought. Theory and Research in Social Education 10 (4), pp. 49-68.

Cook, T.D., and Campbell, D.T. (1979). Quasi-Experimentation: Design and Analysis for Field Studies. Bos-
ton: Houghton-Mifflin.

Cornbieth, C. (1982). On the social study of social studies. Theory and Research in Social Education 10 (4),
pp. 1-16.

Cornbieth, C. (1985). Reconsidering social studies curriculum. Theory and Research in Social Education 9
(4), pp. 57-74.

Curtis, C.K. (1983). Relationships among certain citizenship variables. Journal of Social Studies Research 7
(2), pp. 18-28.

Deutscher, I. (1973). What We Say/What We Do. Glenview, IL: Scott, Foresman.

Diem, R.A. (1986). Computers in a school environment: Preliminary report of the social consequences.
Theory and Research in Social Education 14 (2), pp. 163-170.

Dobbert, M.L. (1982). Ethnographic Research: Theory and Application for Modern Schools and Societies.
New York: Praeger.

Egan, K. (1980). John Dewey and the social studies curriculum. Theory and Research in Social Education 8
(2), pp. 37-55.

Ehman, L.H., and Hahn, C.L. (1981). Contributions of research to social studies education. in H.D. Mehiinger
and O.L. Davis, Jr. (Eds.), The Social Studies. Eightieth Yearbook of the National Society for the Study
of Education, Part II (pp. 60-81). Chicago: National Society for the Study of Education.

Eisner, E.W. (1981). On the differences between scientific and artistic approaches to qualitative research.
Educational Researcher 10 (4), pp. 5-9.

Elsner, E. W. (1983). Anastasia might still be alive, but the monarchy is dead. Educational Researcher 12,
pp. 13-14; 23-24.

Ferguson, P. (1986). Experimental research. in C. Cornbieth (Ed.), An Invitation to Research in Social Educa-
tion. Washington, D.C.: National Council for the Social Studies.

Fraenkei, J.R. (1987). Toward improving research in social studies education. Theory and Research in Social
Education 15 (3), pp. 203-222.

Gilmore, A.G., and McKinney, C.W. (1986). The effects of student questions and teacher questions on con-
cept acquisition. Theory and Research in Social Education 14 (3), pp. 225-244.

Giroux, H.A., and Penna, A.N. (1979). Social education in the classroom. The dynamics of the hidden cur-
riculum. Theory and Research in Social Education 7 (1), pp. 21-42.

Goodman, J., and Adler, S. (1985). Becoming an elementary social studies teacher. A study in perspectives
Theory and Research in Soc,:al Education 13 (2), pp. 1-20.

Gordon, B. (1985) Toward emancipation in citizenship education The case of African-American cultural
knowledge. Theory and Research in Social Education 12 (4), pp. 1-24.

Gottschalk, L. (1969). Understanding History. A Primer of Historical Method. New York. Alfred A. Knopf.

64 n -
D



Hahn, C.L., and Avery, P.G. (1985). Effect of value analysis discussions on students' political attitudes and
reading comprehension. Theory and Research in Social Education 13 (2), pp. 47-60.

Hahn, C.L, and Biankenship, G. (1983). Women and economic textbooks. Theory and Research in Social
Education 11 (3), pp. 67-76.

Haiadyna, T., Shaughnessy, J , and Redsun, A. (1982). Relations of student, teacher, and learning environ-
ment variables to attitudes toward social studies. Journal of Social Studies Research 6 (2), pp. 36-44.

Hepburn, M.A., and Dahier, A. (1985). An overview of social studies dissertations, 1977-1982. Theory and
Research in Social Education 13 (2), pp. 73-82.

Holmes, M.M. (1982). The new middle class and the organization of curricular knowledge Theory and
Research in Social Education 10 (2), pp. 33-44.

Hunkins, F.P., Ehman, L.H , Hahn, C.L., Martorelia, P.H., and Tucker, J.L. (1977). Review of Research in So-
cial Studies Education: 1970-1975. Arlington, VA: National Council for the Social Studies.

Hurst, J.B. (1980). Political pabium: Democratic role models in children's picture books. Theoryand
Research in Social Education 7 (3), pp. 1-20.

Jantz, R.K., Weaver, V.P., Cirrincione, J.M , and Farrell, R.T. (1985). Inquiry and curriculum change: Percep-
tions of school and college/university faculty. Theory and Research in Social Education 13 (2), pp. 61-
72.

Keriinger, F.M. (1986). Foundations of Behavioral Research (4th ed.). New York: Holt, Rinehart, and Winston.

Kinsey, A.C., Pomeroy, B., and Dartin, C.E. (1948). Sexual Behavior in the Human Male. Philadelphia, PA:
W.B. Saunders Co.

Kieg, M., Karabinus, R., and Carter, T. (1986). Direct concept instruction in U.S. history. Journalof Social
Studies Research 10 (2), pp. 1-12.

Larkins, A.G., and McKinney, C.W. (1980). Four types of theory: implications for research in social education.
Theory and Research in Social Education 8 (1), pp. 9-18.

Larkins, A.G., and McKinney, C.W. (1982). Two studies of the effects of teacher enthusiasm on the social
studies achievement of seventh grade students. Theory and Research in Social Education 10 (1), pp. 27-
41

Larkins, A.G., and Puckett, J.L. (1983). Issues in a relatively nonrationalized study: Suggestions for interpre-
tive research. Theory and Research in Social Education 11 (2), pp. 23-24.

Leming, J.S. (1985). Research on social studies curriculum and instruction: interventions and outcomes in
the socio-moral domain. in W.B. Stanley (Ed.), Review of Research in Social Studies Education. 1976-
1983. Washington, DC: National Council for the Social Studies.

LeSourd, S.J. (1984). An exploratory comparison of two methods for assessing teacher attitudes toward in-
structional strategies. Theory and Research in Social Education 12 (1), pp. 31-41.

Levstik, L S (1986). The relationship between historical response and narrative in a sixth-grade classroom.
Theory and Research in Social Education 14 (1), pp. 1-20.

Martorelia, P.H (1977). Research on social studies learning and instruction: Cognition. in F.P. Hunkins, L.H.
Ehman, C L Hahn, P.H. Martorelia, and J.L. Tucker, Review of Research in Social Studies Education.
1970-1975. Washington, DC: National Council for the Social Studies.

McKee, S.J. (1986). A teacher's perspective. in C. Cornbieth (Ed.), An Invitation to Research in Social Educa-
tion. Washington, DC: National Council for the Social Studies, pp. 119-126.



McKenzie, G.R., and Sawyer, J. (1986). Effects of test-like practice and mnemonics on learning geographic
facts. Theory and Research in Social Education 14 (3), pp. 201-210.

McPhie, W.E. (1979). Should social studies teachers do research? Social Education 43 (7), pp. 587-588.

Metcalf, L E. (1963). Research on teaching the social studies. In N.L. Gage (Ed.), Handbook of Research on
Teaching (pp. 929- 965). Chicago: Rand McNally.

Mook, D.G. (1983). In defense of external invalidity. American Psychologist 38, pp. 379-387.

Morrissett, I , and Haas, J.D. (1982). Rationales, goals and objectives in social studies. In Project SPAN, The
Current State of Social Studies. Boulder, CO: Social Science Education Consortium.

Nelson, J L., and Shaver, J.P. (1985). On research !n social education. in W.B. Stanley (Ed.), Review of
Research in Social Studies Education: 1976 1983. Washington, DC: National Council for the Social
Studies.

Newmann, F.M. (1985). The radical perspective on social studies: A synthesis and critique. Theory and
Research in Social Education 13 (1), pp. 1-18.

Newmann, F.M. (1986). Priorities for the future: Toward a common agenda. Social Education 50 (4), pp. 240-
250.

Popkewitz, T.S., Tabachnick, R., and Wehiage, G. (1981). The Myth of Educational Reform. Madison, WI:
University of Wisconsin Press.

Powell, P.M., and Powell, J.V. (1984). An investigation of political apathy among selected high school stu-
dents. Journal of Social Studies Research 8 (2), pp. 53-66.

Romanish, B A. (1983) Modern secondary economics textbooks and ideological bias. Theory and Research
in Social Education 11 (1), pp. 1-24.

Saltonstall, C.S. (1979). Explanations of poverty: a critical review of secondary level social studies textbooks
in the United States. (Doctoral dissertation, Harvard University, 1978). Dissertation Abstracts Internation-
al 39, 4034-A.

Schug, M.C., Todd, R.J., and Beery, R. (1984). Why kids don't like social studies. Social Education 47 (5),
pp. 382-387.

Schug, M.C., and Birkey, C.J. (1985). The development of children's economic reasoning. Theory and
Research in Social Education 13 (1), pp. 31-42.

Shaughnessy, J.M., and Haladyna, T.M. (1985). Research on student attitude toward social studies. Social
Education 48 (10), pp. 692-695.

Shaver, J P. (1979a). Designing teacher-conducted research. Guidelines for classroom teachers. Social
Education 42 (10), pp. 589-593.

Shaver, J P (1979b) The usefulness of educational research in curricular /instructional decision-making !n so-
cial stuales. Theory and Research in Social Education 7 (3), pp. 21-42.

Shaver, J.P., and Larkins, A.G. (1973). Research on teaching social studies. In R.M.W. Travers (Ed.), Hand-
book of Research on Teaching (2nd. ed., pp. 1243-1262). Chicago: Rand McNally.

Shaver, J P., and Norton, R.S. (1980). Populations, samples, randomness, and replication in two social
studies journals. Theory and Research in Social Education 8 (2), pp. 1-10.

66



Smith, BD. (1980). Influence of solicitation pattern, type of practice example, and student response or pupil
behavior, commitment to discussion, and concept attainment. Theory and Research in Social Ecluca-
Von 7 (4), pp. 1-18.

Smith, D.L. (1986). Survey research. in C. Cornbleth (Ed.), An Invitation to Research in Social Education.
Washington, DC: National Council for the Social Studies.

Spindler, G. (Ed.) (1982). Doing the Ethnography of S'hooling: Educational Anthropology in Action. New
York: Holt, Rinehart and Winston.

Stake, R.E. (1978). The case study method in social inquiry. Educational Researcher 7 (2), pp. 5-8

Stanley, W.B. (1981). Toward a reconstruction of social education. Theory and Research in Social Education
9 (1), pp. 67-85.

Stanley, W,B. (1984). Approaches to teaching concepts and conceptualizing: An analysis of social studies
textbooks. Theory and Research in Social Education 11 (4), pp. 1-14.

Stanley, W.B. (Ed.) (1985). Review of Research in Social Studies Education: 1976-1983. Washington, DC: Na-
tional Council for the Social Studies.

Stouffer, S.S. (1950). Some observations on study design. American Journal of Sociology 55, pp. 355-361.

VarSickle, R.L. (1983). Statistical power and effect size in social education research. Journal of Social
Studies Research 7 (2), pp. 1-17.

Vockell, E.L. (1983). Educational Research. New York: Macmillan.

Wallen, N.E. (1974). Educational Research: A Guide to the Process. Belmont, CA: Wadsworth.

Wallen, N.E. (1983, November). Research in Social Studies: What is Needed? Paper presented at the annual
meeting of the National Council for the Social Studies. San Francisco, CA.

Wallen, N.E., Haubrich, W.F., and Reid, I.E. The outcomes of curriculum modifications designed to foster criti-
cal thinking. Journal of Educational Research 56 (7), pp. 529-534.

Wallen, N.E. and Fraenkel, J.R. (1988). An analysis of social studies research over an eight yov period.
Theory and Research in Social Education 16 (1), pp. 1-22.

Wasburn, P.C. (1986). The political role of the American school. Theoryand Research in Social Education
13 (2), pp. 31-46.

Webster's New World Dictionary of the American Language (2nd coil. ed.) (1984). New York: Simon and
Schuster.

White, J.J (1986). Ethnographic research. In C Cornbleth (Ed.), An Invitation to Research in Social Educa-
tion. Washington, DC: National Council for the Social Studies.

Wiersma, W. (1987). Research Methods in Education: An Introduction (4th ed.). Itasca, IL: Peacock.

Wiley, K B. (1977). The Status of Precollege Science, Mathematics, and Social Science Education: 1955-
1975. Vol. III: Social Science Education. Washington, DC: U.S. Government Printing Office.

Wiseman, J P., and Aron, M.S. (1970). Field Projects forSociology Students. Cambridge, MA Schenkman
Publishing Co.

Yoho R F. (1986) Effectiveness of four concept teaching strategies on social studies concept acquisition
and retention. Theory and Research in Social Education 14 (3), pp. 211-224.

67 i-,


