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Off-setting Differences in Reviewer Stringency
Abstract

Application of Cason and Cason’s (1984) simplified model of their deterministic rating
theory to reviews of abstracts submitted to Sigma Theta Tau for the International Researc
Congress, Edinburgg:, Scotland, resulted in good fit (R >.89) of the model to the data and
detection of significant <.0001) inter-reviewer differences in individual reviewer’s
stringency. The availability of calibrated ratings, ie., those from which these reviewer
difterences had been removed, greatly eased the task of the Abstract Selection Committee:
they no longer needed to deal with ratings which were confounded with variation in reviewer
stringency (as occurs in the observed mean ratings). Abstract selection was based on ratings
that more accurately reflected the true quality of the abstract without regard to who
happened to have reviewed it. Use by the Abstract Selection Committee of these calibrated
ratings in making selection decisions greatly improved both the reliability (from .579 to .810)
and validity (from .485 to .742) of the peer review process.




Off-setting Differences in Reviewer Stringency

Carolyn L. Cason and Gerald J. Cason
University t[ Arkansas for Medical Sciences,
ittle Rock, AR, USA

Alice Redland
University of Texas, Austin, TX, USA

Peer review serves as the basis for making many highly important decisions: funding
of proposals, publication of manuscripts, papers to be presenteg at professional meetings
such as this. As such it determines, in part, what knowledge will be sought by and shared with
the scientific community and by whom. What is selected and the process by which it is
selecied is very important to both the body of scientific information and the individual
researcher’s professional career.

The Abstract Selection Committee, Sigma Theta Tau International Honor Society,
made the decisions about which abstracts submitted to it for the International Research
Congress, Edinburgh, Scotland would be selected for inclusion in the program. The
Committee was assisted in its task by multiple reviews completed by volunteer reviewers of
each abstract submittcd. As most of us who have had our work reviewed by different
reviewers know, there seems to be substantial variation in the apparent standards of
reviewers. To the degree that such variation exists amon Sigma Theta Tau reviewers, the
task of the Abstract Selection Committee becomes more difficult and both the reliability and
validity of the process become compromised.

Interes:ingly, with few exceptions, variation in reviewer standards and its impact on
the review process have been largely unevaluated and even less attention has been given to
adjusting for differences in reviewer standards. Two recent exceptions are Marsh and Ball’s
1981 study of variation among reviewers of manuscripts submitted to the Journal of
Educational Psychology and our own work on Eaper proposals submitted for consideration in
the program of Division I: Professions Education, American Educational Research
Association (Cason, Cason, & Stritter, 1986a and 1986b). Marsh and Ball found no
significant reviewer effect but this may well have been because their data contained a rather
large number of manuscripts which had been reviewed b only a single reviewer (excluding
the journal editor’s review) and many (i.e., two thirds oty the) reviewers who had reviewed
only one or two manuscripts. In our previous stuc}y, we found significant and important
reviewer effects in the reviews of paper proposals; effects which reduced both the re'iability
and validity of the selection process. Both of these studies were retrospective, that is they
used data on selection decisions already made: reviewer effects were not formally considered
in makl:lr_lﬁ actual decisions about acceptance or rejection of the manuscript/proposal.

is study of the Sigma Theta Tau abstract review and selection process had two
objectives. They were
. L. To evaluate the extent to which variation in standards/stringency exists among
reviewers.

2. To provide to the Abstract Selection Committee, ratings of abstracts from which
the effects of such variation had been removed.

Our Ferformance rating theog and its derivative simplified model served as the
framework for the study (Cason & Cason, 1984; Cason & Cason, 1986). It was briefly
described in another paper in this forum (Cason & Cason, 1987). Application of the theory
and simplified model have as an objective detection, quantification, and mathematical
control of variation among reviewer /rater stringencies. Mathematical control of differences
in reviewer stringency is intended to augment the more usual methods of controlling error
associated with ratings (e.g., rater training, improved inventory reliability, all raters/reviewers
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rating all subjects/abstracts) and to off-set systematic rater error when such methods are
impractical. Application of the model may be likened to a calibratinn procedure in which
knowledge of the reviewers’ stringencies is used to adjust or calibrate abstract ratings so as to
take into account the different stringencies of the reviewers who reviewed abstracts.

Data Source and Methods

The ratings given by individual reviewers to research abstracts subnitted to Sigma Theta
Tau International Honor Society for the International Research Congress in Edinburgh,
Scotland served as the data for these analyses. Reviewers indicated their ratings of each
abstract on machine scannable rating sheets specifically prepared for *his use. Figure 1
illustrates this special scan sheet.

These machine scannable rating sheets were pre-printed (with a com:puter’s line printer)
by the Department of Computer Services, University of Arkansas for Medica! Sciences

AMS), US.A,, vi‘h the information contaired in Figure 1: identifying information
subject name or in this case abstract number), criteria or inventory of rating items upon
which each abstract was rated, and the scale to »e used for makineg the ratings. Two copies of
each of 650, i.e., abstract identification numbers P001 through P650, were printed. J:) that
information cbout the performance of reviewers could be obtained, a list of 75 unique rater
identification numbers was provided by the Department of Computer Services. Preparation
of such rating sheets and identifying numbers is a routine service provided to faculty who
intend to use the UAMS Objective Test Scoring and Performance ating (OTS-PR) system
for clinical performance rating of students enrolled in the various programs on the UAMS
campus.

These Fre-printed rating sheets and the rater identification numbers were sent to the
Program Office, Sigma Theta Tau International Honor Society. As individuals agreed to
serve as voluntary reviewers, they were assigned by a staff member one of the rater
identification numbers. As an abstract was received in the Program Office it was logged in
and given an identification number by the staff of the office. All abstracts (research and
congress-related topic) were numbered sequentially as they were received. For those
abstracts identified as research abstracts, the staff members obtained the rating sheets with
the corresponding proposal identification number (subject namefz), selected the two
individuals who woulg serve as reviewers, entered the reviewer’s identification number on the
appropriate rating sheet, and sent the rating sheet and abstract to each of the two reviewers.
Reviewers for each abstract were selected randomly by the Program Office staff with the only
restriction being that the reviewer not be located in the same institution or general area of
the country as tﬁe author(s) of the abstract,

Upon receipt of the rating sheet and research abstract, the reviewers recorded their
ratings of the abstract on each of six general criteria: acceptability for program, overall
quaiity of work, contribution to nursing scholarship, contribution to nursing theory, ori inality
of work, and clarity and completeness of the abstract. These are shown in Figure 1. The last
general criterion contained six specific items to be used in evaluating the abstract’s clarity
and completeness: purpose, objective(s), theoretical framework, met%]od/mode of inquiry,
findings/conclusions,and implications. Thus, reviewers were asked to make a total of 12
ratings on each abstract by filling in the numbered circle to the left of each item on the
inventory which represented their rating of the abstract under consideration. Possible
res(s)onses included: outstanding, very Rgoqd, good, poor, and missing, absent or very poor;
and, not apfhcable and no opinion. Reviewers who wished to make comments about the
abstract could do so in the space provided to the right of the items. Finally, reviewers were
asked to sign the sheet and return it to the Program Office.

Completed rating sheets were collected by the Profgram Office staff and then forwarded to
us for processing. A total of 1071 rating sheets were forwarded, Of these, only 972 contained
usable data. Rating sheets were not usable primarily for two reasons: reviewers gave no
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Figure 1. Pre-printed rating sheet with inventory.
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ratings but returned the sheets with comments indicating that they were personallﬁ familiar
with the research or its author(s) or they thought that the abstract was not a research abstract
but rather should be considered as a congress-related topic. The 972 usable rating sheets
contained ratings of 503 abstracts (only one rating sheet was available on 26 abstracts while
two rating sheets were available on each of the other 477 abstracts). There were a total of 61
volunteer reviewers. The actual number of research abstracts reviewed b each reviewer
varied from 4 to 28. On average, each reviewer reviewed 16 abstracts (S.D.=5). (These
reviewers also served as reviewers of abstracts on congress related topics. Their reviews of
those abstracts are not reflected in these analyses).
Two sets of analyses were conducted on the rating data provided by the abstract reviewers.

The item-level observed ratings contained on the rating sheets were processed through the

rograms of the OTS-PR system. OTS-PR produced its standard set of reports on subjects
?abstracts), raters (reviewers), and the assessment procedure (i.e., rating inventory). The
second set of analyses was accomplished by specialized computer programs which provide
estimates of formal parameters of the simplified model of our rating theory; that is, computer
Brograms waich provide estimates of reviewer stringency and absfract true quality.

arameter estimation is achieved using a highly specialized application of regression analysis
(Cason & Cason, 1986). The specialized computer programs also provide estimates of (a)
the fit of the model with the data, (b) contribution of reviewer strin ency and abstract quali
to the observed ratings (i.e., reviewer and abstract effects), and (c) calibrated ratings whic
reFresent the rating epected when reviewer effects are removed (i.e., if al! reviewers rated
all abstracts and tne zverage for each abstract was used). In the item-level quantitative
analyses carried out by the OTS-PR programs, scale values were defined as depicted in
Figure 1, i.e., 5=outstanding, 4=very good, 3=good, 2=poor, 1=missing, absent, or very
poor. Responses of not applicable or no opinion were dealt with as missing data. Estimation
of reviewers’ stringency and abstracts’ true quality were completed using a weighted total
percent score as the observed dependent measure (i.e., regression criterion variable) for each
reviewer-abstract pair in the observed data (i.e., each rating sheet). This score was obtained
by first finding a mean rating for all of those items associated with the general criterion,
"abstract clarity and completeness”. This score and the rating assigned to each of the other
five criteria were summed, divided by the number of criteria (6) and multipled by 100 (i.e.,
exp{essed as a percentage). This transformation was made to simplify and facilitate the
analyses.

n preparation for analyzing the item-level observed data, the OTS-PR programs were
modified so that the system could process ratings on u’g to 400 unique subjects (abstracts).
The actual number of abstracts reviewed was S03. Time did not permit altering these
programs again; therefore, in order to complete the initial rocessing of these ratings, the
rating sheets were divided into two subsets: the first subset contained ratings on 256
abstracts; the second, ratings on 247 abstracts. In fgeneral, the first subset contained those
ratings of abstracts which were forwarded to us first (i.e., about mid-January) while the
second set contained all others (i.e., those forwarded between mid-January and January 30).
Each set of data was processed separately through the OTS-PR system. In order to apply the
simplified model to the ratings of research abstracts, the data had to be divided into 3
subsets. Each of the two OTS-PR system data subsets were too large; the DEC-System 10
mainframe computer, u‘ :d to complete all of the analyses, and associated memory and disk
space could not efficiently execute the programs. The three sets were determined randomly
with the restriction that all ratings for an abstract were contained in a single data set. When
this requirement was not met, the ratings on an abstract were merged into the smaller data
set. (Due to a clerical error, each of 3 abstracts were located in more than one data set.)
Each of the three newly created data subsets (AYE, BEE, and CEE) was evaluated to
determine that each met the coupling assumption required by the model. Using programs
FIXSTT, GVEC4, LMS, and LOCATE, each data set was analyzed separately for rater
effects and to obtain estimates of rater stringency and abstract quality.
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Results

The observed data analyses completed using the OTS-PR system yielded a variety of
reports including (a) information about the inventory, (b) information about the abstracts,
and, (c) information about the raters/reviewers. Reports on abstracts included: total and
category (criterion) scores for each abstract (in various units of measure), illustrated in
Figure 2; a rank order listing of atstracts including total scores and number of raters,
illustrated i1 Figure 3; and, individual abstract performance reports which as illustrated in
Figure 4 both graphically and numerically depict the subject’s performance relative to group
performance. Reports on reviewers included: the number o subjects/abstracts rated; the
average ratinfs a%iven across these subjects (total and category (criterion) scores in various
units); individual rater reports which as illustrated in Figure 5 depict both graphicallly and
numerically the rater’s performance relative to group performance; and, a rank order [isting
of the raters in terms ofqhese ratings, illustrated in Figure 6.

In all of these reports generated by the OTS-PR system, average ratings are computed as a
simple arithmetic mean of observed scores; the computational procedure most commonly
used to obtain a summary score. These scores and this computational approach assume that
the standards of the reviewers/raters are highly similar or at least that differences in
reviewers will be "balanced out" where an average across reviewers is used; an assumption
that most individuals who have had their performance or products evaluated by different
persons have sometimes found to be unwarranted. That the standards of the reviewers who
provided ratings of research abstracts were different is sugéested in at least two of the reports
which OTS-PR produces: the rater performance report ( igure 5) and the rater rank order
rgFort (Figure 6). The rater/reviewer performance reiport is intended to give the rater
information about the standards he or she used relative to other raters who rated
subjects/abstracts. It was developed as a means of providing feedback to individual raters
much as the individual performance report provides feedback to the subject about his
performance. As can be seen from Figure 5, the average ratings given by this reviewer to the
proposals he{she rated departed from what the average of the (average ratings given by all
reviewers. If the average quality of the abstracts rated by each reviewer were the same (as
would be expected because of random assignment of abstracts to reviewers), then, any
substantial variation in averagz ratings given by different reviewers would reflect differences
in standards (i.e., stringency).

The rater rank order report (Figure 6) also suggests that the standards used by the
reviewers who reviewed research abstracts differed. This report provides information only
about the relative mean observed ratings of the reviewers, i.e., those at the top of the figure
having assigned higher ratings to their abstracts than those raters at the bottom. gll‘lhe
presence of such differences in the mean observed ratings and implied differences in
standards strinﬁencies of reviewers makes the determination of the true quality of abstracts
more difficult: how much of the total or average score is a function of true abstract quality
and how much it is a reflection of who happened to review the abstract (and their
standards/stringency relative to the pool of potential reviewers) remains obscure,

As can be seen in Table 1, application of our simplified model to the data yielded quite
good fit (R > .89). There were significant differences (p < .0001) in rater standards in each
of the data sets. For details on the way in which these egects were tested, see the description
of the statistical models provided in Cason and Cason (1984). Table 1 also shows the regtive
contribution of reviewer stringency, proposal quality, and random error to the variance in
observed ratings in each of the three cEna sets and for all data sets considered together.
Components of variance in Table 1 were estimated as a sum of the products of the respective
standardized weights (Beta;) and correlations (riy) between predictor variables (one binary
vector per reviewer and one per abstract) and the ‘criterion in the regression equation.

10
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(Equation 1)
Proportion of Variance = (Beta; * riy)

wherei = 1 to n abstracts; or, 1 to k reviewers,

The summation of products is across the set of either reviewers or abstracts (Hays, 1963).
Across all three data sets, differences in reviewer stringencg accounted for very nearly as
much variance (.404) in the observed raw ratings as did true abstract quality (.407).

Table 1
Fit of Cason and Cason’s Model to Research Abstracts
Submitted for the Edinburgh Conference

All Data Subsets
Data AYE BEE CEE
Multiple R 899 901 905 .894
Components of Variance
Reviewers 404 401 397 416
Abstracts 407 410 423 383
Error 192 189 201 181
Number of
Reviewers 61 50 48 49
Abstracts 503 176 162 168
Observations 972 344 297 331

Note: All Rs are significant at p < .00001. Rater effects were significant at p < .0001.

The origin of the stringency/abilit%' scale was set in each analysis by assigning an
arbitrarily chosen reviewer a stringency of 500. This produced apparent differences in both
mean reviewer stringency and mean abstract quality for each data set. These differences are
shown in Table 2 and are labeled as "preliminary” means. Because abstracts were randomly
assigned to the three groups, it was reasonable to assume that mean abstract quality was
equal across groups. There being fa." more abstracts than reviewers the sampling error of the
mean for abstract quality was smaller (as shown in Table 2). Therefore, mean abstract

quality was better suited as a basis for calibrating the results of the analyses on the three
subsets of da‘a.

Table 2
Means and Standard Errors of Model Parameters
in Each of the Three Data Sets

AYE BEE CEE

Reviewer Stringencies

Preliminary Mean 518 482 468

Calibrated Mean 518 508 503

Standard Error 9 12 14
Abstrat Quality

Preliminary Mean 570.14 543.89 535.30

Calibrated Mean 570.14 570.14 570.14

Standard Error 4.20 5.90 4.50

Caiibrated values from the separate analyses were obtained by adding a constant to each of
the stringency and ability parameters obtained in data set BEE (26.25) and CEE (34.85) such
that the mean abstract quality for each group equaled the mean abstract quality found in
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group AYE. This may be understood as movinf the origin (zero point) of the scale for
groups BEE and CEE 26 and 35 points respectively while not altering the distances between
the reviewer stringencies or abstract qualities within each group. The effect on the means is
shown in Table 2 labeled "calibrated”. Note that there are small differences between
reviewer means, much smaller than before calibration. However, after calibration the
dificrences in mean stringencies is well within expected sampling fluctuations, as would be
expected because abstracts were randomly assigned to reviewers.

n principle the abstract quality parameter values could be directly used for the selection of
abstracts. They do represent the gest estimate of each abstract’s quality independent of the
standards (stringency) of the particular reviewers that rated given abstracts. However, they
are on an unfamiliar scale and not easily interpretable in terms of the definitions on the
original rating inventory. Therefore a calibrated (adjusted) ratin_ﬁlwas computed for each
abstract that was in percent units on the original rating scale. The calibrated ratirg was
computed as the mean of the expected ratings an abstract would have received had all the
reviewers (in all the sub-groups) rated all the abstracts. For a given abstract, its calibrated
abstract quality parameter value and the stringency parameter values of all raters in all
groups were used to obtained expected ratings; then, the mean of these was taken as the
calibrated (adjusted) rating for that abstract. Program NULOCS was used to generate the
calibrated parameters and then the calibrated ratings. Table 3 shows that this approach
achieved highly similar means and standard errors in calibrated ratings across the three sets
as would be expected from the assumed equal mean quality of abstracts arising from random
assignment.

Table 3
Mean, Standard Error, and Standard Deviation of Calibrated Ratings
AYE BEE CEE
Mean 66.40 65.50 66.00
Standard Error 1.17 1.38 1.17
Standard Deviation 15.50 17.51 15.20

According to Hays (1963, p. 424), the intra-class correlation (rje) is a function of the
variance attributable to an effect (9%,) as a proportion of total variance.

(Equation 2)
Tic =a%a/ (a4 to%)

The proportion of variance attributable to proposal quality in Table 1 can thus be interpreted
as the intra-class correlation of reviewers with respect to their observed ratings of abstracts.
As Hays points out, this is equivalent to the reliability of a single reviewer’s observed rating,
Alternatively, this value may be interpreted as the expected correlation between the ratings
given by randomly chosen pairs of reviewers. The reliability of a mean of several reviewers’
ratings, as is available in these data (where number of reviewers = k), is given by the
Spearman-Brown expansion formula:

E ion 3)
= G /0 e )

where r = the reliability of a unit length measure, in this case a single reviewer; and,
: number of reviewers.

Table 4 shows the impact of calibrating ratings on the reliability of both a single

reviewer and aggregate ratings calculated from 2 reviewers. The reliabilities for the single
reviewer calibrated ratings were obtained by including only the sum of the random error and

17




Cason, Cason & Redland: Off-setting Differences in Reviewer Stringency Page 14

abstract variances in the denominator in Equation 2. The reliabilities of the observed ratings
must include the var.ance associated with reviewers in addition to that associated with
proposals and error (Ebel, 1951). As can be seen from Table 4, the reliability of calibrated
ratings from a single reviewer (.68) is substantially higher than the observed rating from a
single reviewer (.41). A small percentage of the abstracts were indeed reviewed by only a
single reviewer and for those the single reviewer reliabilities are most accurate. However, as
the vast majority of abstracts were reviewed by two reviewers, in general the two reviewer
reliability better represents the overall reliability of the review process. The two reviewer
reliability for observed ratings is so low (i.e., r < .60) that a great deal of error would arise
were observed ratings used as the basis for selection of papers for the program. While
imperfect, the two reviewer reliability for calibrated ratings (.gl) indicates that these ratings
provide a good basis for selecting papers for the program.

Table 4
Reliability of Ratings
Intra-Class Correlations
Single Reviewer Aggregate of Reviewers
Observed— Calibrated Observed—Calibrated
All Data 407 .680 579 810
Subset
AYE 410 685 582 813
BEE 423 .678 595 .808
CEE 383 .679 554 809

Although consistency among reviewers, represented as an intra-class correlation (Ebel,
1951; Stanley, 1961), is fre uent(liy interreted as a measure of reliability, it may also be
interpreted as a measure of validity. u.anley (1961) observed that each reviewer may be
considered a different method of measuring a given construct (e.g., abstract qua i%)'
Therefore, the single rater reliabilities (intra-c%ass correlations) reported in Table 4 may be
equally well interpreted as both single rater reliability coefficients and single rater validity
coefficients. However, validity (Equation 4) does not expand as ra idly as does reliability
(Equation 3) with increased numbers of independent observations. (Gulliksen, 1950).

E ion 4
gk = (g * (Y2 (D) > 1)1/

where r,, 4 is the validity based on k independent raters;
Iy o tﬁe validity of a single rater;
I,y is the reliability of a single rater; and
xx N .’ Y
k'is the number of independent reviewers/ratings.

Table 5 reports the validity of ratings from a single reviewer and the aggregate of ratings
from two reviewers as measures of abstract quality. As discussed above, the validities
associated with a single reviewer’s observed and calibrated ratings are in this special case
eqlual to the corresponding reliabilities associated with a single reviewer’s observed and
calibrated ratings reported in Table 4. As with reliability, a non-trivial improvement in
convergent construct validity was obtained by calibrated ratings when contrasted with
observed ratings.

Given these results, the calibrated ratinﬁs offer a more reliable and valid basis for making
decisions about disposition of the research abstracts. The work of the Abstract Selection
Committee was facilitated by sorting these caliabrated ratings into descending rank order and
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%nting them alon_F with their abstract identification numbers and mean observed ratings.
is list as well as Tables 1 and 4 and the reports from OTS-PR were forwarded to members
of the Abstract Selection Committee. All decisions about abstracts to be included in the
program were made by the Abstract Selection Committee.

Table 5
Validity of Ratings
Singlf Reviewer Aggregate of Reviewers
=1 =
Observed Calibrated Observed Calibrated
All Data 407 .680 485 742
Subset
AYE 410 685 488 746
BEE 423 678 501 740
CEE 383 679 461 741

When the 503 research abstracts were examined by the Abstract Selection Committee,
they found that of these only 500 were unique (3 abstracts had been given two identification
numbers and were reveiwed by two sets o? two reviewers) and that another nine should be
considered as congress related topics. Thus, there were 491 research abstracts considered
for inclusion in the program. Of these, the Abstract Selection Committee selected 302 for
inclusion in the program (94 as paper presentations and 208 as poster presentations).

One way of geplctin the impact of using calibrated rather than mean observed ratings in
making the program selection decision is s%nown in Table 6. Using the simplified decision
rule of accepting the top 302 rated research abstracts regardless of any other considerations
would have resulted in 64 being accepted under one measure and rejected under the other. If
abstract selection had been %ased only on the judged guali(liy of an abstract (the task
completed by each reviewer on each abstract which they reviewed), then use of the calibraied
ratings rather than the mean observed ratings could have produced as great as a 21%
difference in the specific abstracts selected for the program.

Table 6
Transitions in Selection Outcome Resulting from
Using Calibrated or Mean Observed Ratings

Outcome Based on Calibrated Rating

Outcome Based on Observed Rating Select Reject  Total
Select 238 64 302
Reject 64 125 189
Total 302 189 491

However, reviewers provide only one level of evaluative information. They are asked to
judge only the abstract under consideration in terms of its quality. They make these
Judgements independent of such other considerations as comprehensiveness or
representativeness of the final program. These other considerations in abstract selection are
evident when one examines the correlations between disposition and mean observed ratings
(r = 47; N = 491) and calibrated ratings (r = .69; N = 491). The Abstract Selection
Committee used a combination of decision rules in making decisions about the inclusion or
exclusion of abstracts in the program including (a) selecting the top rated abstracts, (b)
selecting only a single abstract from an author with multiple sugmissions, (c) selecting
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Table 7
Research Abstracts Selected or Not for Inclusion in the Program
Means, Standard Deviations, and Ranges of Observed and Calibrated Ratings

Observed Ratings  Calibrated Ratings
Sclceted for Inclusion

N = 302

Mean 72.9 74.9
Standard Deviation 11.9 10.0
Minimum-Maximum 44.1-98.3 54.0-99.7

Not Selected for Inclusion

N = 189

Mean 59.3 52.9
Standard Deviation 13.4 12.9
Minimum-Maximum 28.3-95.0 7.1-84.9

abstracts so as to achieve representativeness of participating countries. The use of such
decision rules in making decisions about the program is also reflected in the means and
standard deviations shown in Table 7. Those agstracts selected for inclusion in the program
had mean observed and mean calibrated ratings well above that of those abstracts not
included. But, there was overlap in the range of ratings of abstracts accepted and not. The
range of the calibrated ratings of abstracts selected for inclusion was from 54 to 99.7 while for
those not selected it was 7.1 to  1.9. However, of those not selected for inclusion all with
calibrated ratings of greater than 61.8 were authored by individuals who had multiple
submissions and had had one of the other research abstracts selected for inclusion. Excludin

the ratings of other abstracts cf authors having one abstract selected, there was only a smal
overlap in the maximum calibrated rating of an abstract that was rejected (61.8) and the
minimum of one selected (54.0). This small overlap results from tgne other factors, e.g.,
balance relative to countries, that were considered.

Discussion and Conclusions

A é)lication of our simplified model to these data revealed that about half (.40) of the
total (p 1) variance accounted for was attributable to differences among reviewers and that
those differences in reviewer stringency were statisticallly; significant. These reviewer effects
were stronger than those observed in previous research (Cason, Cason, & Stritter, 1986a)
where reviewer effects accounted for only .117, .189, and .144 of the variance. The
proportion of the variance attributable to abstract qualig' in this study (407) was highly
simular to that found in the earlier study (.459, .393, and .41 ).

Table 8
Sin%le Reviewer Reliability and Validity
for Mean Observed and Calibrated Ratings

Reliability & Validity
Observed Calibrated
Rating Rating

Sigma Theta Tau 407 680
Cason et al (1986)
AERA 1983 459 520
AERA 1985 393 485
AERA 1986 415 485

Marsh & Ball (1981) 340 350
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Calibration of ratings, i.e., removing the large and significant reviewer effects, yielded
ratings of research abstracts more reflective of their true qualil{. These results are also
consistent with those reported previously. As shown in Table 8, the single reviewer
reliabilities and validities for observed ratings are about the same as those found by Marsh
and Ball (1981) and Cason, Cason, and Stritter (1986a). Calibration of ratings irnproved the
single reviewer reliabilities and validities in all cases. In the Sigma Theta Tau data, the
improvement in reliability and validity was noticably greater than in either of the other data
sets. This was a direct result of a larger component of variance being associated with
systematic rater bias, i.e., reviewer stringencies, in the Sigma Theta Tau data.

In each of these studies abstracts/proposals/manuscripts were reviewed by more than a
single reviewer. Since multiple reviewers were used in each case, the reliabilities and
validities of the peer review process are those reported for the aggregate of reviewers. These
reliabilities and validities are shown in Table 9. As shown in g@Fab e 9, the mean observed
ratings from the Sigma Theta Tau data had the lowest reliability and the calibrated ratings
the second highest of the three studies. Thus application of the model to the Sigma Theta
Tau data obtained the largest improvement in reliability of the overall process even though
only two reviewers were used as compared with four reviewers in the Cason et ul study. The
gattem of results for validity is similar. The validity of the observed mean ratings for the

igma Theta Tau data was lowest. However, calibration of Sigma Theta Tau ratings yielded
much greater improvements than those found in the other studies even though only two
reviewers reviewed each abstract. Had mean observed ratings been used for selection, the
Sigma Theta Tau review process would have been the weakest (i.., least reliable and valid)
of these studies. Using the calibrated ratings probably resulted in the Sigma Theta Tau
review process being the most valid among these studies.

Table 9
Reliability and Validity of the Peer Review Process

Number Reliabilitz Validity
of Observed Calibrated Observed Calibrated

Study Reviewers Rating  Rating Rating  Rating
Sigma Theta Tau 2 579 810 485 742
Cason et al (1986)

AERA 198 4 .768 813 595 650

AERA 1985 4 122 .790 532 619

AERA 1986 4, 739 .790 S54 .619
Marsh & Ball (1981) 3 670 683 509 S22

*Includes journal editor.

The availability of calibrated ratings to the Committee greatly eased the Committee’s
task: they no longer had to deal with ratings which were confounded by variation in reviewer
stringency (as occurs in the mean observed ratings® Abstract selection could be based on
ratings that more accurately reflected the quality of the abstract without regard to who
happened to have reviewed it. Use by the Abstract Selection Committee of these calibrated
ratings in making selection decisions greatly enhanced both the reliability and validity of the
peer review process.
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