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ABSTRACT

This report describes and evaluates the major computer software packages
capable of computing standard errors for statistics estimated from complex
samples. We first describe the problem and the proposed solutions. The
presently available software is then described in general terms. We then
present in detail the kinds of statistics available from each program and
discuss the methods of solution each employs. We then compare the program
documentation and ease of deck setup. The cost of acquiring and running the
programs is also discussed briefly. Appendix 1 contains technical papers on

the programs and Appendix 2 describes the major features and options of one

program more fully.
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Introduction

Methods ci hypothesis testing based on normal statistical theory provide
valid results when subjects are independently sampled from a well-defined
pop:lation. However, the cluster sampling methods routinely employed in
surveys do not, in general, provide independent observations. This is
because the probability of inclusion of a particular case is greater given
the irclusion of another unit from the same cluster. The inappropriate use
of statistical methods for independent observations will lead to an underes-
timate of the actual variance. Thus, confidence bounds for statistics will
be underestimated, and hypotheses may be falsely rejected by statistical
tests based on such calculations. Conversely, the use of stratification
variables can reduce the sampling variance for the variables correlated with
the stratification variables. In such cases, the use of statistics derived
for simple random samples will overestimate the error variance and create
the opposite kinds of errors.

Kish (1965) has developed a statistic which expresses fhe practical
effect of complex sampling. He defined the Design Effect .(DEFF) as the ratio
of the sampling error of an estimator taking into account complex sampling
tc the sampling error of the estimator assuming independent observations,
Statistics computed from sample surveys rypically have DEFF's greater than one
(Kish & Frankel, 1974). There is a strong consensus among survey researchers
that the probiém is important and needs to be given serious consideration
(Frankel, 1971; Fuller, 1975; Kalton, 1977).

Based on the large-scale empirical investigation of the effects of
cluster sampling done by Frankel (1971; see also Kish & Frankel, 1974), we
can make some general statements concerning its .ffact on sampling errors.

In general, design effects are larger for simple statistics such as totals
and ratios than for correlations and regression coefficients. Design effects
of two or greater are not uncommon. Although design effects vary within a
survey, the design effects for a given type of statistic (e.g., totals) are
reasonably consistent within a survey. However, the typical design effect

for totals may differ appreciably from the typical design effect for regres-

sion coefficients.
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Use of standard errors computed assuming a simple random sample (SRS)
results in a high Type I error rate; the methods for estimating standard
errors from clustered samples disussed in this report, in general, are
slightly conservative, but the magnitude of the error is small.

We know of four programs capable of computing standard errocrs for
statistics computed from complex samples. Two of the programs, SUPER CARP
and OSIRIS IV, are highly evolved and contain facilities -for handling a wide
range of problems. The two remaining programs are less well developed and
therefore handle a more fimited range of problems. It appears that any
improvements to these programs would simply result in the duplication of
features and options presently available in either or both SUPER CARP and
OSIRIS IV. Thus, it seems that the choice should be between the two most
completely developed programs. Before discussing SUPER CARP and OSIRIS IV
in detail, we will mention the two other programs and indicate their (rela-
tive) shortcomings.

A program SURREG, written by Shah, et al., uses the Taylor series method
(see below) to compute standard errors for regression coefficients. The
disadvantage of SURREG is that it does not handle simpler statistics such as
totals, means, ratios, proportions, and differences betweeen ratios (e.g.,
between subpopulations). 1In order to cover these areas, SURREG would have
to be used in combination with either SUPER CARP or OSIRIS IV. But since
SUPER CARP and OSIRIS IV already cover all the cas2s handled by SURREG, it
would seem to be superfluous. Furthermore, SUPER CARP handles the same
cases using the same method of solution and its coverage of regression is
more complete,

We are also aware of a program developed at WESTAT for computing sam-
pling errors for totals and ratios. It is written as a SAS proccdure NASSVAR
and uses balanced repeated replication methods (see below). We understand
that the program was written to analyze a particular survey; but it is suf-
ficiently flexible to be of some general interest. At present there is no
manual, but appropriate documentation could be assembled. We were unable to
test the program and, of course, could not review the documentation since no

"official" documentation exists,
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Our understanding is that the program is capable of computing a wide
variety of simple estimates and their sampling errors, such as totals, means,
ratios, differences between ratios. In its present: form, however, it is
muck: more cumbersome to use because the user must supply a design matrix
which defines the replicates. PROC MATRIX must be called before NASSVAR can
do its calculations. Furthermore, the balanced repeated replication tech-
aique requires that the sample be designed with two primary selections per
stratum. Since no other methods are programmed, this feature would require
the user to adjust the design of some surveys so that it conforms to this
rattern. That is, regardless of the "actual" design, the data input to the
program must have 2 PS per stratum, and an appropriate dsign matrix must
exist for the number of strata in the survey.

In addition, in its current version, it cannot be used for doing more
complicated analyses such as multiple linear regression. This is uecause
the statistic to be estimated must be programmed by the user. Thus, it is
really designed to handie univariate stat.stics only. However, if work on

this program continues, it could reach the stage of development of SUPER
CARP or OSIRIS.

Major Computer Programs for Computing Sampling Errors

SUPER CARP and OSIRIS IV are the only two programs that compute sam-
pling errors for both simple and complex statistics. Both programs have
been released for general use and one, OSIRIS, is a fully supportad program
package. Of the two, SUPER CARP is the more versatile and powerful. It has
more features and options than OSIRIS IV and also differs in that it uses
only one method for computing the sampling errors for all statistics. The
more unifieu treatment of the problem in SUPER CARP means that it can handle
surveys of any size and design within a single framework. The coverage of
the OSIRIS IV program is also broad, particularly with regard to the compu-
tation of standard errors for simple statistics, but for regression problems
the user has to attend to he method of solution appropriate for that prob-

lem. 1Its single most attractive method for regression problems, Balanced



Repeated Replications, is not available for "unbalanced" designs or for very
large balanced designs.

OSIRIS IV is a major statistical program package developed specifically
for the analysis of sample surveys. It features a free format control lan-
guage, general and flexible data cleaning and file manipulation facilities,
and numerous data analysis subprograms. The program contains facilities for
storing variable self-descriptors which name and label the variables, define
missing values, and name the values of the variable levels. This set of
descriptors is anwn as the OSIRIS "dictionary" and is stored separately from
the dataset. To carry out statistical analyses, both files are accessed.
The package also contains SAS to OSIRIS and SPSS to OSIRIS interfaces,
&SASFILE and SSFSSFILE. They permit the user to bring data stored in other
systems into OSIRIS IV without having to create the self-described dataset
manually. If several analyses in OSIRIS are anticipated, &SASFILE or
&SPSSFILE may be used to create a permanent OSIRLS dataset by simply pro-
viding the appropriate I/0 assignments. The program will then create and
store the OSIRIS dictionary for later use. Furthermore, both SAS and SPSS
can read OSIRIS datasets through PROC CONVERT and OSIRIS VARS, respectively.

OSIRIS IV is unique among the widely available packages in that the

variable self-descriptors can be augmented with codebook records and stored
online. The codebook may be printed out separately (e.g., for publication)

or the portion of the codebook describing the variables used in a statisti-
cal analysis can be listed on the printout along with the results. This

option is requested by simply setting the keyword PRINT equal to CODEBQOK on
the parameter cari,

A second unique feature of OSIRIS IV is that it contains highly evolved
and well integrated facilities for reading, storing, modifying, and ¢nalyz-
ing hierarchical datasets with variable length records. These facilities
‘make it possible to bypass complex and difficult data manazement steps which
have to be carried out manually on other packages. The OSIRIS IV package is
described in greater detail in Appendix 2,

SUPER CARP is a stand-alone program written in FORTRAN G and is based
on the method of solution given in Puller (1975). The control language is

fixed format, but since the program is more powerful and versatile than any



other, it is capable of carrying out analyses that would otherwise be impos-
sible. These special features will be described in the following section.
SUPER CARP is more difficult to use, both because the control language is
fixed format and because it does not contain interfaces to any package
programs.

The two programs, OSIRIS IV and SUPER CARP, use the same method of
solution for simple statistics (Taylor series expansion) but differ in how
they handle regression and correlation problems. SUPER CARP invariantly
uses Taylor series, while OSIRIS IV uses repeated replication techniques.

In OSIRIS IV, thr user has control over the type of repeated reﬁiication
tech- nique he or she wishes to use. Balanced repeated replications is a
built-in and preferred option. :

In OSIRIS IV the major features of SUPER CARP are split between two
subprograms, &PSALMS and SREPERR. The mcthods of solution are described in
Vinter (1980). &REPERR computes sampling errors for means, correlations,
and regression coefficients, while &PSALMS handles totals, ratios, and dif-
ferences between ratios. &PSALMS invariantly employs TAYLOR; SREPERR has
built-in options for Balanced Repeated Replications (BRR), Jackknife Repeated
Replications (JRR), and JRR with random selection uf two primary selections

per stratum. In addition, the user may define the replicates manually.
This requires the preparation of k cards, each defining a replicate.

Major Features and Options of OSIRIS IV and SUPER CARP

Table ) summarizes the statistics computed by these two programs; it is
clear that there is considerable overlap in coverage between OSIRIS IV and
SUPER CARP. However, SUPER CARP includes more complete facilities for
regression problems. The option for regression with a nested error structure
i.s appropriate for so-called "pooled cross-section" designs. They are common
in econometric research and have also been used by sociologists such as
Michael Hannon. The two-stage sample option computes the sampling variance

of all requested statistics as the sum of two components.



Table 1

Coverage of QSIRIS IV and SUPER CARP

SUPER CARP OSIRIS 1V
Statistic &PSALMS S&REPERR
Totals X X
Ratios X X

Means

>
>
>

Pifference between
wo ratios

Subropulation totals
Subpopulation ratios

Subpopulation Means

LT T T
O XM M

Subpopulation proportions

Test of independence
(contingency table)

s

Regression equations X X
Correlations X X

Standard errors of
above statistics X X X

Covariance matrix of
parameter estimates X X

Design effect X X

Standard errors assuming
simple randcm sample X X

Coefficient of variation X
Bias X

Cavariance of numerator
and denomenator X

Intraclass correlation X

Regression with nested
error structure X

2-stage camples X

Errors~in-variables
regression models X
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Most notably, SUPER CARP contains several so-called "errors-in-
variables" models based on the theoretical work of Fuller (1980; Fuller &
Hidiroglou, 1978). These models assume that the predictor variables ure
measured with error; multiple linear regression ordinarily assumes that the
predictors are mzasured perfectly. To use this feature, either the covari-
ance matrix of the errors or the reliabilities of the predictor variables
must be known (e.g., from previous research). The user must input the matrix
or a function of the reliabilities. SUPER CARP does not estimate the reli-
abilities of the predictors, as does a program such as LISREL. It does allow
the user to provide estimated, rather than known, error variances for the
predictors. 1In effect, the program disattenuates the regression equation.

In general, the effect of measurement error is a reduction of the abso-
lute level of the regression coefficient in relation to its expected value
in the absence of error (Fuller, 1975). This feature of SUPER CARP is also
of obvious value in studies u3zing simple random sampling; it is possible to
use the errors-in-variables option in the program independently of the
options for handling clustered sampling. Thus, SUPER CARP handles two prob-
lems which frequently arise in survey werk: cluster sampling and errors-in-
variables.

OSIRIS IV, on the other hand, computes several useful diagnostic sta-
tistics that are missing from SUPER CARP's output. These include the Design
Effect, the square root of the Design Effect, the bias of a ratio estimate,
the coefficient of variation (if the coefficient of variation of the denome-
nator is greater than .15 & warning is prirted), and the intraclass corre-
lation. The Design Effect, in particular, is a well-known statistic that is
frequently reported as an indicator of the effect of the cluster sampling.
To obtain the Design Effect using SUPER CARP, one has to rerun the problem
in a standard package program and form the ratio of standard errors manually

from the information in both printouts.



Methcds of Computing Sampling Errors for Complex Samples

Taylor Series Expansion

The first wethod of estimating sampling errors is the Taylor series
expansion of the first-order statistic (TAYLOR). This method relies on a
model and makes certain assumptions regarding the adequacy of the model.
Using this method, a statistic is expressed as a polynomial using the Taylor
series expansibn. The approximate variance of the statistic can then be
obtained by using ouly the linear terms of this expansion.* In computing an
estimate of tﬁe variance of the mean, for example, this approach recognizes
that there is variance associated with both the summed variable as well as
the count variable. The formulas provide a metkod of approximating this
variance estimate. Appendix 1 contains the paper by Professor Fuller which
gives the expressions used in SUPER CARP.

In the past the major difficulty with TAYLOR was that it was difficult
to apply for more complicated statistics such as correlations and regression
coefficients. The general formulas are given in Tepping (1968), but these
expressions are cumbersome for complex‘statistics. This has limited the use
of TAYLOR to simple statistics where it performs effectively. We will refer

to the implementation of TAYLOR using the analytic formulas of Tepping as
TAYLOR-A.

* The Taylor series expansion is a classical method for approximating a func-
tion and is used extensively in numerical analysis. The basic idea is that

a function, £, of a variable (e.g., f can be the mean) can be approximated
by the polynomial series

£(x) = £00) + £ (Dx + £ () x2 + . .. £ Doy L 4 g

. n=- .

Where £(0) is the value of the function at zero
£°(0)x is the first derivative of x at zero, etc. and
E is the remainder.

Extensive work with the Taylor series method has indicated that a satis-
factory approximation to f can frequently be obtained by using only the
linear terms of the series; that is, terms in the polynomial beyond the
first derivative are ignored. The sampling variance of a first-order
statistic, such as a total, is estimated from the sampling variance of the
first degree terms of the Taylor series expansion. The main assvmption of
the model is that this constitutes an adequate ‘approximation.

8-
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The OSIRIS IV subprogram &PSALMS uses TAYLOR-A to estimate sampling
errors of ratios, ratio means, cotals, and differences between ratios (e.g.,
differences between subclasses). The ratios are typically means or propor-
tions. A second OSIRIS IV subprogram, SREPERR, uses repeated replication
methods to handle means, correlations, and regression coefficients.

Recently, numerical methods of approximating the covariance matrix of
regression coefficients have been developed (Fuller, 1975; Woodruff & Causey,
1976). This work makes it considerably easier to implement TAYLOR on the
computer. Prior to this, TAYLOR had been regarded as a reasonable method
only for simple linear estimators such as means and totals, sinée the ana-
lytic expressions of Tepping posed considerable computing difficulties. But
the numerical methods make TAYLOR feasible for other statistics. The pro-
gram SUPER CARP makes use of the simple numerical estimates given by Fuller

(1975). We will refer to this method as TAYLOR-N.

Repeated Replications

The second approach is known as "repeated replications." Unlike the
Taylor series expansion, this method is not model dependent and relies on
the "brute force" computing power available on modern computers. With this
approach, the variance of a statistic is estimated using the variability
among k replicates of the full study. Each replicate is crected by exclud-
. ing a subsample of primary selections (PS) in the dataset. The idea is for
each replication to reproduce, except for size, the design of the enfiire
study. The statiastic of interest is then estimated for the whole sample and
for each replication. The variability among these estimates is used to
estimate the variance of the statistic. Naturally, the precision of this
estimate increases as more and more replicates are created. For large
designs with many strata and PS's, the cost of using all possible replicates
can become excessive. For that reason, several ways of selecting certain
replicates have been developed. The aim of these strategies is to obtain as
precise an estimate of the variance as possible with the feﬁest replicates,

The best known and most attractive method of selecting replicates is
known as balanced half-samples or Balanced Repeated Replications (Kish §
Frankel, 1970). - BRR is actually a strategy for both survey design and
analysis. It requires exactly two PS per stratum. Each replicate (half-

sample) is formed by taking one of the two PS's in each of the H strata.

-9-
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The replicétes are selected in suci a wav that they are mutually orthogonal.
This pattern of selection is based on sets of orthogonal design matrices
(Hadamard matrices) developed by Plackett and Burman (1946). By choosing
balanced half-samples, the number of replicates needed to gain full preci-
sion can be reduced considerably. With two PS in each of H strata, a total
of ZH pussible raplicates exist. However, the maximum number of balanced
half-samples needed is the smallest number equal to or greater than H which
is divisible by four. McCarthy (1966) showed formally that, for linear
estimators, such balanced replications give the same precision as can be
obtained by takihg all ZH replications. This result does not hold exactly
for more complicated estimators (e.g., correlations, regression coefficients,
etc.) but Kish and Frankel (1974) conjecture that it holds approximately.

The &REPERR program uses the Hadamard matrices in Plackett and Burman.
This restricts the use of BRR to datasets with between 4 and 88 strata.

This was the largest Hadamard matrix known in 1946. Since then other methods
of constructing Hadamard matrices have been developed so that BRR, in theory,
can be extended to other designs. However, these more recently discovered
matrices are not built into &REPERR. Currently the only way to use them is
to read the design matrix in manually. Obviously the program could be
modified to incorporate these matrices. The following discussion describes
some of these new applications.

Because of the attractive properties of orthogonal balance, several
workers have extended this idea to other designs. Gurney and Jewett (1975)
have generalized BRR to the case of p PS per stratum, where p is any prime
number. They give a numerical example that employs 110 strata and three PS
per stratum. We will refer to this method as Generalized BRR (GBRR).

Two workers bave addressed the problem of reducing the number of
required replicat:ions when H is lafge. Mellor (1973; see also Cochran,
1279) and Lee (1972) have developed a class of so-called Partially Balanced
Repeated Replications (PBKR). PBRR can be applied with two PS per stratum,
or, when combined with the methods of Gurney and Jewétt, p PS per stratum.
First, the total number of strata is divided into groups with approximately
H/g strata per group. Then a fully balanced set of replications 1is used
within each group. The resulting complete set of replications is not fully
balanced (across groups) but i1s balanced within groups. Precision is high-

est when g is chosen small (e.g., g=2), but costs increase as g decreases.
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Lee (1973) gives some guidelines on the selection of the PBRR desizns in
comparison to the corresponding BRR design.

Aiso, Hadamard matrices larger than order 88 have been discovered.
Currently, Hadamard matirices of order 200+ have been shown to exist, althOugh
there are gaps in the sequence. Thus, the conventional design of two PS per
stratum can be analyzed by BRR when the number of strata is larger than 88.

When it is impossible tc apply any of the balanced or partially balanced
methods because the design itself is unbalanced, the Jackkrifing method is
available (JRR). With this method, replicates are formed by omitting one PS
per replication and reweighting the other PS's in that stratum, until all PS
have been omitted. Thus, it can be applied when there are different numbers
of PS within the strata. However, the resulting replicates are not orthogo-
nal. &REPERR contains built-in options for JRR and for JRR with random
selection of two PS per stratum, an option intended for use with designs
with .a large number of strata. Using this option, &REPERR can handle
designs with many more than 88 strata.

Comparison of Accuracy of the Methods

A large scale study of TAYLOR-A, BRR, and JRR was undertaken by Frankel
(1971; see also Kish & Frankel, 1974). Frankel used an actual dataset (the
Current Population Survey) and evaluated the methods on both simple linear
statistics as well as regression coefficients and correlations. He also
varied thenumber of gtrata in the design (6, 12, and 30). The performance
of these ﬁethods was evaluated using total error and distribution of t-ratios
as criteria. All three methods gave good results. TAYLOR-A gave slightly
lower mean squared error but slightly higher bias, while BRR had the most
accurate distributicn of t-ratios. No method was clearly better or worse
than the others.

Woodruff and Causey (1976) compared TAYLOR-N with the three methods
studied by Frankel. They also used the CPS dataset studied by Frankel.
However, they extended the investigation to include designs with many more
strata. They reported results for 6, 12, 30, 90, 270, and 810 strata
designs. These findings are consistent with Frankel's: BRR again was the

best using the t-ratio criteriocn and Taylor series methods the worst. No
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clear differences between TAYLOR-N and TAYLOR-A were found. TAYLOR-A was
very slightly superior to TAYLOR-N for the cases in which both were com-
puted. However, the performance of TAYLOR-N improved as the number of
strata increased. Using the distribution of t-ratios criterion, the per-
foriiance of TAYLOR-N was excellent, when the design had 90 or more strata.
This is significant since repeated replication methods become costly for
large designs.

The most important message from this work is that all the above methods
provide good results. It is not reasonable to select or rule out any pro-
gram solely on the basis of the accuracy of its estimation method. The
research reviewed here shows that the differenc:s among competing methods
are slight aad are dependent on feztures of the particular design as well as
criterion used. TAYLOR series methods do worse than BRR when the design has
few sirata, but this difference disappears as the number of strata increases.
Fuzthermore, TAYLOR-N methods are both available and economically attractive
when the design is larger than can be analyzed by 3RR. Also, the research
to date has only used a single dataset; characteristics of the dataset such
as the degree of interdependence among the observations (i.e., the 1ntracla§s
correlation) can be expected to affect the performance of the estimators.
Because tnese methods are designed to deal with a problem that does not lend
itself to "airtight" analytic investigation, it is not really poisible to
make a definitive statement regarding the superiority of one of the methods.

It should also be mentioned that Lee (1973) reported on the performance
of PBRR in comparison to BRR. He found that the "best"” PBRR designs sacri-
ficed little in precision (about 12%), but an improperly comstructed PBRR
could be extremely inefficient. No comparisons between replication tech-

niques and TAYLOR were reported.

Cost

In repeated replication methods, both cost and accuracy is a function
of the cumber of PS (i.e., the number of replicates). It is thought that
somewhere between 40 and 100 repiicates are needed to achieve acceptable

preclsion. With large problems the cost can be high. - The cost of the TAYLOR
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method is relatively independent cf the number of PS's. SUPER CARP, in par-
ticular, is quite inexpensive--certaiuly on par with the cost of a compar-
able analysis in a SPSS regression. In this regard, SUPER CARP appears to
be superior to SREPERR.

We were unable to formally test all the programs, mainly because the
OSIRIS package is presently not available to us. To do a proper evaluation
of the costs of running each program it is necessary to install both on the
same computer, preferably the computer NCES intends to use. To do this, the
OSIRIS package must be acquired. However, we have set up a computer account
on the Michigan computer system if some testing is called for prior to
acquisition.

SAGE owns a copy of SUPER CARP. We tested it on a NAEP dataset con-
sisting of approximateiy 1000 cases and 110 strata. A regression analysis
Was carried out on hoth SUPER CARP and SAS using a dozen predictors. The
cost of the SUPER CARP job was comparable to the SAS run, despite the extra
computations carvied out by SUPER CARP. In this respect, its performance
Was most impressive since a problem with a large number of strata can be

expensive when carried out using repeated replication techniques.

Documentation and Ease of Use

OSIRIS IV has been written to run interactively under MTS (Michigan
Terminal System), the special operating system at the University of Michigan.
Thus, considerable effort has already been expended in the area of user con-
venience. The package features a free format keyword oriented control lan-
guage, many default options, and mnemonic devices. The language is similar
to that of SAS with the following major differences: (1) the "&" is used
instead of the term "PROC", (2) parameters appear on a separate card instead
of on the first card, and (3) the ";" is not used as a delimiter. ("Nothing"
is the default delimiter, but the user can set "something”, including the
"s", as the delimiter.)

User convenience has not been given any priority in the development of
SUPER CARP. Its main virtue is that it contains "state of the art” features
for analyzing complex survey data. Unfortunately, the deck setup is entirely
fixed format and does not employ default options to handle standard cases.
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The labeling of variables and program output is more limited iz SUPER
CARP. Variable names are limited to 8 characters and po value labels are
permitted. The pregram title is limited to 15 characters. OSIRIS variable
names can be up to 24 characters and value labels up to 8 characters. The
program title can be up to 100 characters and an unlimited number of comment
statements can be used. Furthermore, supplementing the OSIRIS dictionary
with codebook records permits virtually unlimited documentation of the
variables. There is no limit to the number of codebook records per vari-
able, and provisions have bez2n made for stocing a great deal of informatiou
on each variable, such as frequency distributions and miscellaneous remarks
concerning problems with variables (e.g., bad coding, inconsistent coding,

. ete).

The current documentation for the two programs reflects their differing
origins and intended audience. The SUPER CARP manual is longer and more
complete than the &REPERR and &PSALMS writeups and contains all the techni-
cal details on the methods of solution uscd in the program. It is néarly
200 pages long and contains several example problems. The examples include
an explanation of the problem, the deck setup, and the output. Instructions
for setting up the control cards are complete and fairly easy to follow, but
since it is a fixed format program with many features and options it is easy
to make errors (e.g., entering a number in the wrong column or inadvertently
requesting an uﬁwanted option). Checking a deck setup must be doue with the
manual at hand since no mnemonic devices are used. Clearly, the doc'menta-
tion is intended for the experienced programrer who is also knowledgeable in
statistics and 18 not afraid of technical statistical jargon.

The manual ig divided up into sectirns on program input (i.e., deck
setup), program algorithms, miscellaneous uses (e.g., special applications
such as contingency tables), and examples. The section on program input is
similar in gstyle to the writeup for the old BMD (fixed format) package. For
example, the user selects the type of analysig by specifying a number, e.g.,
"1" for regression analysis, “3" for total estimation, etc.

OSIRIS 1V is intended for a larger and less technically sophisticated
audience. The documentation excludes the technical details on the methods
of solution (i.e., formulas) but this information is available elsewhere.
The style of the documentation is more similar to SAS than other packages,
but it is of much higher quality. That is, essential details are not
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onitted and the package is more logically thought out. Each subprogram
writeup is structured so that it is easy to use the manual as a reference.
The sections within each subprogram writeup are:
(1) General Description - A short paragraph describing the main
function of the program.

(2) Special Terminology - a glossary for technical terms used in
the writeup, e.g., "Design Effect”.

(3) Command Features - describes in detail the features and
options in the program.

(4) Special features (optional) - describes extra features of
program such as writing residuals to an output file.

(5) Printed Output - describes every statistic appearing in the
output with page estimates.

(6) Inpnt data - describes the options for the input of data,
€.8., raw data or matrix input.

(7) Restrictions (optional) - limits, if any, to size of problem.

(8) Control Statements - Gives the directions for setting up the
control cards.

(9) Examples - example deck setups and explanation of the

problem.

Several example problems are given for each program. The examples
include a brief descriptiod of the analysis and the deck setup only (no
output). However, the previous version of OSIRIS provided a separate
volume of the manual that contained sample outputs only. Perhaps OSIRIS IV
well eventually be so documented.

To further demonstrate the control language of these programs, we now
11lustrate how each program can be used to do the same calculations. This
is, essentially, the first example in the SUPE™ CARP manual.

The following SUPER CARP deck setup illustrates the estimation of
totals, ratios, and mulfiple regression equations. This is followed by an
OSIRIS deck se.up which computes the same statistics.
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EXAMPLE 1 91 4 10 41
(FORTRAN FORMAT CARD)

Y X1 X2 X3
0
.10 .05
9
(DATA CARDS)
3 2
1 2
2 2
1 5
1 4 1 1 1
1 5 3 4
2
3 4
1 3 1 o0
1 2 4
(ENDFILE)

The explanation of these control cards is given in the following four
pages, taken from the manual. The control language is typical of special-
ized stand-alone statistical programs: A few cards are used to "set up" the
problem (Parameter card, format card, variable label card) and these are
followed by an unlimited number of "analysis packets" which request specific

data analyses.
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Explanation of Super Carp as Taken from the ProgramlManual

Record 1: PARAMETER CARD

Columns - Coding Comments
1-16 Example No. 1  Title for output
20-24 9 Number of observations
2% 1 Stratum sampiing rates will be read in
34-35 L Number of variables read in
L2 1 Program will generate variable 5 as a column
of 1's, variable 5 will be named INTERCPT
LYy 0 Full survey type - (stratum, cluster and
weight read in)
L6417 L Number of analyses to be performed
48 1 11 data to be listed in output
Record 2: FORMAT CARD
Columns Coding
1~21 (2(11, - 1X), 5(F2.0, 1X))
Record 2a: VARIABIE NAME CARD
Columns Coding Comments
1-8 Y Depzndent variable
9-16 X1
17-24 X2 Independent variables
25-32 X3 ’
Record 3: SCREENING CARD
Column Coding Comments
2 0 No screening required
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Record 4: SAMPLING RATES CARD 1

Columns Coding Comments
1-8 0.10 Sampling rate for stratum 1
9-16 0.05 Sampling rate for stratum 2

Record 4: SAMPLING RATES CARD 2

Column Coding Comments
8 9 Indicates end of sampling rates
DATA

Data are entered on Cards in the specified input format.

Record 5: ANALYSIS CARD 1

Columns Coding Comments
4 3 Total estimation
8 2 Number of variables to be included in analysis

Record 6: VARIABIE IDENTIFICATION CARD 1

Column Coding Comments
L 1 Y total to be obtained
8 2 X1 total to be obtained

Record 5: ANALYSIS CARD 2

Columns Coding Comments
4 2 Ratio estimation
8 2 Number of variables to be included in analysis

Record 6: VARIABLE IDENTIFICATION CARD 2

Columns Coding Comments
4 1 Y 1is variable in numerator of the ratio
8 5 ' INTERCPT is variable in dencminator of the
ratio
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Record 5: ANALYSIS CARD 3

Columns Coding Comments

4 1 Regression
8 b ' Number of variables to be included in
'analysis
12 1 Weighted least sQuares
16 1 Intercept indicator is required
28 1 1 F-test is required

Record 6: VARIABLE IDENTIFICATION CARD 3

Columns : Coding Comments
L 1 Y is dependent variable
8 5 INTERCPT is always listed after dependent variable
12 3 X2 Other independent variabiles
16 L X3
Record €c: NUMBER OF COEFFICIENTS TO BE TESTED
Colums - Coding . Comments
L 2 . 2 coefficients are to be tested
Record 6d: IDENTIFICATION OF COEFFICIENTS TO BE TESTED
Columns - Coding
L 3 X2 Variables whose regression
8 4 X3 coefficients are to be tested
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Record 5: ANALYSIS CARD 4

Columns Coding Comments
L 1 Regression
8 3 Number of variables to be i-:luzi2f =
analysis
12 1 Weighted least squares
16 0 Wo intercept in the regressicc

Record 6: VARIABIE IDENTIFICATION CARD

Columns Coding Comments
4 1 Y is dependent wvariable
8. 2 X1

independent variables
12 b
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The OSIRIS deck setup is more typical of a mcdern program package. A
convention of the OSIRIS package is that variables are identified by vari-
able number in the deck setup and by name in the output. The OSIRIS dic-

tionary is included to clarify the meaning of the control cards. Comments on
each control card are contained in brackets.

&DICT [Calls the program which creates
the self descriptors]
Create self-descriptors fc. the SUPER CARP example [Label card]

PRINT=DICT [Parameter card = prirt input
dictionary]
V=1 NAME=STRATUM COL=1 [Variable descriptors
’ 3 indicate starting
V=2 NAME='PRIMARY SELECTION' COL=3 column number and variable
V=3 NAME='CASE WEIGHT' COL=5 width. Width defaulte to 1
V=4 NAME='DEPENDENT VARIABLE' COL=8 W=2 1if omitted. COL spec defaults
Va5 NAME='PREDICTOR 1' to previous spec plus value
V=6 NAME='PREDICTOR 2! of WIDTH]
V=7 NAME='PREDICTOR 3!
&END [End of &DICT specs. Optional in batch mode, needed
in interactive mode]
&RECODE [Invokes OSIRIS r-:ode facility]
R1l=1 [Variable R1 is set equal to constant 1]
&END ’
&PSALMS [Invokes &PSALMS]
ratio and total estimation [Title card]
WIVAR=V3 SECU=V2 STRATUM=V1 [parameter card identifies
] first three vars)
STRATA=1,2 SECU=6,3 MODEL=MULT [Use strata 1 and 2 containing 6

and 3 SECU's]
NAME='TOTAL Y' PAR=V4/R1 CONSTANT=9 [Each card defines a population
NAME='TOTAL PREDICTOR 1' PAR=V5/R1 CONSTANT=9 parameter to be astimated.
NAME='MEAN Y' PAR=V4/R1 It is defined using the

PAR keyword ]
&END
SREPERR [Invokes SREPERR]
multiple linear regression using repeated replications
STRATA=V1 SECU=V2 WTVAR=V3 VAKS=V4=V7 PRINT=REP - [Paraneter card.Dash
is used to indicate

continuation]
STATS=( MEANS , CORR ,MULTR)
STRATUM=1,2 SECU=6,3 MODEL=JKY [Defines strata and model to be used]
DEPVaV4 VARS=V5-V7 [Specifies the vars. in regression]

Aside from the differences caused by the fixed format versus keyword
based control cards, several other features of the programe merit comment.
The underlying structure of SUPER CARP is such that it could be converted to




a very convenient program by replacing the fixed format control language. A
single method is used to handle all types of problems, and it is easy to
request a wide variety of different analyses for the whole sample as well as
any number of subpopulations in the same run. However, the lack of a free
format keyword oriented control language makes access to these features
relatively inconvenient.

OSIRIS &PSALMS appears to have already capitalized om the power of the
Taylor series method as well as the ease of use of a modern keyword language.
This particular example hardly begins to illustrate the range of analyses
that can be conveniently carried out with the program. As with SUPER CARP,
a single run can calculate any number of different estimates for both the
total- sample and an unlimited number of subpopulations. In &PSALMS both the
estimates and the subpopulations can be labeled, supplementing the labeling
provided by the dictionary and codebook.

The &REPERR program permits the user to request an unlimited number of
regression analyses within a single run. Each regression analysis may be
given itx own label (up to 32 characters). However, it does not permit the
‘user to analyze different subsets of thé data within the same run, as does
&PSAIMS and SUPER CARP. To accomplish this, the user must invoke the &REPERR
program once for each subset of the data he or she wishes to analyze.

When the BRR method is not being used, &REPERR is slightly less con-~
venient to set up because the user has to provide the number of primary
sele:tions within each stratum (The BRR option, of course, assumes there are
two). For very large designs this can become tedious. SUPER CARP does not
require the user to furnish this information. This, of course, is gtill far
more convenient than a repeated replications program such as the WESTAT
program, which, at present, requires the user to input the Placke;t-Burman
design matrix for every problem.

Both OSIRIS programs, of course, permit the user to analyze any subset
of the total number of variables in the dataset. The variables denoting the
strata, primary selections, and case welights can appear anywhere in the file
and are identified on the parameter card. SUPER CARP, at present, requires
these variables to appear first in the dataset and in that order; they are
identified by their location in the file.
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Availability

We already have the SUPER CARP program, manual, and relevant literature.
It can easily be installed on any IBM or IBM compatabile machine such as
COMNET or NIH. For another AIR project, we installed it on the Stanford IBM
370/3081 without difficulty.

OSIRIS 1V is available from the Institute for Social Research. The cost
of ﬁhe program and terms of the agreement are given in Appendix 2. It also
can be installed on an IBM or IBM compatable machine. OSIRIS IV operates
in batch mode under a conventional operating system gsuch as at NIH or COMNET.

Another option i8 to use OSIRIS IV at the University of Michigan via
TELENET. However, this would entail moving from one system to another and
create logistical problems in obtaining hardcopy output. The advantage is
that OSIRIS IV runs in a true interactive environment at Michigan, and JCL
system commands have been replaced with a simple mnemonic keyword language.
No system commands at all are needed to access disk files, because the
operating system is capable of reading I/0 assignment statements on program
control cards. Tape files may be read after issuing the $MOUNT command.

When using ﬁhe computer interactively, system (MIS) commands may be issued
at any point in the job stream; control will automatically be returned to

MIS and then be returned to the program package when the reaquested task is
completed.

Possible Modifications

f course, the major disadvantages of SUPER CARP are its antiquated
control language and its status as a "stand-alone" program. These problems
would be completely overcome if SUPER CARP were brought into SAS as a pro-
cedure. In the fall (1981) Professor Fuller told us that SAS is, indeed,
pianning to incorporate SUPER CARP into their p:ogfam as a fully supportad
subprogram. However, they indicated that the conversion would not take
place until they had hired an additional programmer. We attempted to con-
tact Professor Fuller in June regarding any progress made by SAS. We were
told that he was out of the country until July, but a graduate student
involved in the development of SUPER CARP told us that he had interviewed
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for the SAS position and it was still not filled. Thus, work on converting
SUPER CARP to an SAS procedure apparently has not started.

Converting SUPER CARP to an SAS procedure is a task SAGE can undertake
if NCES indicates a need for its additional features. However, we will want
to discuss this with Professor Fuller upon his return to the U.S. before
taking responsibility for beginning this work.

Summary

Clearly, the two major programs reviewed here appear to be very scund
alternatives. Both programs compute sampling errors for a wide variety of
statistics, use proven methods of solution, and are adaptable to a wide
variety of sampling designs. However, each program's special strengiths lie
in different areas. SUPER CARP's uyse of the Taylor geries expansion means
that it can handle surveys of any siée and design without the user's having
to worry about choosing an appropriate method or provide the program with
additional information about the survey design. TAYLOR-N seems to be an
especially sound method for doing multiple linear regression on large
designs, e.g., over 100 strata. If NCES has a special need for regression
analyses on these large designs, SUPER CARP would appear to be the program
of choiqe. Of course, SUPER CARP also contains facilities for doing spe-
cialized analyses such as errors-in-variables models that are not available
in any other program.

OSIRIS IV, on the other hand, is far stronger in the areas of user cou-
venience and Elarity of the documentation (to the non-gsophisticated user).
The &SASFILE and &SPSSFILE commands give users inmediate and easy access to
data stored in other systems and data stored initially in OSIRIS can easily
be analyzed in SAS or SPSS via their interfaces. The keyword oriented con-
trol language makes the program much easier to learn and use. &PSALMS, in
particular, is a very attractive program, because it combines the power and
flexibility of the Taylor series method with the keyword oriented control
language of a modern package program. If NCES'S needs lie mainly in the
areas covered by &PSALMS, it would seem to be the program of choice. &REPERR
can be relatively tedious to set up for large unmbalanced problems, but the

program is capable of handling a wide variety of designs. The built in
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options for Jackknife repeated replications and Jackknife repeated replica-
tions with random selection of two PS per stratum prcvide for regressfon
analyses of large unbalanced designs; however these analyses are likely to
be more expensive than the corresponding analyses in SUPER CARP.

Because OSIRIS is designed specifically to manage and analyze large-
scale surveys, it contains other special features that are especially valu—
able to the survey researcher. The package is very obviously more fully
self-documenting than any other program. The dictionary and codebook
records may be stored jointly and accessed by any analysis program so that
each run is fully and permanently documented. Also, the package offers very
efficient ways of storing and managiig large files. The portions of the
program dealing with so-called structuraed files permit the user to store
hierarchical datasets by storing each datapoint only once and without pad-
ding a dataset with missing values to make it rectangular. Furthermore, the
package offers a wide variety of storage modes to maximize efficiency. For
example, questionnaire response data can be stored in hali-byte integer mode
(4 bits); the most compact storage mode Tor numeric data available in SAS is
two-byte (16 bits). For a dataset consisting of hundreds of such variables,
the reduction in storage costs can be considerable.

Many of these advantages of OSIRIS would be offset if SUPER CARP were
brought into SAS. 1In the long run, it appears very likely that this will
happen. Ir the short run, however, it is unlikely that the staff cf SAS
will complete the conversion. It is in this area that SAGE may be able to

help if NCES decides that SUPER CARP best meets their needs.
' It is emphasized that since no method of solution has been shown to be
clearly more accurate than ancther, this should not be a majoer deciding
factor. In fact, program authors tend to choose one method over another
for reasons of convenience rather than quality. It was decided to use Taylor
series methods in SUPER CARP because of its great flexibiljty. It can be
applied to any size survey no matter how large or unbalanced. OSIRIS uses
Taylor series methods in &PSALMS for iargely the seme reasons, but used
repeated replications to handle regression problems because those workers
did not have access to the numerical methods developed by Fuller or Woodruff
and Causey. Finally, repeated replication methods were used by WESTAT
because it is a simple "brute force” procedure that can be applied to aay

statistic the user may care to estimate. OQur judgment is that a choice of
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software should be made on the basis of NCES's specific needs (e.g., types

of statistics needed, design of surveys, sophistication of programme - ,

etc.) rather than on the basis of any 'intrinsic" superiority of one approach
over another.

As a final note, it should be recognized that our testing of the pro-
grams has been necessarily limited due to the short time available to pre-
pare this report. Prior to making a final selection of.programs, some Monte
Carlo simulations to evaluate the accuracy of the methods or analyses of .real
data could be conducted using all available programs. Such testing would
help determine the costs »f using each program as well as the value of

various unique features available in each package.
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REGRESSION ANALYSIS FOR SAMPLE SURVEY

By WAYNE A. FULLER*
Towa State University

SUMMARY. Woe investigate the estimation of regression equutions for a sample selected
from a finite population. In all derivations, the finite populatior. is treated as a sample from an
infinite population. Tha regression coefficionts ate shown to be asymptotically normal, given
mild assumptions. Relatively simple expressions for the coveriance matrix of the regrassion
coefficients are presented.

Procedures for eatimating the structural parameters in the presence of response error are pre-
sented. Given knowledge of the response variance, the comptitations required to estimate the
structural parameters and their standard errors are essentially equivalent to those vequired for the
coreputation of the regression coefficient and its standard error in the absence of response error.

!. InNTRODUCTION

In many scientific investigations, regression equations are computed
for survey data. Fxamples of such studies include a consumption function
for textiles where consumption is expressed as a function of income and occu-
pation, a production function where farm output is expressed as a function
of land and other inputs, and a function relating leisure activity to age and
education. B

The comparison of domain means is a kind of regression analysis wherein
the independent variables take on only discrete values, such as 0 and 1. The
survey literature, beginning in the 1950’s (Yates, 1949) contains considerable
material on the estimation of domain means and their differences. The terms,
analytic studies (see Hartley, 1959) and analytic surveys, have become part
of the survey statistician’s vocabulary. Other than the work on analytic
‘surveys there is very little literaturc dealing with the estimation of regression
equations from survey data. One exception is the discussion of Deming (1950)
wherein the problems of identifying the popualation for which inferences are
desired is discussed.

Konijn (1962) considered the problem of estimating a regression equation
from survey data. Givena population of N clusters of size M, i = 1, 2, vy N,
he assumed that the elements in each cluster were a random sample froin an
infinite population satisfying the usual linear model, y = u-tpix,i=1,2,..N

. m—— i ——
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118 WAY\’E A. FULLER

Konijn defined the p'umucters of interest to be the weighted average
of the N cluster parameters, where the w mfrhtq wme the cluster sizes, Thus,

the slope paraineter of interest was g = ( pX .M‘) Hfﬂg Given a sample

Tl
of elements in each of a sample of n clusters, the quﬂfrest«ed estimators were

the weighted average of the n sample regression estimators computed for the
n clusters.  Under the mudel, the estimators are unbiased for @ and g The
variance expression contained a component associated with the variability of
the B; as estimators of B; and a component arising from the fact that a sample
of the g is chosen from the finite population of 4.

Frankel (1971) studied the empirical behavior of multiple regression coeffi-
cients computed from a cluster sample. The data were a sample of U.S.
households collected by the U.S. Burcau of the Census in the March 1967
Current Population Survey. In Frankel's study, the objective of the regres-
sion analysis was the estimnation of the finite population parameters as defined
by the finite population moments. For the data studied by Frankel, the
simple least squares estimators computed from an equal probability cluster
sample displayed little bias, but the usual least squares estimate of varjance
. nnderestimated the sampling variance by about 10 per cent.

In Frankel’s study, variance estimators based on Taylor approximations,
© on halanced repeated replication and on jack-knife repeated replications,
all gave reasonable estimates of the variance of the estimated regression
coefficients.

There has been little explicit analytic treatment of the sampling properties
of regression ccefficients in the sampling literature. Frankel (1971) used the
Taylor approximations to the variance suggested by Tepping (1968). In the
general form presented by ' Lepping, these formulas are cumbersome for multiple
regression equatious As we. shall see, rather simple representafions are
possible_for “the “estimated_¢ tovariance matrix of the regression coefficients.

It is fecognized that much data collected in sample surveys, particularly
that colleatad from hum“n respondents, are subject to measurement error.
The UN: Buraau of the Census (1972) has reported estimates of the response
variancw, 48 & percenvage of % botal variance, that range from 0.5 to 40 per cent.
Battese et al. (1972) Teport response variances of a similar magnitude for items
associated with farm ‘operations. '

In a simple rogression, the effect of uncorrelated response error in the
independent variable is a reduction in the absolute value of the expected value
of the regression coefficient relative to the expected value in the absence of
response error. If the response errors in the independent and dependent
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variables are correlated, the bias is increased or decreased, depending upon
the signs of the error correlation and of the regression coefficient. Cochran
(1968) and Chai (1971) discussed the effect of response variance on regression
statistics. Fuller (1971) has investigated the properties of errors in variables

estimators of regression parameters under the assumption of an infinite mcdel
‘with normal errors.

We shall consider the estimation of regression equations from samples
selected from finite populations. It shall be assumed that the finite popula-
tion is a random sample from &n infinite population.

.

Assuming that the covariance matrix of the response errors is known,
we present an estimator of the regression coefficients under a model that does
not assure identically distributed response errors for each respoudent.

2. LIMITING DISTRIBUTION OF THE VECTOR OF REGRESSION COEFFICIENTS

To investigate the behaviour of the estimator of the finite population
regression coefficient, it seenis necessary to make distributional assumptions
or (and) to use large sample approximations. In this section, we investigate
the limiting behavior of the estimated coefficients as both the sample size
and the population size become large.

In investigating limiting properties of estimators, one must specify a
sequence of inite populations and samples from these populations. One
procedure, and that followed by Hsjek (1960) and Madow (1948), is to
treat the sequence of finite populations as a sequence of fixed numbers
possessing certain well defined limiting properties. The required limits are
roughly analogous to the existence of moments. An alternative approach,
and the one we adopt, is to assume that the finite population is a random sample
from a multivariate infinite population with finite fourth moments. It is also
assumed that the covaviance matrix of this multivariate population is positive
definite.

We define the finite population vector of (p+ 1) regression eoefficients by

B = Q3'Ay; o (1)
and the infinite population vector of coefficients by
B = Q1H, e (2)

where the rs-th, r,8 = 0, 1, 2, ..., p, elements of Qn and @ are

N
qNrs = N™1 21 TirTes.

Qrs = E{xtr-'fu}.
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respectively, the s-th elements of Hy and K are
N
hys = N2 zy,,
=1
k, = E{Ttsy(},
respectively, and xy, = 1.

The sample estimator of A, based upon a simple random s& mple of size
n, is given by

b= QN NG
where the rs-th element of Q, is
n -
Qnrs = 171 3 xypxys, r,s =140, . 2 5
fm]

and the s-th element of H . 18

Bpg = n~1 :'21 Zuy, $=0,1,% ...,0p.

Theorem 1: [Let {£,:n=1,2, ...} be a sequence of finite populations,
where £, 18 a random sample of size N, N, > N,_,, selected from a p-dimensional
infinite population. Assuine the infinite population possesses Jinite fourth moments
and a positive definite covariance matriz. Lat g simple random nonreplacement
sample of size n be selected from the n-th finite population, n =1, 2, ... . Define
fa=n[N_ and let

lim fo=f 0<f<l.

i)

n}(b—B) - N(0, (1—£)Q-1GQ-)
as n—> oo, where b is defined in (3), B 13 defined in (1), the rs-th element of @ is
’ » Grs = E{ﬂ'{rxuef},

and the population error, e, is defined by eq= y,—i Brzer.
r=0
Proof : We may writel
b—ﬂ = Q;IRM

B—ﬂ = QEIRN,

! We simplify the notation in subsequent discussion by dropping the subscript n from N,.
For the same resson we have not subscripted b and B with n.
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. 1 n n n
where R, = — [ Z e, Zayeq, .., X a:a-pe;]'
7Ll el iml

and Ry is defined analogously.

Since the elements of @, are sample moments with variances of order
n~1, we have

Qn'_Q = 01’("'—*)
Qn—Q = Oy(n-1)
and
ni(b—B) = ntQ~Y(R,— Ry)+0p(n-1)
{ . )
nH—1) B e fil—fR—nt S e
=1 (w41
= Q_l E +07(n_i)'
n—Hl—f,) = Tiper—fH(l—f (N —n)-t % Typeq
(£ 8 fmpn+1

Now, E{zye =0, j=0,1,2,...,p, E{(zye)? is finite for j=0,1..p
and the vectors, (e, xyep, zpep, ..., 2ep&), 1= 1,2, ... are independently and
identically distributed. Thercfore, letting A = (Ay, Ay, A,, ..., Ap) be a vector
of arbitrary real numbers (not all zero) the linear combination

? n
Sy, = 2 AnH{l—f,) T zye
. =0 {=1

converges in distribution to a normal random variable with mean zero and

variance (1—f)2A’GA by the Lindeberg Central Limit Theorem. In a similar
manner

P N
Sy = 2 L1 N—n)t T g0
=0 1

=L
converges in distribution to a normal random variable with mean zero and
variance
S(L=HA'GA.
As 8, and §,, are independent, the result follows, O

It follows from Theorem 1 that n*(b—ﬂ)fN(O, Q@-1GQ-1). Thus, in
analogy to analytic surveys (see Cochran, 1963, p. 37), one would not use the
finite population correction if one were estimating the infinite population
paramnater,
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It is of considerable interest that a consistent stimator of the variance
of n¥(6—g) can be constructed by estimating the matrix @ by .

1 s s
T d.d,., e (4)

G=— _
n—p—1 5"

~ -~
where di. = z.¢

e = y‘—QT‘.b
T4 = (%1, 2ty ..., Tap) 18 the i-th row of the matrix used in constructing Q.

Theorem 2: Let the sequence of samples and finite populations satisfy
the assumptions of Theorem 1 and let G be dcfined in (4). Then plim G=a.
Proof : We have

3|
M=

a o 1 »n
depdyy = o El Tee[eg—x0.(0— )] cyyleg—a4.(b— )]

iml

1 2 e x5 €2 ! 2 oz gy x1.(b
= e— a 2 - — e J0—
7o VT e — o 2 o1 Tur Ty B)

1 = ,
— {21 e Tig Tip 21.(b— )+ (0—B)' T (b—p),
where the sm-th element of 7' fs given by
Tom = '—l' i Tig Tis Tir Tim.
L 25|

By Khinchine’s weak law of large numbers (Rao, 1965 p. 92)

1 8 P

- ‘21 Tug Tgs Tar Tam > Bl{zeg 244 T4 Tim}
1 2 :L g n=a

™ L T Ty e {zir 2y €3} = Gy

As b—=f = O0,(n-1) the result follows. 0

Although Theorem 2 presents a method of obtaining & consistent esti-
mator of the variance in the absence of the usual assumptions of the linear
model, it is clear that this estimator will be less efficient than the linear model
estimator if E{es| 2} = 0 and E{e?| 2 = o? for all zin thein finite population.
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P

By use of the Central Limit Theorem of Appendix A, Theorem 1 can be

extended to the regression coefficient estimated from two- stage stratified
sampies.

For a two-stage stratified sample selected from L strata, the rs-th element
of the matrix @, is given by

Tnrs = ;-§1 IZ;, El %" ¥ Zyitr Togts . (B)
where
W; = fraction of prpulation in stratum 4
ns = number of *...maries selected from stratum g
My = number of elements in primary i of stratum j,
my = number of sample elements in primary i of stratum j,
Zsger = the jit-th observation on the r-th independent variable.

Similarly, the s-th element of H,

hy= 5 W1 3 My

il L3 2 Yaes. ... (8
- My iy Totes Yaie (8)

The elements of the matrix n-! @ are given by the usual formulas for the

estimated covariances of means per primary for stratified two-stage sampling,
using as the variables in the variance formulas

Atr' = Tyer e, r=1,2,..,p,
where

-~ p
ere = Yge— X by 5.
re=Q

IFthe finite correction terms are, ignored, the rs-th element of @ is giv

en by
ng PP _1 g(ﬁ' ARV A
w1 2 e )@=y . 1)
My T4
where Do = A1 Ed
#H-r = ——m“ = fitr
3 1 ﬂ, ~
d’"' = E § d‘.'
‘ L
and n= X ny4.
f=1
~35-
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3. REGRESSION ESTIMATES IN THE PRESENCE OF RESPONSE EKRROR

We present a method for incorporating knowledge of the variance of the
measurement error into the regression analysis.

We first generalize the model associated with equation (1) to include
measurement error. We assunme the vector (¥, %y, %, ..., p) to be a random
sample from a multivariate population with finite 4468, &> 0, n:oments.
As before, we include the unit independent variable in the vector of x's if the
intercept term appears in the model. Thus, for a model with interi-ept, the
first z is always identically one. The infinite population regression parameters
are defined by equation (2).

]

If a sample is sclected from the population we do not observe y and z,
but observe

Y= yt-eq 1=1,2...,=,
X‘k = T’ik':—u“k: k = 1: 2: cees P

where wy = (g, gy, g, ..., u4,) is the vector of response errors for the i-th
observation. It is assumed that )

E{w‘l(y‘: ey Tgo: ooes z;p)} =0
for all vectors (y, 4, 2z, ..., 74p). It is also assumed that wy is independent
of wy, + 4. We assume that the 418, § > 0, moment of wy is uniformly
bounded. Note that we do not assume that the covariance matrix of w

conditional on (y, 2y, 24, ..., Tip) is constant for all (i, 24y, X4gy -5 Zip)- The
second moment matrix of (¥, X,. X,, ..., X) is given by the sum

o Iy, e L
( n
Ed Ez: . "E'ug Tuy

where the first matrix is the matrix of second moments of (y, z;, 2,, ..., zp)
~ and the second matrix is the covariance matrix of w. We assume that I_,
is nonsingular and that the covarience matrix of w is known.

Theorem 8: Given the stated assumptions,
n¥(B—g)3 M0, E2AT2)
as n—» o0. Further

(ixx—zuu)—hi (2x;—zuu)—x

41
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is @ consistent estimator of the variance of B where

B = (ﬁxx'—zuu)-l(ﬁxy"‘zuc)

A 1 85 _,
Zrr=o 2 KX
3 _lixy
9 . ‘_

Xy N gmt §

X‘. = (X‘l’ X‘«z, ey X‘p) i

4 = nE{(ﬁ_n—zuv)(i"ox"‘Evu)}
A 1 n ’
zx,, = 7 {§1 .X;.v;

" = Y‘—-X‘.ﬂ == e‘+s¢—-u;.ﬂ
% = (uy, Uty ooy u‘P)

Zup = Zoy = Blugvi}

1 Ao

— % dd,.
NP jmi

4

& = X;.01—Zy0
;g = ¥i—Xi.B.
Proof : By the moment assumptions
Zrr = Z,.+Zuut0p(n-i)

Zxr = Sy +ZyetOp(nH)
and, because Z_, is nonsingular

B—p = 0y(n-i). .
Therefore _

(B—A) = Z2 Lz, —Sus]+0p(n-1).

125

s = tid » . - .
Since Ly, —Zyy = n-1 T (X «V1— Zyp) is & mean of independent random vari-

g1
ables with finite 2148 moments

ni(B—pg) £ N(0, Z;24 T}

42
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by the Liapounov form of the multivariate central limit theorem. Now
% = 5i—Xi.(B—B) = v;+0p(n4)
and X 00Xy = X Xq.+0p(nH).

The elements of the matrix e

1 n ’
" D) (X{-v{_—zuv)(l’ixi-—zvu)
i=1

are the means of independent random variables with finite 14-18 moments,
and it follows by Markov’s weak law of large numbers (see Parzen, 1960 p.418)
that '

1 n a0 A P
— £ 845
R—D a1

4. 0

Corollary 3.1: Given a sequence of finite populations of size N = N,
= f~1n, where 0 < f < 1, selected as random samples from a population satisfying
the assumplions of Theorem 3, and a scquence of samples of size n selected from
these finite populations, then

(B—B) S N, SA—fe)s),

where 4 is defined in Theorem 3, @ in Theorem 1 and

B = (% g %24, )—1 (Ni gx x}.yg.)

i=1

as in Theorem 1.

Proof : Following the arguments of Theorems 1 and 3, we have

n(B—pB) = nt $71(E z,—Syo— Ra)+O0p(n),

2 -
&

N
where By = T 22
ful
Now

& 1
var(Ry)—2 cov(Ry, Ly, —Zup) = -5 G.

Asymptotic normality follows by arguments analogous to those of Theorems
land 3. 3 :
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If the covariance matrix of the errors is not known, but is estimated,
the variance of the estimated coefficient vector is increased accordingly.

Corollary 8.2 : Let
' (Si "Ehu)
Sue_ ‘_Suu

be an unbiased estimator of the measurement error covariance matriz distributed

independently of Sy,. Let

: L
dtSyp = d¥(8,,— Syuff) = N(O, C)
where d =9t n,n a fixed positive number. Then, under the assumptions of

Theorem 3

w(B—p) S N, T4 +70)ED)
where

3 = (izx—'guu)"l(i'x}"‘.'gu.)-

Proof : The result is immediate since

é-‘ﬂ = 2;}[(5‘4‘“'“214':)— (Suv—Zyp)]+0p(n1)

and Tz, and Sy are independent by assumption, [J

A3 in the case of regression estimation with no response errors, the proce-
dures generalize to stratified multistage samples. If we assume that the
response errors are independent between secondary units within the same
primary unit as well as between secondary units in different primary units,
the estimation formulas are immediate generalizations of (5), (6), and (7).
The estimator is '

p = (ixx-zuu)_x(i"XY*'zu.):
where the rs-th element of the estimated second moment matrix of X,
Wy, & My "

a L
z =X —L ¥ — ¥ XXy
XX, 18 ol My e My e Jitra-its

and the s-th element of the estimated cross moments of X and Y,

A - L W, ™ M, ™
b =3 L3 2.3 x,, Y
XY, j 7Y e M e Jtta X g

44
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The estimated variance of # is given by

1 ~ ~ -~
n Exxr—Zuu) A (Zrx—Zuu),

where the rs-th element of 4 is

A" =n X ——L 1 zZ (dﬂ.r—d_;..r)(dj‘.,—dj..,) (8)
=1 r:’"y"' iml -

[PREAN

and
~ My T o
dyr = =2 ¥ d,
e MYl =y .’ r

dytr = Xypervgee

-~ p

vpe = Yye— Z BeXpme
k=1

Gt ¥4

Jeer = le - Jler.

If one assumes linearity, homogeneity of error variances, and normality,
compact expressions for the covariance matrix of the estimates are possible
(see Fuller, 1971).

To illustrate the computation of the errors in variables estimator, we
use Frankel’s (1971) data. - A one-third systematic sample of the primaries
of the original data was selected, and the log of the income of urban male
neads of households aged 28-58 was regressed on age, age-squared, and years
of education. This gives a sample of 952 primaries with nouzero entries in
30 strata for a total sample of 4020 elements. Estimates are given in Table ).
The sample was treated as a stratified cluster sample in the computation of
standard errors. In computing the errors in variables estimates, it was assumed
that the response variances for age, (age-43)t and education were 0.3, 91, and
3.00, cespectively. It also was assumed that the response errors in the three
variables were uncorrelated and that the response error in income was un-
correlated with that in age and education.

For age and age-squared, the response errors will be uncorrelated if the
distribution of the response error in age is symmetric. The response error
in age was estimated from data reported by Bailar (1968) and Palmer (1943).
The response error in education was estimated from U.S. Bureau of the Census
(1872 p. 49).
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The estimated standard errors for the least squares regression were com-
puted by using (7), and the estimated standard errors for the errors in variables
regression were computed by using (8).

The adjustment of the covariance matrix for response errors resulted
in a 10-per cent increase in the estimated cocfficient for education, an amount
approximately equal to three standard errors. The coefficient for age also
increased considerably. These differences should be interpreted in lighi of
the fact that age and education are among the items with the smallest response
variances.

TABLE 1. LOG INCOME AS A FUNCTIQN OF AGE AND EDUCATION,
URBAN MALE HEADS AGED 28-58

i a?a- (age-43)? education
least aquares regression .00213 —.00048 .0843

(standard errors) .00116 .00013 .0032
errors-in-variables regression .00286 —~.00048 .0945
{standard errors) . 00117 .00013 .0035

Hidiroglou (1974) has conducted a Monte Carlo study using the Frankel
data. His results indicate that the large sample approximations were ade-

quate for samples of 2 primaries per stratum for a population divided into 12
strata.
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Appendix A

CEXNTRAL LIMIT THEOREM FOR TWO-3TAGE SAMPLES

In this Appendix we present a central limit theorem for the sample mean per
primary unit\of a two-stage sample from a finite population. The population mean
per primary unit is defined to be the population total divided by the number of
primary units in the population. Let {{,:n=1,2, ..} be a sequence of finite
populations, where £, contains N, primary sampling units, ¥, > N a—1- The ¢-th
observation in the s-th primary unit is denoted by

Yu=tstey a=1,2.,N,; t=1,2 .., M,
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41—



130 WAYNE A. FULLER

where M, is the nmumber of sceondary units in the s-th primary, the random variable
u, i the ‘crimary component’, and the random variable £ is the ‘secondary compo-
nent’. .

For the s-th primary it is assumed that the ege, 0 =1,2, ..., My, are a random
sample from an infinite population with zero mean, variance o%, and uniformly
bounded 2+44& moments &> 0. It is assumed that the vectors (uy, My, 02), s =
1,2,..., N, are a random sample from an infinite trivariate population with finite
4426 moments, Let {g.,} be a fixed sequence such that 0 < g2 < 1, define m,
to be the smallest integer greater than or equal to gasM,, and set

.18 My;—m
Z =nlii?c n AEIE { -J;ﬂnl ) o }
The primary sampling rate f; = n/N,, 0 < 51 <1, is assumed fixed,  with the pos-
sible exceptiow: associated with the requirement that N, be integer. Let the sample
mean per primary be given by

- 1 2 M, %
= — X £ 3
y B el My gy “®

where we have suppressed the subscript on X,

Theorem A : Given the stated assumptions,

L
n(g—F?) - N(O, {1 —f1}5;4-2,),

where Z, =E{M %u?-}—M,of,}—[E{}Isu.}]’.
Proof : We write
d= i—Y
m, N M,
13 M Sy, 13 %y,
N sl My g $=1 ful
18 102 M, ™ 1 XM
- T Ex Mt n Ex ‘my Ex tw Ex Ex (rtea)
1 1, & no M, 1\™s
- (;—ﬁ) agl M‘u.+ :-2‘1 (nml F) t§l bt
13 M

2 'z L& st )
- - £
N o t—ﬂu+l!¥ N opdap g
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and

n mg T My
nid = n-t E 1{( 1—f)us+(fil —1) El est=—fy ‘_E‘H’"}

Hl—f ) —n)t & 3
~AO—f@—mt S [t 2],
where f3 = my/M, and u, = Mu,— E{Mu,}.

M
Now, the quantities, u,+ 2‘ &g, $=n+1,n42,.., N, are independently

. tel
distributed with variance E{(Myn)*+Mol}—[E{Mwu}]* end bounded 2434
moments. Therefors, by the Liapanouv Central Limit Theorem

p M,
‘_§+1[I‘n+ E-t 4] L
(N =BG+ ,050F N(0, 1).

mg M,
Likewise, (A—fips+(far—f) B e—~fi T ay,
=1 f=ms+l

s =1,2, ..., n are independently distributed with variance

(1=£)* Bt + M o2} +E((fal —1)M,02)
and

n . my M,
El {(l—fj.)l‘:'l'(fz-.l—fx) El te—f1 ‘_’i +1¢:t} L
=N, 1).

[ra—fomt 2 Bz -]’

Since the two sums are independent for all n, the result follows. [
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Survey sampling errors with OSIRIS 1V

Vinter, S., Ann Arbor, USA Session C1/third paper
Sampling inethods

Suzmary: the OSIRIS IV software system includes two programs for computing
sazpling error estimates derived from surveys with complex sample designs. The
STSALMS command produces sampling error estimates for ratios and ratio means,
totals and differences of ratios. The §KEPERR command produces sampling error
estinates for means and regression statistics based on replication methods of
variance estimation. Three alternative forms of replication methods are
available: simple replication, balanced repeated replication, and jackknife
repeated replication. The features of these two programs are described.

Keywordg: Balanced half-sample, complex sample design, Jjackknife, primary
selection, repeated replication, regression, sampling error, stratification,
subclass, Taylor approximation, variance estimation.

INTRODUCTION )

Conplex sample designs, such as stratified multi—étage sampling, are
widely used in survey research. The computation of sanpling errors for survey
estimates needs to take into account the type of sample design employed, and
computer programs are required to enable the appropriate computations to be
made. The OSIRIS 1V softvare system, the current version of the OSIRIS sgystem
developed at the Institute for Social Research for the management and analysis
of social science data, includes two programs for estimating sampling errors.
This paper provides an introduction to these two programs, which are denoted
by the &PSALMS and SREPERR commands in the OSIRIS IV system. The following
sections describe the input data requirements, capabilities. and 1limitations
of these commands, and in doing so details their computational algorithms,
special implementation features, and the output they produce.

Several techniques have been proposed for estimating sampling errors
based on complex sample designs (see reviews by Falton, 1977, and Shah, 1977).
One approach appro§1mntet. the variance of a statistic using the statistic’s
linear approximation, obtained by a Taylor’s series expansion. This approach
is most easily applied for relatively simple estimates and is adopted in the
&PSALMS command to provide sampling error estimates for ratios and ratios
means, differences between such ratios, and totals. ‘

An  alternative approach employs some form of the replicated variance

estimation procedure. It is usually more costly to implement because of the

COMPSTAT 1980 © Physia-Verlag, Vienna for JASC (International Association for Statistical Computing), 1986
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éxpense of computing a statistic for each “eplication. However, the attraction
of this approach 1¢ the generality of itg application; it is easily applied to
a wide range of statistics due to the ease of computing the variance of a
statistic from replications, irrespective of the complexity of the statis:ic.
The &REPERR command uses the replicated variance estimation procedure to
provide sampling error egtimates for- v.atistics prodvced 1in  multiple
regression analysis. It accomodates three alternative forms of replicated
variance estimation: simple replication, balanced repeated replication (BRR),
and fackknife repeated replication (JRR).

Kish and Frankel (1974) and Woodruff and Causey (1976) have examined and
compared the approximate varfance estimates produced by the Taylor expansion
method, BRR, and JRR. In general, all three methods were found to provide good
variance estimates.,

For computational ease and generality, both commands assume that primary
selections are sampled with replacement., In practice, however, they are
usually sampled without replacement. The false uge of the ‘with replacement’
assumption leads te an overestimation of the variance. But providing the
first stage sanmpling fraction {is small, the overestimation 1s slight. The
‘with replacemenﬁ’ assunmption ylelds a considerable savings in computing costs
because the calculation of variance components from the subsequent stages of
the design 1s unnecessary.

The &PSALMS and SREPERR commands process OSIRIS datasats sequentially and
use standard OSIRIS features for data retrieval, recoding, and output, A
dataset consists of a dictionary file and data file. A dictionary file
contaias records describing variable attributes, inclftiag column location,
storage type, and missing data codes. A data file contains one recogd per case
vith each record comprised of variables in fixed column locations. Most OSIRIS
datasets are termed rectangular, being two dimensional with columns defining
variables and each row representing a case. The cogmands can process OSIRIS
hierarchical datasets, with data stored in a more complex structure, by
reconfiguring the data into a-rectangular form during data retrieval.

Required input specifications for both commands include the definition of
a4 stratification variable and a sampling error comput’ng unit (SECU) variable.
These variables define the structure of the sample design to the commands.,

The stratification variable divides the data {nto nonoverlapping strata
that genera:ly correapon& to the stratification employed in the sample design.
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‘Samplin :rrvor estimation requires at least two primary selections within each

stratum en the sample design does not provide this, the collapsed strata
techniqi,, (Cochran, 1977) needs to be applied before the stratification
variable is defined. .

The definition of the SECU variable varies with different sample designs
and variance estimation methods. It divides each Stratum into unique, nonover—
lapping units, and 1its formation is fundamental to the estimation procedure,
With multi~stage sampling, each primary selection could constitute a separate
SECU (with single-stage element sampling, each element can bLe a SECU).
However, if the primary selections are numerous and small, 1t may be
advantageous to join several selections to form a SECU. Primary selections may
be combined within a stratum when a stratum contains many selections;
alternatively, they may be combined across strata using the “thickening zone’
technique (Deming, 1960).

Different considerations apply between the two commands in determining
approprizte definitions for the SECUs. The larger the number of SECUS defined,
the greater the precision of the resulting variance estimators. Since the
amount of computing in &PSALMS 1s relatively independent of the number of
SECUs, generally as many SECUs as possible should be formed (1. e. each
primary selection should be made into a separate SECU). However, the amount of
computations in &REPERR 18 dependent on the number of replications formed, and
replication formation depénds to a certain extent on the number of SECUs
defined, 'particularly with the BRR method. Therefore, 'it is sometimes
desirable to employ a smaller number of SECUs for the S&REPERR command.

An  important feature in both commands 18 the capacity to account for
empty SECUs, SECUs that correspond to one or more primary gelections in the
sample design but contain no valid cases (due to nonresponse or because the
SECU contains no cases for a subclass during subclass analysis). In order that
empty SECUS are not missed, all SECUs must be numbered consectively within
each stratun, and the commands’ setups must indicate the number of SECUs in
each stratum.

Several features inherent to the OSIRIS IV systea increase the
flexibility of the commands. The powerful recoding facility, a large set of
functions for creating and temporarily modifying variables, interfaces
directly with both coumands. The stratification and SECU variables may be
created with this facility. Both commands permit data weighting, allowing each

case to be assigned a different weigi:c. A filtering ca;ability is inco:porated
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in the commands to subset cases efficiently. Since cases are processed
sequentially, they must be sorted by the stratification and SECU variables.
The data can be presorted by the &COPYSORT command, or the sort option can be
selected in the commands to indicate the data are to be sorted before
analysis

" THE &PSALMS COMMAND
SPSALMS uses the 'Taylor expansion method to estimate variances for ratio and

ratio means, totals, and differences of ratios. Formulas for each statistic
and its variance are found in Rish (1965). &PSALMS computes sgums, sums of

squares, and sums of cross products (SSQCP) for every varfable in a ratio
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separately for each SECU. Missing data are deleted separately for each

statistic under study. The variance and covariance contributions for every
strata are computed by accumulating SECU SSQCP within strata according to one
of three models: paired selection, successive difference, and nultiple selec—
tion. Since stratum contributions are computed separately, different models
may be employed for different strata in a single rua.

The paired selection model is used for strata containing two SECUs. The
successive difference model {s available for cases where implicit
stratification {is obtained by systematic sampling from an ordered 1ist (Rish,
1965); generally each selection is designated as a separate SECU, and all
selections together form a single stratum. If systematic selection 1is used
more than once for different parts of the sample, each set of selections
defines a stratum. Since the order of the SECUs in this model reflects the
implicit stratification and-hence, affects the stratum variance computations,
care must be taken to define SECUS in the order of selections employed in the
systematic selecticn procedure., "The multiple selection model, 1like the
successive difference wmodel, permits any number of SECUs per stratum. This
model 18 avzilable as a general model when sgtrata contains a varying number of
SECUs. Every strata must contain at least two SECUs in all models.

A nissiag SECU is entered as a zero in stratum contribution computations
and does aot increase the case count. Empty strata have no effect on overall
variance estimation and are ignored, Printed diagnostics include SECU and
strata counts and a count and listing of missing SECUs and strata.

A useful facility for subclass designation in &PSALMS enables a single
Tun to yleld sampling errors for a range of. estimates for both the total
sample and an unlimited number of subclasses.

' The statistic, {ts standard error and variance, simple random sample
standard error and variance, design effect, 1n:rac1£ss correlation, and case
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and weight counts are included in the printout. The adequacy of the Taylor
expansion variance estimate depends on a small coefficient of variation for
the denominator for ratios as ratio means; the §PSALMS printout includes the
coefficlent of variation estimate and a warning when it is determined to be
too high. &PSALMS permits the naming and numbering of each statistic under
study for clear.printed output, in addition to the inherent system features of
automatic paginaéion and paging titling dating, and numbering. Additional
printout options include variable sums and sums of squares for each SECU, a
summary and extended table, and contributions to the variance for selected
domains of analysis (sets of strata).

THE SREPERR COMMAND

SREPERR computes variances for means, correlations. Tregression
coefficients, standardized regression coefficients, and wnmultiple correlation
coefficients wusing replication techniques. Replications, subset of SECUs that
represent the overall population, are formed using a balanced replication
procedure, jackknife procedure, or from user-specified lists of SECUs. Only
one model may be used in a run.

Processing begins by combining sums, sums of squares, and sums of cross
products of variables for each SECU to form replication totals in accordance
with the selected model. Correlation matrices are computed and standard
regression analyses are performed for the total sample and each replication.
Estimates for each statistic from every replication and the total sample are
combined to produce variance estimates (Frankel, 1971).

The BRR model requires that each stratum contains exactly two SECUsS. One
SECU is selected from each stratum to form a replication. This operation 1is
repeated to form a set of replications thrt have.the property of orthogonality
(Kish and Frankel, 1970). This property is applied by using the procedure for
producing the orthogonal matrices devised by Plackett and Burman (1946). The
nunber of strata that can be accomodated by this procedure is limited to the
range from 4 to 88. The complements of replications are also included as
replications and used in variance computations, as discussed by Frankel
(1974). ’

The jackknife model can be applied with any number of SECUs per stratum
greater than one. A repldcation is formed by including all SECUs in the sample
but .one, and appropriately weighting the remaining SECUs in the stratum from

which the one was deleted. This procedure can be repeated by deleting each
SECU in turn, so that the total number of replications is equal to the number

V.
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of SECUs in the sample. If the costs of the analyses are too great using the
total number of replications, a reduced set may be created by randomly selec-
ting two SECUs in each stratum for deletion, thus forming two replications per
stratum.

As an alternative to tﬁe BRR and JRR methods, the wuser may define
replications by 1listing and weighting the SECUs to be included in each
replication. This general.model allows flexibility in replication formaticn
and can be used for simple replicate sampling or methodological comparison'of
different replication procedures.

Missing strata are 1illegal and checked by the command. Missing SECUs are
¢ounted and documented, and processing coatinues with missing SECUs assumed
empty and not contributing to replication totals. V

Standard printout includes the statistic, its standard error, simple
random sample standard error, design etfect, and test statistic {corresponding
to the t-statistic under assumptions of simple random sampling and normality).
Print options available include: the listing of SECUs and weights by replica-
tion; SéCU and replication univariate statistics, sums, sums of squares and
cross products; and regression analysis by replication and for the total
sample. 4 feature is available to create dumnmy variables from categorical
meagsure for use as Independent variables in regression analysis (see Draper
and Smith, 1966, and Kish and Frankel, 1970)
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Appendix 2
Decription of OSIRIS program package

INSTITUTE FOR SOCIAL RESE\RCH

Suzvey Research Center May 1980
Computer Support Group : Phone: (313) 764-~4417
PC e '2UE 8V 48106

OSIRIS 1V:

Statistical Analysis and Data Management Software System

SYSTEM OVERVIEW

OSIRIS IV is the current version of a software package which has been evolv-
ing for many years at the Institute for Social Research, University of Michigan.
It makes use of the latest practical knowledge to reduce costs and provide
increased capacity and flexibility in the areas of data management and statisti-
cal analys’s. OSIRIS IV is designed to serve a broad ¢ umunity of users and has
facilitiea Zor handling data collected for a wide range of purposes. In addi-
tion to the usual besic statistics and functions, such as cross-tabulations and
classical regression and correlation analysis, saeveral special techniques are
available for handling nominal- and ordinal-scale data and for calculating sas
pling errors for complex designoc. OSIRIS IV also has a full range of well inte-
grated data mansgsusnt facilicies; of special interest are the ability to handle
weighted data, a powerful general purpose recording facility, matrix 4input and
output, and hierarchical datasets with variable length records. Virtually any
mode of data can be used directly in OSIRIS IV for up to 32,000 permanent
variables. Among its other capabilities are facilities for:

= Online command documentation and indexing.
Interactive setup interpretation
Storing, retrieving, and modifying information about the structure of a
dataset '
Displaying data
Editing and correcting data
Copying and subsetting data
Transforaing data values, through arithmetic and logical operations both
within and across records
Genaerating univariate and bivariate frequency distributions and related
statistics
Producing scatter plots
Performing aultiple regression analysis
Performing univariate and nultivariate analysis of variance
Conducting analyses with aultiple nominal- or ordinal-scale dependent and
independent variables
= Searching among predictors for the greatest variance explanatory power
(A1D/SEARCH) :
= PFactor-snalyzing data
- = Perforuning cluster analysis.
- Multidimensional scaling.

Addicional commands and documentation, developed within the Center for Polit-
ical Studies to supplement and enhance the data structures capabilities of
OSIRIS 1V, include: extended capabilities for adding new and derived measures to
a data structure, and procedures for subsetting the data structure; a capability
for establishing what elements are present in the structure and in vhat
proportiocn; and special documentation describing the generation, wmodification,

:,) "‘
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and use of hierarchical data structures.

Standard and consistent parameter keywords make OSIRIS IV easy to learn and
use, and minimize che size and complexity of the required documentation. To use
OSIRIS 1V, the user supplies che following items, as appropriate:

= OSIRIS IV commands indicacing which functions are desired and providing
instructions to the QSIRIS IV monitor

- Data formatted either as an QOSIRIS IV dataset or matrix

- Recode statements creating new variables or transforming existing ones

- Entry definitions indicating how groups of variables ere to be assembled
from a strucctured file ‘

- Control statements specifying variables and parameters, optionally defining
a subset of the data to be processed

Every variable in an OSIRIS IV dataset has a number and a fixed get of attri-
butes associated with it: atctributes such as the location of the varisble wichin
ezch record of the data file, the variable width, type, number of decimal places
and the values to be treated as missing~data. This information is stored in a
dictionary file, one record per variable. Once this information has been rec-
orded in the dictionary, it need not he respecified by the user. Variables are
then referenced in OSIRIS IV by cheir associated variable numbers. Dictionaries
may easily be created or revised with the §DICT ccmmand..

Variables may be storad in a variety of modes:

alphabetic

character numeric
floating-point binary
integer binary

packed decimal

zoned decimal

The storage mode of the variables need not be of concern except when first
entering data. into the OSIRIS IV system, as OSIRIS IV data management commands
can handle data in any of the modes, and analysis commanda can process all modes
except alphabetic. OSIRIS IV commands which create new datasets will use the
most efficient mode; however, S§TRANS may be used to alter the storage mode of
any or all nonalphabetic variables in a dataset.

Tt should be noted that NSTRIS III datasets are compatible with OSIRIS IV;
OSIRIS IV can both read and create datasecs for use in OSIRIS III.

OSIKRIS IV dactasets have two possible configurations:

a. rectangular: all variables for one data case are stored in cne record and
each variable occupies the same relative location within each record:

Vi V2 V3l V4 ...
|
|

CASE

& LN -
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b. structured: variables are collected into "groups'" each with its own ree-
ord length:

GROUP 1 IVl IV2 V3 V4 V5 |

GROUP 2 V6 V7 V8 |

GROUP 3 V9 VIO |

CROUP 4 (V11 V12 {V13 V14 |VIS V16 |

Selected variables from different groups may bo joined together to create a
rectangular record for - given run.

The first step in the creation of an OSIRIS IV rectangular dztaset is to
build an OSIRIS 1V dictionary file, usually vie the &DICT coamand. Once the
dictionary has bdeen created the data may be read directly by OSIRIS IV without
any special "file building.”

A structured dataset is built from 4individual 7ectangular files via the
$SBUILD comumand. This type of dataset is used where there is not only a rela-
tionship between variables within a rectangular dataset, but alse a relation-
ship, usually hierarchical, between the various datasets. Each rectangular
dataset becowes one or more groups in the structured dataset. A simple example
is one rectangular dataset containing only housechold data and another containing
additional data for individual nembers of each household merged by &SBUILD into
a single structured dataseat.

When a structured dataset £{s used in OSIRIS IV, the user gives ingtructions

- via the &4ENTRY command as to how the groups are to be rearranged to create fea-

porary rectangular records called "entries.” This restructuring of the groups
pernits analysis to bde performed on a wider range of entries than is possible
with simple rectangular records and can theredy save numerous data nanagement
steps. The dictionary for the structured dataset may contain a default entry
definicion which is used to rastructure the dataset when no other 4{nstructions
are 3iven via the 4ENTRY command.

The odvantage of a structured dataset is that for many data files, a more
efficient storage mode is achieved iu terms of space and cost of processing.
This storage technique is amore flaxible and powerful than other data storage
techniques, and parmits larger datasets to be analyzed than in other systems.

OSIRIS 1V is an open system; it is relatively easy in most instances to read
data which are atored in character or binary form directly into amn OSIRIS 1V

~command. Another facet of the the syatem’s openness ia the ability to take any

O0SIRIS 1V dataaet and reformat it for uae by other aoftware. Thus, it is rela-
tively caay to move outside the systom; the data are not locked into OSIRIS 1IV.
Finally, the user may add programs which use O0SIR1S IV audroutines and hence use
the common control statement language and OSIRIS IV datascts. Thus the software
may be augmented to aeet the user’s special needs.

In addition to cthe basic user manual "OSIRIS IV: Statistical Analysis and
Data Management Software System,” thers are many related publications of the
Irstitute for Social Research that can serve as useful supplements. A list of
these {a attached.

HARDWARE REQUIREMENTS

The hardware requirements for OSIRIS IV are an IBM 360 or 370 computer, or an
12M~conpatible machine such as an AMDAHL 470 V/6, with at least 1SOK bytes of
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main scofase, the equivalent of 1000 to 3000 tracks, 7294 characters each, of
disk work space, and gufficient peripheral devices for user input and output

files. The computer must be operated under MTS, the 0S/360 or MVS operating
system, or equivalent.

A periodic newsletter will be sent to all installations to communicate infor—
mation about OSIRIS IV and ics use. Finally, OSIRIS IV is not a static system;
significant resources are being invested in its imgrovement and extensinn, and
updates or new releases will be issued as changes are made. Commands currently
being developed or planned include SAGGREG (aggregation), &CBXKLIST (codebook
liseing), and &SPSSFILE (input SPSS files).

SYNOPSIS OF COMMANDS IN OSIRIS IV

Preparing Data for Input

&COPYSORT
/

Copies, reblocks and/or sorts OSIRIS IV and non-OSIRIS IV datasets.
&DICT

Creates, corrects, uodifies, or adds to exiscing dictionaries, and adds code
cacegory labels to a diccionaty-

SMATRIX

&MATRIX i3 used to enter one or more matrices into OSIRIS IV. Each matrix is
assigned & wunique number which is used to reference it in subsequent com-
mands. Matrices which have been created by OSIRIS IV may aimply be entered
following an SMATRIX command. Matrices which have been created by other sys-
tens may alsc be read by providing the appropriate control statements.

Checking and Correcting Darasets

' &CONCHECK

&CONCHECK used in conjunction with GRECODE provides a consistency check capa-
bilicy to test for illegal relationships between values for groups of varia-
bles. G&GCONCHECK takes user specificacions indicating data inconsistencies
from tests wmade in SRECODE and displays information allowing che user to

locate each inconsistency. &RECODE and &TRANS or &FCOR can then be wused to
correct the inconsiscencies.

&FCOR

&FCOR provides file correction capabilities for rectangula: and structued
OSIRIS datasets. It corrects values for any of the variablizss &7 any data
case, adds a completely new record, or deletes an old omne.

&MERCHECK

GMERCHECK detects and corrects merge errors for unic-racord datasets (e.g.,
cards) such as missing decks, duplicate decks, or invalid datacards in data-
sets, The command produces & file 1in which each dats case has the same
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siructure: a perfect merge of decks. The data for studies involving one deck
of information per case should also be subjected to &MERCHECK because
SMERCHECK will detect and correct multiple appearances of input data cards
for any given case ID value, and will ensure that no cards foreign to the
_study have been included.

&WCC

SWCC verifies wvhether a set of variables has only legitimate data values and
lists all invalid codes by czse 1D and variable number. Once the bad code
values have been identified, they may be corrected with &FCOR.

Displaying Datasets
&DSLIST

SDSLIST 1is used to print s dictionary and/or a subset of variables from aa
OSIRIS dataset. &DSLIST is sometimes used to list temporary &RECODE result
variables to check their correctness. A variety of formats is available.

Building and Modifying Structured Datasets
SENTRY

With most structured files, the groups of variables created by §SBUILD can be
combined in several ways. Each distinet combination of groups forms an
entry, a single set of variables corresponding to a "case" in a rectangular
file. &ENTRY allows the user to define or redefine the entry to be formed
from the groups in the structured file, allowing the user to specify how the
structured file is to be rectangularized.

4SBUILD

&SBUILD builds an OSIRIS IV structured dataset from one or more rectangular
datasets. The basic unit of a structured dataset is a collection of related
variables called a "group." A group has the same charactaristics as a rec-
.tangular dataset: all the records are the same length and each variable is in
the same relative location within each record. However, a structured dataset
nay contain many diffaorent groups, each with its own set of variables, and
scue logical relationship which ties them together.

SUPDATE

&UPDATE builds or updates OSIRIS IV rectangular or structured datasets from
one or more QOSIRIS IV rectangular or structured datasets. &UPDATE can -add,
delete, or replace cases or variables in a rectangular dataset, and add,
delete, or replace groups, records, or variadbles in a structured dataset.

Transforming Datasets
SMATRANS

SMATRANS 1is used to change the type of a matrix, print a amatrix, subset a
nn:;ix. and change variable nunbers and ns.es in a matrix.




&RECODE

A powerful recoding and variable transformation feature is available with
almost all OSIRIS IV analysis and data management ccmmands. The Recode faci-
licy can create new variables from any arithmetical combination of existing
variables; can bracket or recode variablea according to specified tables; and
has  several special features such as creating 'dummy variables" and
combination variables. 1In addition, a modest amount of aggregation and
disaggregation may be accomplished via SRECODE.

&TRANS

&TRANS creates a rectangular OSIRIS dataset from specified input variables.
STRANS can convert the mode of the variables, and can also change the dic-
tionary type for compatibility with other systems. It also allows the sub=-
setting of cases. Additionally, S&TRANS can be used to insert new variables

created or modified by &RECODE into the dataset, thereby making permanent
copies of them.

Frequency Distributions and Associated Statistical Measures

&§SCAT

&SCAT is a bivariate analysis command which produces scatter diagrams, vuni-
variate statistics, and bivariate statiscics. The scatter diagrams are plot-
ted on a rectangular coordinate system; for each combination of coordinate
values that appears in the data, the frequency of 1its oeccurrence is dis-
played. &SCAT is particularly useful for displaying bivariate relationships
if the numbers of different values for each variable are large and the number
of data cases containing any one value is small. If, however, a variable
agsgunes relatively few different values in a large number of cases, &TABLES
is more appropriate.

&TABLES

STABLES produces univariate or bivariate fregquency tabulations and per—
centages, and univariate statistics by stratum. (For univariace scatistics,
see also GUSTATS.) 4TABLES may also be used to produce quantiles and several
nonparametric measures of association and significance for ordinal or nominal
data. The Mann-Whitney U, the Kruskal-Wallis H, gamma, Kendall’s tau a, b,
c, lambda, laobda a, lambda b, Leik-Gove’s D for nominal data (corrected),
chi-square, Cramer’s V, G-square, Gini coefficient and Lorenz plot, Goodman
and Kruskal’s tau a, b, and Cohen’s Xappa.

SUSTATS

GUSTATS computes means, standard deviations, and minimum and wmaximum values
for a .given set of variables. Opcionally, it will compute the same statis-
tics for each variable for each specified subset.

Correlation and Regression Analvsis

aMDC

&MDC computes Pearson product-mcment correlation coefficients for all pairs
of vatriables in a list, or for all combinations of variables, one of which is
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from one list and another of which is from a second list or for selected
pairs of variables. &MDC controls for dinput missing-data in one of two
diffcrgn: wvays: pair-wise or case-wise.

SPARTIALS

The n-th order partial-correlation coefficient (partial r) and the standard-
1zed partial regression coefficient (beta) are computed for each pair in a
set of variables, holding all other variables constant. In addition, the
multiple correlation coefficient (R) 1s computed for each variable using all
the other variables as predictors. &PARTIALS is used in conjunction with
SMATRIX or &MDC.

SREGRESSN

SREGRESSN will compute standard or step-wise multiple regressions with or
without a constant term. It will accept interval or categorical (dummy) pre-
dictors. With the step-wise option, predictors may be forced into the
regression before the step process begins. GREGRESSN will take as input an
OSIRIS IV matrix or dataset. The latter may be weighted or unweighted and
will be subject to a case-wise missing-data deletion. &SREGRESSN may be used
to "partial out" a subset of the predictors and print the remaining partial
correlation matrix, prior to running the multiple regression with the full
set of predictors. &4REGRESSN will produce &RECODE control statements for
computing residuals, if requested.

Analysis of Variance
&ANOVA

SANOVA is & one~way analysis of variance command which performs an unlimited
number of analyses using various independent and dependent variable pairs.
SANOVA will produce SRECODE control statements for computing residuals, {f
requested.

GMANQVA

* 8MANOVA performs univariate and multivariate analyses of variance and covari-
ance, using a general linear hypothesis model. Up to twelve factors (inde-
pendent variables) can be used. If more than one dependent variable is spec-
1fied, doth univariate and multivariate analyses are performed. &MANOVA per-
forms an exact solution with either equal or unequal numbers of observations
in the cells., :

Multivariate Analysis Using Ordinsl and Nominal Predictors

&DREG

SDREC provides a maximum likelihood regression capability for a dichotomous
dependent variable using either a linear or logit model. &DREG may also be
used to analyze nultiwvay contingency tables whenever one dimension can be
thought of as a dichotomous dependent variable.

&MCA

&MCA examines the relationships detween several categorical independent vari-
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ables and a single interval scaled dependent variable, and determines the
effects of each predictor before and after adjustment for its intercorrela-
tions with other predictors i{in the analysis. It also provides information

; . about the bivariate and multivariate relationships betwean the predictors and
the dependent variable. See Andrews, et al, Multiple Classification Analy-
sis, for a complete description of the methodology used. &MCA will produce
SRECODE control statements for computing residuals, if requested.

SMNA

SMNA performs a uultivariate analysis of nominal-scale dependent variables.
While the MCA technique described above assumes interval measurement of the
dependent variable and an addicive model, SMNA is designed to handle problems
where the dependent variable is a nominal scale, the independent variables
may be measured at any level, including nominal, and where any form or pat-
tern of relationship may exist between any two variables. The program uses a
series of parallel, dummy variable rugrassions derived from each of the
dependent variable codes, dichotomized to a O-1 variasbdle.

SSEARCH

SSEARCH searches among a set of predictor variables for cthose predictors
which wmost increasa the researcher’s ability to account for the variance or
distridution of a dependent variabie. The question, "what dichotomous split
on which single predictor variable will give us a maxioum improvement in our
ability to predict values of the dependent variadle?," embedded in an ditera-
tive scheme, 1is the basis for the algorithm used in this command. &SEARCH
divides the sample, through a series of binary splits, into a qutually exclu-
sive series of subgroups. Every observation is a member of exactly one of
these subgroups. They are chosen so that, at each step in the procedure, the
split into the two new subgroups accounts for more of the variance or distri-
bution (reduces the predictive error more; than a split into any other pair
of subgroups. The predictor variables may de ordinally or noainally scaled.
The dependent variable may be coatinucus or categorical. G&SEARCE 1is an elad-
oration of the OSIRIS III AID3 and THAID programs.

Factor Analysis and Multidimensional Scaling
SCOMPARE

GCOMPARE 18 based on Schonemsann and Carroll’s procedure for "“fitting one
matrix to another under choice of a central dilation and rigid motion." The
techoique rotates one configuration (the probdlem space) to the space of the
other configuration (the target space) to achieve a least-gquares fit. 1In
seeking the bdest fit, the rotation is a "rigid motion," which maintains the
orthogonality of the axes. A typical application is to compare the configur-
ations produced by non-metric scaling analysis and factor analysis from the
same data. ’

SFACTAN

GFACTAN provides a general factor analysis package that includes numerous
options for the application of various factor analytic tools currently in
use. Separate facter analyses may be performed on various subsets of varia-
bles in & sifgle run.
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SMINISSH

SMINISSA (Michigan lsrael Netherlands Integrated Smallest Space Analysis) is
a nommetric multidimensional scaling command. The input to SEMINISSA is a

- matrix of similarity or dissimilarity coefficients (e. 8. , Pearson’s r), the
output is a geometric representation of the matrix in m dimensions. &MINISSA
constructs a configuration of points in space wusing information about the
order relations among the coefficients. Because it 18 usually possible to
satisfy the order relations of the coefficients in fewer dimensions than
would be necessary to reproduce the metric information, the technique is
called smallest space analysis (SSA).

Cluster Analysis
&CLUSTER

&CLUSTER performs hierarchical cluster analysis. With input consisting of a
syametrical 'matrix of measures of similarities or dissimilarities, &CLUSTER
successively partitions the dataset into a set of clusters as determined by a
clustering criterion. Clustering methods include the minimun and wmaximum
methods, the central vectors and coefficient slpha method for similarities,
and the centroid distance and mean square error methods for dissimilarities.

Sampling Error Analysis
&PSALMS

Using the Taylor series approximation method, &PSALMS computes estimates and
saapling errors for ratio means and totals for stratified clustered sample
designe. &PSALMS accesses both weighted and unweighted data, and does not
assue a simple random sample was taken. &PSALMS will optionally calculate
sanpling errors for parameters on subclasses of the dataset.

SREPERR

SREPERR computes estimates of regression statistics and their estimated samp-
ling errors foy data from clustered sample designs using repeated replication
techniques. Replications are created using one of three methods: bdalanced
half-sample, jackknife, or user=-specified replications.

Supplemental Hierarchical Data Structure Support
Political Studies Cocmputer Suppore Group

&MERGE

developed dy the Center for

SMERCE godifies an OSIRIS IV hierarchical dataset. &MERGE will correct vari-
ables, add new variadles, add, delete, replace, or 1list occurrences (rec-
ordo),}nnd selectively join two structured datasets together.

&SORTFLD

&SORITLD provides specific information about the sort fields in an OSIRIS IV
structured dataset, This information includes a description of cthe struc-
ture, a display of the sort fields, and an analysis of the cccurrence of the
logical pairs of groups in the data.




&STRANS

§STRANS will subset a structured dataset, keeping the structure intact. It
is especially useful for creating a random subset of a very large dataset,
§STRANS also permits new and derived measures to be added to a structure.
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l.

2.

7.

MAJOR DIFFERENCES BETWEEN OSIRIS IV AND OSIRIS III

Data Files

a) Hierarchical files with variable-length records may be created and wused
in OSIRIS IV. Such files can save space and execution time, and add
flexidbility for large-scale research data bases.

b) virtually any kind of storage mode may be used for the data, including
character, integer and floating-point binary, packed and zoned decimal.

¢) Leading blanks and decimal points are permissible in the data.

Dictionary Files

Dictionary- files are "type 5" in OSIRIS IV by default (required for hier-
archical files); however, OSIRIS II1I dictionaries may be used without change
in OSIRIS 1IV.

Codebook Records

a) "L" cards can be used to provide category labels for use in OSIRIS IV

b) OSIRIS III codebook records may be drought in and out of CSIRIS 1IV.
However, OSIRIS 1II codebook records with text fields longer than 56 charac-

- ters will cause additional records to be generated, in order to make room

for the group number and expanded variadble numbers required in OSIRIS 1IV.
These sdditional records will be collapsed bdback into their original form if
the dictionary is later converted back to OSIRIS III format with the &DICT
coumani.

Matrix Files

OSIRIS IV matrix files such as creatad by &6MDC and &FACTAN are automatically
available to subsaquent commands such au &GREGRESSN AND &FACTAN.

RECODE
u) SRECODE statements Tust appear before the command which will use them.

b) Any mode recode may be used with any command. Decimal data will be
rounded vhen integer mode RECODE 1is used.

c) Alphabetic recuding is possible.

"INTEGER" Programs

‘The distinction detween "INTEGER" and "FLOATING-POINT" programs has been

dropped. Commands for which only integer values are appropriaste will auto-
natically round decimal data to the nearest integer as needed. &RECODE
could De used to scale such values to simulate OSIRIS III if desired.

Glabal Piltefo

~Numeric and alphabetic variables may be used.
=Leading ssroes do not have to be punched.
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-Decimal points must be used as indicated by the dictionary.
=Filter statements can be of any character length.
-Parentheses may be used.

=The syubols > and < may be used.

8. Printout

-Page titles may be up to 100 characters long.
=Qutput is page-numbered and dated.
-Printout is more compact.

9. REPETITIONS

The use o7 REPETITION factors, which allow several analyses to be performed
for different subsets of the data, has been greatly expanded and provides a
facilicy analogous to '"packets" in OSIRIS III.

NOTE: OSIRIS III remains available to users, as a software package with a vari-
ety of features not incorporated in OSIRIS IV. OSIRIS III is, however, a sta-
bilized system with no further development currently underway.
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DISTRIBUTION POLICY

OSIRIS IV is distributed on a not~-for-profit basis by the Survey Research
Center Computer Support Group (SRCCSG) at the Institute for Social Research,
University of Michigan. A first-year fee and a subsequent yearly rental fee,
specified in the order form, are charged to cover distribution, maintenance, and
development costs. At the end of the first year, SRCCSG will automatically bill
for the next 12 month period and continue to do so until a invoice 4s returned
with a note asserting that OSIRIS IV is no longer in use.

1. Materials sent

Upon receipt of the order form and signed distribution agreement, complete
with payment, SRCCSG will send the following materials to the requestor:

1. OSIRIS 1V, including source modules, load wodules which are intended to
run under 0S, MVS, or their equivalent on an IBM/360 or IBM/370, and
installation implementation instructions, all on magnetic tape.

2. One (1) copy of the OSIRIS IV manual.

3. One (1) copy of the OSIRIS IV subroutine manual.

4. One (1) copy of OHDS: An Introduction to the OSIRIS Hierarchical Data
Structures Capabilities.

II. Maintenance and Consultation

1. Eahancements, updates, and improvements to OSIRIS IV, including new
releases, when and if developed for pubdblic distribution, will be sent
automatically to all current OSIRIS IV installations.

2. Considerable effort has been made to make OSIRIS I. as troubdle free to
use and implement as possidle, but should difficulties arise, a reasona-
ble amount of free consultation by phone or letter will be available,
with all phone charges to be paid dy requestor.

3. Extended consultation on the use of OSIRIS IV may be available at
$25.00/hour or by special arrangement with SRCCSG.

4. Maintenance and consultation will be provided only for the current
release of OSIRIS IV, and may, but need not, be provided if the OSIRIS
IV installation has modified or changed OSIRIS 1IV.

3. In the event of the loss or destruction of the 4installation’s copy of
the current OSIRIS IV, SRCCSG will replace it at a reasonable charge.

6. If sericua errors are discovered, a revised tape will bde sent out.

III. Distribution Agrecnent (repeated on dack of order form)

1. The OSIRIS 1V aystem ia to be uaed by the requesting installation only
on a single COMPUTER SYSTEM and for its own wuse, except as noted in
section .3 bdelow. The term single COMPUTER SYSTEM encompasses a aulti-~

- processor systea vherein the processors are located on the same site, a
system wherein terminals are located off site, or other back-up systen
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located on the same site. Re-distribution of OSIRIS IV in whole or 1in
part or any derivative cthereof, externally ar internally, to other
computer systems or sites is prohibiced.

No title or ownership rights cto OSIRIS 1V are ctransferred by this
agreement.

If a commercial installation makes computer time which uses OSIRIS IV
available to any other user, then the requesting inastallation agrees
thac 1t will pay SRCCSG, within thirty (30) days after the end of each
calendar quarter, a 10% royalty on all charges to such other users made
by the installation for machine related services for each computer job
which utilizes OSIRIS IV,

All payments are exclusive of any tariffa, duties or taxes imposed or
levied by any government or governmental agency. The requesting instal-
lation shall be liable for payment of all such taxes however designated,
levied, or based on OSIRIS IV, its use, or on this agreement, including

wichout limicacion, state or local sales, use, and personal property
taxes.

while OSIRIS IV has been carefully developed and tested for accuracy and
proper functioning, SRCCSG, cthe Survey Research Center, che Institute
for Social Research, or the University of Michigan cannot guarancee the
accuracy or cotrrectness of OSIRIS 1IV.

In no event shall che SRCCSG, the Survey Research Center, the Insticuce
for Social Research, or the University of Michigan become liable to che
requesting 1installation, or any other party, for any loss or damages,
consequential or otherwise, including but not limited to time, money, or
goodwill, arising from the use, operation or modification of OSIRIS IV
by the requesting inatallation.
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OSIRIS 1V Distridbution
Computer Support Group
Survey Rescarch Center
Institute For Social Research
University of Michigan
Ann Arbor, Michigan 48106

OSIRIS IV ORDER PORM: Complete BOTH tides and return to above address.

Shipping Address:

Naze

Pira/Institucd

Strest )
City ’ State_ Zip

Country o Telephone No.

This raquest must be acconpanied by a check or purchase order. ﬁle current
rates avaihbh are as follows:

firse anml . ‘

yoar reneval ) i

$ 2400 $ 1800 bagic fee

$ 1600 $ 1200 for government aaencies and non-profiz institutions
$ 1200 $ 900 for institutions granting academic degrees

$ 9500 $ 675 for Inter-university Consortium for Politiecal and

Social Research (ICPSR) members

Overseas orders: add §25
|:| Check No. |:| i'urchue Order No. Amount $
OSIRIS IV TAPE - indicate desired density:

9 track EBCDIC = odd pari.:y'upe written at

i1 800 BPI i1 1600 BRI || 6250 BPI
CHECK ONE CATEGORY: © BARDWARE:
I_l Degree Grantins Institutien !_hnuhctur&
I_| Governdent or Nom-profit Model No.
i_| Service Buresu R Hnorf iize
i_| Other: ' : Overu'ing System

POR SRCCSG USE ONLY: Date Raceived Version Date Copied Date Mailed

o

Lo | | | o




1.

2.

3.

4,

b

7.

'DISTRIBUTION AGREEMENT

The OSIRIS IV system is to be used by the requesting installation only on a
single COMPUTER SYSTEM and for 1ts own use, except as noted in section 3
below. The term single COMPUTER SYSTEM encoupasses a multi-processor system

. wherein the processors are located on the same site, a systea vherein

terminals are located off site, or other back-up system located on the same
site. Re-distribution of OSIRIS IV in whole or in part or any derivacive
thereof, externally or internally, to other computer systems or sites dis
prohibited.

No title or ownership rights to OSIRIS IV are transferred by this agreement.

If a commercial installation wmakes computer time which uses OSIRIS IV
available to any other user, then the requesting installation agreas that it
will pay SRCCSG, within thirty (30) days after the end of each calendar
quarter, a 102 royalty on all charges to such other ugsers made by the
installation for machine related services for each computer job which
utilizes QOSIRIS 1V,

All payments are exclusive of any tariffs, duties cr taxes imposed or lavied
by any government or goverrmental agency. The requesting installation shall
be liable far payment of all such taxes however designated, levied, or based
on OSIRIS IV, its use, or on <lils agreement, including without limitation,
state or local sales, use, and personal property taxes.

While OSIRIS IV has been carefully developed and tested for accuracy and
proper functioning, SRCCSC, the Survey Research Center, the Institute for
Social Research, or the University of Michigan cannet guarantese the accuracy
or correctuess of OSIRIS 1Y.

In no event shall the SRCCSG, the Survey Research Center, the Institute for
Social Research, or cthe University of Michigan become liable to the
requesting installation, or any other party, for any loss or danages,
consequantial or otherwise, imcluding but not limited to time, money, or .
goodwill, arising from the use, operation or modification of OSIRIS IV by
the requesting installation.

Al

The terms of this agreement are undcrltéod.and accepted for the fequesting
installation bdy: .

Naae

Title

Signature

Date




OSIRIS IV AND RELATED DOCUMENTATION

Itens listed below mey be ordered using the attached order form.

OSIRIS 1IV: Statistical Analysis and Data Management Software Systeam

A thorough description of each command and the overall systea. The write-up for
e2ch command includes a general description, uses, functional relations to other
commands, extended explanations of options and features, restrictions, input and
output requirements, and sample setups. 1979. 250 pages, ring binder. Price:
$15.00 ($9.00 for over-the-counter cash purchase from ISR supplies).

OSIRIS IV Subroutine Manual

The subroutines in the OSIRIS 1V library are described in this manual. The
functional characteristics are detailed as well as all entry points and calling
sequences. This manual is useful to those wishing to modify existing OSIRIS IV
caumands or to add new coumands. 1979. 160 pages, ring binder. Price: $13.00.

OSIRIS III, Vol. 5: Formulas and Statistical References by Laura Rlem.

‘Although an OSIRIS 1II refarence, this volume is reasonably applicable to the
corresponding OSIRIS 1V commands. An OSIRIS IV version 4is planned. 1974. 212
pages, loose~leaf, shrink wrapped. Price: $8.00.

Searching for Structure by John A. Somguist, Elizabeth Lauh Baker, aod James
N. Tgan. ) ;

This wmecnograph prasents an approach to analysis of sudstantial bodies of micro-
data which 13 4ncorporated in the OSIRIS III program AID3. The OSIRIS 1V
GSEARCH command 4s a direct descendant of the AID3 progran aand several new
faatures dave been added. A nevw acnograph 1s in progress, buvt is not expected
to be available until late 1980 . Ravised.edition, 1974. Price: $6.50 paper-
bound, $10.00 clothbound.

THAID: A Sequential Analysis Program for the Analysis of Nominal Scale Depen-
dent Variables, by James N. Morgan and Robert C. Messanger.

This mouograph descrides a techaique for conducting aultivariate asalysis of
categorical dependent variables. Although coumon in social research, such vari-
ables have, until recently, been difficult to handle with available statistical
techniques. TRHAID descrites a searching process which provides an efficient and
effective means for sorting through a variety of amalytic msodels to £ind the one
20st able to produce useful predictions. The technique calls for subgroups that
differ maximally as to their distridution; it sssumes neither additivity nor
1inearity, and so requires substantial sanples of 1,000 or more cases. The
0SIR18 IV command &SEARCH 1ancorporates & modified versiocn of this technique as
au option. 1973. 98 pages. Price: $8.00 clothbound.

Multiple Icnnificdczoﬂ’Aralzginz A Report on a Computer Program for Multiple

Ragression Using Categorical Predictors, by Prank M. Andrews, James N. Morgan,
Joha A. Sonquist, and Laura Rlem.

Multiple Classification Analysis is & technique for examining the interrelation-
ships between suveral pradictor variables and a dependent variable withn the
context of an additive model. The OSIRIS IV §MCA command inplements this tech-
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nique, and is a direct descendent of the program described 4in this monograph.
Revised edition, 1974. 105 pages. Price: $5.50 paperbound, $9.00 clothbound,

Multivariate Noainal Scale }nalyaisz a Report on a New Analysia Technique, by
Frank M. Andrews and Robert C. Mussenger.

This monograph describes a powerful additive technique for conducting multi-
variate analyses of categorical dependenc variables. It {s particularly useful
for gxploring the interrelsationships among theoratical concepts tapped by one
categorical dependent variable and substantial numbers of categorical i{ndepen-
dent variables. This technique, already successfully incorporated 4into the
0SIRIS III oprogram MNA, will be added soon to QSIRIS IV undar the same name.
1973. 114 pages. Price: $5.00 paperbound, $8.00 clothbound.

Data Processing in the Social Sciences with OSIRIS, by Judith Rattanbury aad
Paula Pelletier.

This mocoograph 4s intended to guide researchers in the field of social science
(or their assistants) through all the stages necessary for processing data with
a computer. It introduces the baaic components of computers and the different
kinds of software necassary for using a computer and then discusses types of
data gnd scme of the preliminary data collection phases prior to computer
processing. The monograph goes step by step through the data processing stages
wvhich aust be accomplished before analysis can de undertaken. It outliines
differant kinds of apalysis and describes the kinds of errors coumonly made vhen
using a computer for data processing, and gives scme hints on hew to aveid theam.
Although the exzamples used are designed for use with O0SIRIS III, they may
teadily be ctranslated for wuse with OSIRIS IV or another system. 1974, 245
pages. Prica: $6.00 paperbound, $10.00 eclothbound.

A Guide for Selecting Statistical Technigues for Analyzing Social Science Dacza,

by Frank M. Andrews, Laura Klem, Terrence N. Davidson, Patrick M. 0°Malley, and
Willard L. Rodgers.

The Guide 1s intended to be useful to social scientists, data analysts, and
graduate students who already have scme knowledge of social science statistics.
It presents a systematic but highly condensed overview of over 100 currently
used statistics and statistical techniques and their uses. The core of the
Guide=—a decision tree--consists of 16 pages of sequential questions and ansvers
wvhich lead the wuser to the appropriate technique. 1574, third printing 1976.
38 pages. Prince: $5.00 paperbound, five copiea for $10.00 ($2.00 for over-the-
counter cash purchase from ISR supplies).

The following documentation may be ordered from:

CENTER FOR POLITICAL STUDIES
Post Office Box 1248
. Anu Arbor, Michigan 48106

QHDS: An Introduction to the OSIRIS Hierachical Data Structures Capabilities.

This wmanual offers a step-by=step presentation on the generation, aodification,
and use of hierachical data structures. It has many exanples and diagrams, and
is an important aid for understanding the new and powerful QOSIRIS IV Hierarchi-
cal Data Structuran, 1979, 100 pages. Price: $5.00.




Iten 61 11:58 aprds/81 31 lines
Yzal Van Eck
K2w JSIRKIS IV Manual, prograas.

R 224 OSIRIS IV zaual is now availables from ISR Supplies. It rzflects
chaiges which have been made since the Junz 1530 update ti ths sixth
edition. Th2 manual 3as b2an completaly revievei and changes have
beea xade to clarify i1sage where needed. In particular, tha EIPDAIE
writ2-up has bsen complet2ly ravissd and includes more examples, per
uszr suggastion, Substantial changes have also bean mzie to the
FUNDAMENTALS saction, and a new section on structurel files has b22an
added to th2 DATA MANAGEHENT chapter. The &RECODE section has bh=en
coaplotely rastructured for ease of use. New projrams which hava be2a

added are:
5AGGREG Aggregatas individual recoris across subsets defined by
the 1ser and computes summary statistics. (Availablz
about iHay 1)
5CAP Spatial confijuration analysis.

5CBLIST Prints OSIRIS dictionary-codebooks in a sophisticated
format.

S5F&EE Parmits 3ata to b2 read into OSIKIS 1V in a2 format frae
MALN2T.

ESASFILE Peads a SAS internal file..

SPSSFILE Feads an SPSS internal file.
Other 1dditions inclule 22 expanded description of the ESET z=oaz32ai, a
nev storages typ2 (half-byts integer binary--see 3 IRANS), a new option

(oae deck) for 6MERCHECK, and a complete description of the "3jlobal
delimiter"" option (in the PUNDAMENTALS section),.
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