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Preface

Thls document was prepared as part of a project at NCHEMS to promote
better planning and management methods and techniques In postsecondary
education. This project, the Strategic Planning Project, contalns many
separate compcnents, but the enroliment analysis matrix (or EAM) concept
Is a central and archetypical example of the strategic planning approach.
This Is because the central Idea behind an EAM Is the Interrelationship
between the environment and the Internal organizational units of an
Institution. An EAM can be used as a tool +to help an Institutlional
manager understand the dIfferential changes that can be expected due to
changes In an [Institution's environment, and also as a tool to help In
testing and formulating strategles for coping with those changes.

However. the EAM concept can stand on Its own, as a useful planning
and analysis tool for Institutional management, without being tled
directiy to strategic planning. It !'s thls Independent stance that Is
emphasized In this document. The EAM Is presented as a tcol of Immedlate
and Important relevance to postsecondary education, especlally In the
upcoming decades of nopulation and environmental changes. The underlyling
assumptions and structure of the EAM are thoroughly dlIscussed, and
numerous examples are glven of potential applications of the EAM In

postsecondary education planning and management.
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Chapter |
Introductlon

Postsecondary educatlon Is moving Into an era where enrollments are
expected to decllne and where other drastlic demographlc shlfts are
expected In the student population. Institutional managers have been
bombarded wlth warnlings about these Impending changes, but except for same
studles that describe reglonal dlfferenc:s or that categorlize types of
Institutions Into "safe"™ and "threatened" categorles, there Is Ilttle
Intormation avallable to help managers assess what Impacts are expected a*
t+helr own Instltutlon. This document Is about a concept that addresses
t+his problem, the enrollment analysls matrix,

An enrol Iment analysls matrix (EAM) relates changes In the population
of potentlal students external to the Iastitution to the Impacts that
might result Internally within the Institutlon.  Such analyses are vital
because what Is true In general may not be ‘rue for a particular
Instltutlon. The nature and distribution of the student body at an
Instltution may be such that the school does not follow the trends that
might be expected withIn the school's reglon or among other schools of the
same type. For example, an Institution with a larger than average
percentage of adult students might be less affected by a drop In the
number of 18-year-olds than a school that depends almost entirely on
recent hlgh-school graduates.

Even more Important, however, are the possible differential changes
within an Instltution. One set of programs or departments may be
declining while another part of the Instltution Is growing. Such
dlfferences should be analyzed In terms of the nature of the student body

within each area since these dlfferences may further enhance the Impact of




changes In student demographlcs. It Is the possiblllty of uneven
enrol Iment changes within an Institution that makes It critical that
Instltutlional managers understand thelr own student's characteristics and
how those characteristics relate to conditlons In thelr Institutlion's
market,

An EAM, therefore, is a tool that Iles on the Interface between an
Institution and Its environment, It describes the Interaction between the
student body and the organizational units of the Institution and thereby
allows one to relate potential changes In the environment to thelr
probable Impacts within the Institution, A generallzed schematic dlagram
of an EAM Is glven In Figure 1.1, The cholce of student characteristics
and organlizational unlts to be Included In a particular EAM Is dependent
on the environmental changes being studled and the Institutlional Impacts
to be measured, but the basic framework remalns the same. Most of this
document will discuss these Issues, showing how the actual detalls of any
EAM siudy may vary while still using the same approach and methodology.

It Is this unlfled approach that 1Is the key element In the EAM
concept., Matrices that relate two or more varlables to each other are
very common and are surely no* an orliglinal contribution of the EAM
concept. Many examples of thelr use In Instltutlonal planning exlst and
several of these previous applicatlons will be discussed In later
chapters, But In most of the Ilterature, a matrix of student and
Instltutional data Is presented for a very speclflc purpose, such as for
program costing or for enrolliment projectlon. The matrix Is built for
that aprliication, but the approach and technique Is not generalized. In
addition, the matrix developed for a typical analysls Is usuaily used In a

very predetermined manner and not as a tool for helping to determine what
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Ficure 1.1

THE GENERAL SCHEMA FOR AN
ENROLLMENT ANALYSIS MATRIX
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should be done about . potentlal problem. The focus of the EAM concept is
on pointing someone In the right direction to look for a solution, or at
least In helping one "decide what needs to be declded." Another advantage
of the EAM concept Is that once an Institution has developed a capablllty
for performing a speciflc EAM analysls (by creating appropriate data
elements and analytical tools) It then has In place all the tools
necessary to carry out many other studles. A very Important side benef
of thls |Is that the users of EAM reports within the Institution have a
chance to become fam!llar with a standard reporting format and approach,
so that new analyses are more readlly understood and accepted.

The maln thrust of the EAM Is not forecasting (though Ilater
discussion wlll show that It can be of help In that task as well) but Ia
the analysls of student patterns within an Institution and the
differential Impacts that may result when enroliments change. Referring
back to Flgure [.1, the environmental changes are assumed to be glven a
prior! In an EAM analysls, and the EAM Is used as a tooi for relating
those changes to the Impacts on the Institutlon. Responses to up comling
changes can be studled by using the EAM to evaluate how different poilicles
by the Institutlon are Ilkely to turn out. In addition, the EAM can be
used to measure the Impact of a varlety of environmental changes when the
exact nature of those upcoming changes are uncertaln. Therefore, an EAM
can be used both to "play out"™ policles under varying assumptions and as
an analytical tool to Investigate current relatlionships.

The rest of thls document describes the basic Ideas behind the
enrol Iment analysls matrix concept In much more detall, suggests several
possible appllications, and discusses Implementation guldellnes and

methods. The level of presentation Is kept on a very general level. The
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purpose of thlis &ocumenf Is to generate ideas and to explain the
approach--not to be a +echnical workbook of step-by-step Instructions.
The final chapter on implementation guidellnes does, by its very nature,
use more technical language that assumes a basic familiarity with
institutional data and data processing, but the most important points of
the EAM concept and its applications are coversd 'n Chapters |1l and IV.

First, however, Chapter || provides a brief review of the |iterature
t+hat describes the demographic changes that are expected In the student
population of colleges and universities In the 1980s and 90s. |In
particular, It gives evidence of the differential Impact of the upcoming
changes In cdifferent regions of the couniry and on different types of
institutions. I+ also describes scme ef forts that are underway to help an
institution or state determine the impact It should expect, based on the
character|stics of .ts current student population and the corresponding
changes in the pocpulation as a whole.

Chapter 111 moves on to a discussion of the EAM concept, giving same
historical background and working through a detailed example to explain
the basic ldeas more fully. Some of the data elements and categories that
might be Included In EAMs are presented and the chapter ends with same
caveats regarding the Iimitations and applicability of the EAM. These
caveats are important; the EAM Is potentially a very powerful and useful
tool. but like any tool, it can be misused, and there are scme things it
cannot and should not be expected to do. Chapter IV presents eigut
different EAM applications that are appropriate uses of this technique.
considered. Some of these are quite familiar while others are falrly
original, but they all use the same basic approach. Tlic chapter Is

Intended to stimulte the reader Into thinking of ways to apply the EAM--It




Is a not 11st of all possible applications or a detalled "cookbook™ of how
to put a study together. The final chapter, Chapter V, does go into more
detal! and some technical guldelines for Implementing an EAM anajyslis are
presented and some basic report formats and possible software tools that
can be used are discussed, This chapter Is Intended to start potentlal
users off on the right track and to at least polnt them In the right

direction for developing an Initial EAM capablliity,




Chapter 11

Why 1s the EAM Important Now

Most everyone |s aware by now that higher educatlon |s facing a
potential crisls in the 1980s, resulting from the upcoming decrease In the
number of eighteen year olds. The exact efiect of this decrease on the
total national college enroliment Is a point of much debate, but the

actual nrumber of eighteen year olds in each of *he next eighteen years is

*y

predetermined since those people have already been born. For example, the
pattern of age distributions in the current national population Is
1l lustrated !. Flgure I1.1. An examination of the figure will show that
as the five to nlne year—-old age jroup reaches e!'ghteen (from 1590 to
1994) +there will be about a twenty-five percent drop In the number of
eighteen year olds 1In the population. Of course, thls type of general
information, whlle frightening to Institutional managers in a vague sort
of way, Is not very helpful iIn terms of Identifying the speciflic
enrol Iment and Institutiona! Impacts that they should expect. The
natlonal level of student information is too general, and It Is easy to
Just assume that "the decline won't affect us because we are samehow
special or unique."

I+ 1Is one of the purposes of thls paper to show how the EAM can help

institutional managers to Identify what the Impact of changes in the

“,

student population is likely to mean to them, for it Is the differential
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Impact of changes iIn the student population that poses one of the most

&~

difficult Institutional planning problems of the 1980s. This problem ls
teginning to be addressed quite frequently In the Iiterature from the
perspective of how different institutlions or different types of

Institutions (varying by geographic region, prestige, program of ferings,
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Fieure II.1

NATIONAL PCPULATION PERCENTAGES
BY AGE GROUPS FOR 1981
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etc.) are affected by changes in the student population. In other words,
researchers are asking the question deplicted In Figure |1.2: What Is the
differential Iimpact on Institutions of major changes in the student
population?

With the EAM, we are more Interested in the differential impacts
within different subdivisions of Individual Institutions, but there are
some strong parailels between the Inter- and intra-institutional levels,
and a review of some of that |Iterature Is worthwhile and will be helpful

In our later discussions of EAM applications.




Ficure [I.2

WHAT IS THE DIFFERENTIAL IMPACT ON INSTITUTIONS OF MAJOR
CHANGES I THE STUDENT POPULATION?
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Ficure 11.3

CHANGING NUMBERS IN HIGH-SCHOOL GRADUATING CLASSES
BETWEEN 1979 AND 1995*

Down 24%
Down 11%
Oown 42%
Down 45%
Down 41%
Down 37%
Down 31% .
Down 41%

Down 59%

Per cent change
1979 to 1995

. Gain 0 to 58%
E Loss 2% to 15%

D Loss 17° to 28%
D Loss 31°: or more

CHRONICLE MAP BY PETEA M ATAFFORD

*P1cTURE FRO: g g
RO CHRONICLE OF HIGHER EDUCATION "FAcCT FILE”, January 7, 1980, .8,




Flgure Il.1 Ill strated the national distritution of age groupings,
but any serlous study of changling enrolIments would have to at least start
with state or reglonal enrollment projections. Differences In state
growth patterns and Interstate mligrations can lead to qulite d!fferent
projecticns for dlfferent parts of the country. A recent report (WICHE
1979) computes state-by-state projections of high school graduating
classes through 1995. These are summarized In Figure 1.3, A qulick
examination of thls flgure reveals, for example, that Institutions In the
northeast are Ilkely to be facing very different kinds of enrolliment
pressures than those In the southwest--states such as New York may have
declines up to 42 percent, while others, such as Arizona, may even have
Increases.

So far, we have mostly talked about changing populatione
characteristics In terms of the number of elghteen year olds In different
parts of the country, but the probiem, of course, Is much more comp | Icated
than that. I+ Is the entire composition of the population and the
changing preferences of students that must be attended to if the Impact on
Institutions Is to be properly measured. A good example of the changling
preferences of students Is shown by the dlfferent patterns of part-time
enrol Iment, especlally In public two-year Institutions. The chart In
Flgure I1.4 1llustrates the changes In part-time enrolIment since 1968 and
shows that dlfferent types of Institutions have experlenced thlis Impact In
varying amounts. Such changes In the future can have a huge Impact on the
actual enrolIment and number of credit hours at an Institution, regardless
of changes In high-school graduates. Of course, a complete EAM analysls
of part-time enroliments at an Institutlion should also take Into acoount

such student characteristics as sex, age, and the programs the students
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are taking. For example, part-time enrcliment patterns vary significantly

by age: one-third of 18-24 year-old students are part-time, while
two~thirds of ail adult students are part-time (Frances 1980, page 62).

Student behavior factors other than full-time/part-time are also
important, such as the different educational interests of aduit versus
traditional-aged students. These differences are Investigated in a recent
study by Hyde (1980). He reports that the ilkeiihood of enroiling in a
particuiar program is much higher for adults when the program Is of fered
in the evening, but that youths wili tend to avoid evening courses. Hyde
looks at many other variables, much as tuition and financing
considerations, types of Instructlon and programs, and delivery
mechanisms. He conciudes that there are significant differences In ail
these areas between the preferences of aduits and youths, and that these
issues need to be considered before the responses of various groups of
prospective students to changes In educationai services, costs, and means
of deiivery can be properly measured.

There are several recent studles that focus on the changings
demographics of the potentiai student population and of how those changes
may Impact on postsecondary education. One such study, by John Centra
(1980), reviews the many recently published projections of coliege
enrollments In the 1980s and focuses on their similarities and
differences. He does an excelient job explaining how factors such as
participation rates, region of the country, and type of Institution can
play an Important roie. For example, he discusses how institutional
quaiities such as financlai condition, reputation, size, and loction can
influence an Institution's abillty to attract more students. Centra

conciudes with a discussion of the differences of enroliment behavior

13 1Y




ENROLLMENT, PART-TIME AND FULL-TIME,

Ficure I1.4

BY TYPE AND CONTROL OF INSTITUTION,

1968, 1972, 1978
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betwesn adults, women, and mlnorlty students. HIs evldence shows that the
growth of the paiticlpation rate for adult students wll| probably slow,
that women exhiblt dlfferent retentlon rates than men once they are
enrol led, and that the rate of population growth for minoritles Is hligher
than the natlonal growth rate, but that they are stil| underrepresented In
col leges and unliverslitles.

A study by Henderson and Plummer (1978), provides state-by-state
comparIsons of population shlfts In terms of varlables such as sex, or the
proportion of the population that are Black or of Spanish orligin. Another
report, by the Carnegle Councll on Pollcy Studles (1980), summarizes many
of these same demographlic trends and draws concluslions about the impacts
to be expected over the next twenty years In dlfferent parts of the
country and on c¢!fferent types of Institutions. Thelr cor lusions In this
area are simllar to those of Lyman Glenny (1980). Glenny also examlInes
demographic Issues and conflrms many of the concluslons reported by Centra
and others. One part of Glenny's paper that Is particularly relevant to
thls dlscusslon Is hls explanatlon of the differentlal Impacts to be
expected In dlfferent categorles of colleges and universities. He dlvides
Instltutions Into three broad groups, from least to .iost vulnerable:

1. Least vulnerable--the m;ln campuses of research unlversitlies and

prestiglous four-year prlivate col leges.

2. Among those that should hold thelr own-=the publlc communlty
colleges that stay attuned to local needs and desires and that
of fer short-term occupation courses leading to job entry.

3. And most vulnerable~~the denaminational-related private colleges,
state col leges and unlversitles, and emerging public and private

unlfversitles.
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All of the above papers, especlally the ones by Centra and Glenny,
provide a good overvlew of the problem, but none of them o:fers any advlice
to an Instltution about how to predict what thelr actual enrollments will
be or about what they can do about It. Carol Frances (1980), however,
does address thls problem, She flrst reports on current anroliment trends
and contrasts them wlth the "conventional wisdom™ of what has been
happening. She shows that some common assumptions, such as that total
enrol lment Is already down and that the less selective private |lberal
arts colleges are dowr In enrollment, are false. She argues that one
cannot make assumptions about what will happen, but must Instead look at
actua! data. But the most valuable part of her paper Is the framework she
provides for assessing the potentlals that are avallable for of fsetting
the projected deciine In college enroliments. For example, she polnts out
that while 1+ is true that thera will be a 4.3 miilion declline In 18-24
year-olds by 1990, the adult population during the same period will
Increase by 22.8 mllllon==providing a new marke® for Institutions. Other
factors, such as participation rates and retenticn can also help of fset
enrol Iment decllines. Her framework Ilsts twelve of these potentlal
of fsetting factors (page 40):

e Increased "high-schoo! graduation" rates of students who would

otherwlse drop out

o Incressed credentialing by testing of high school dropouts

e Increased enrollment of low- and middle~Income students

e Increased enrol Iment of minority youths

e Increased enroliment of traditional college-age students

o Incressed retentlon of current students

.
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e Increased enrol Iment of adults

¢ Increased enrol Iment of women 20-34

e Increased enrol Iment of men 35-64

e Increased enrolIment of graduate students

e Increased enrol Iment of persons currently being served by Industry

e Increased enrolIlment of foreign students
She then goes through calculations, using national data, to show how much
difference each of the above factors could make on a natlonal level and
she provides a blank worksheet to be used to assess these factors at a
more local level. Therefore, she does not provide a new enrollment
projection, but Instead, she focuses on strategies and thelr possible
outcomes.

Some researchers do provide speciflc enrollment-projection-tools for
use at the Institutional level that take into account changes in the
instltution's environment. Two such papers are by Zemsky, Shannon, and
Berberich (1980) and Zemsky and Assoclates (1980). Both Zemsky et al.
papers report on dlfferent aspects of work by the Higher Education Finance
Research Instltute, In cooperation with the College Board, to develop a
model that allows colleges and universities to assess their enroliment
potentials over the next several years. The Zemsky, Shannon, and
Berberich paper gives detalls of a pllot test of their model In three
countles in Pennsylvania, while the Zemsky and Associates paper describes
a model designed to serve Institutions In any of the natlion's 200 regional
admisslons markets. Both models are based on the observation that most
schools compete against a fairly small group of peer Instltutlions that
have similar levels of prestige. The main population market for a

competing group Is determined by using College Board data (such as SAT
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questionnalres), Then hlstorical attendance patterns to the Instltutions
zre matched agalinst projections of the student market, which Is decomposed
by population, socloeconomic background, and academic aptitude anc
asplrations, A quote from thelr pllot study In Pennsylvania provides a
good Jjustiflcation for thelr approach:

Individual ized characteristics--high school performance, SAT

scores, famlly tradition, and disposable famlly Income--combIne

to help students choose among a relatively narrow range of

optlons, The actual structuring of those optlons, however, as

def Ined by the geographlic horlzons of the students! asplrations,

Is the functlon of community-held values and experlences, . . .

While states with declining elghteen-year-old populations wil|

send fewer students +to coollege, how that pattern of decll!ne

translates Into Illkely enroliments for speciflc Institutions

will be a function of the mechanism dlstributing students among

market segments (Zemsky, Shannon, end BerberIch 1980 [p. 371]).

The Zemsky approach Is not dissimllar to an EAM analysis (though It
Is not referred to In that way In hlis papers). The level of analysis Is
on the whole Institution, rather than on units within the Instltutlons,
but student data, categorlized Into relevant dimensions, Is used as the
means of relating changes In the environment to Institutlional I[mpacts
(sIimllar to the generic diagram Iin Figure 1.1). Another approach to a
state-level analysls of student enroliment Is currently belng started by
NCHEMS (Allen 1981) that w!!l bulld on the basic EAM concept.

And It Is thls EAM concept, of course, that Is the maln focus of the
rest of thls document. The above review of the |lterature was provided to

present same evidence of the major changes In student demographics and In
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student attendance patterns that are soon +to be forthcoming. The clted
articles also predict that dlfferent reglons of the country and different
types of Institutions will be differentially Impacted by these changes.
Managers at each Institutlon must evaluate for themselves what these
changes may mean to thelr Instltution, and they must also ldentify
strategles and policles that may be effective in coping with the changes.
Aiso, since these changes are only predictions, they need to be able to
measure the range of changes that might be experienced. Analyses of past
student-behavlior patterns have been shown to be useful ways to approach
the above problems (Frances, Zemsky, et.al.). Such analyses are real ly
Just different ways of applying the EAM concept. The next chapters wil |
explalin this concept In detall and glve many examples of possible

applications at tha Institytional level,
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Chapter 111

The EAM Concept

The most critical aspect of the enrolIment analysls matrix concept is
I+s f~cus on the uses t' at can be made of tals type of data, rather than
an emphasls on the data matrix Iitself. Researchers have been producing
matrlces, such as Induced course load matrices, for a number of years, but
all too often the reports they produce are too complex for anyone but the
most sophlsticated user to comprehend. Any attempts by Institutlional
management to use those mairlces as a tool to beiter understand thelr
Institution or to evaluate alternative policles are often folled by the
Incomprehensibl| ity of the reports and the dIfflculty of Interpreting the
Interrelationshins of the varlables, In addltlen, +there !s often no way
of easlly producing additlonal analyses that Include dlfferent variables
or that reflect different underlyling assumptions.

Thls Is unfortunate since enrolIment data can be very valuable. As
Shirey and Kissel (1978) polnt out:

"Enrol Iment data, In essence, tell whom the Instltutlon has

served In the past, whom It Is serving at present, and whom [t

will serve In the future."” [p. 391
An Inablilty to easlly access enrollment Information, therefore, |Imits
the extent to whlich managers can adequately understand the prob'ams faclng
thelr Institulon and the oourses of actlon avallable to them when
searching for solutlons,

As a consequence, the maln polnts of emphasls In the EAM concept are
that (1) the enrolIment matrix can be used to Identlfy the key student and

Instltutlonal varlables of Importance In a particular pollcy analysls, and

(2) that It can be used to evaluate dIfferent strategles In deal Ing with

o




upcoming problems and to help determine which ones are most l|ikely to lead
to solutions. To further those obJectives, the researcher bullding the
matrlces must concertrate on the dlfferent varlables that might need to be
Included, on the readabllity and clarity of the reporis that are produced,
and on the development of a system capable of produclig a large varlety of

different reporis easlly and quickly.,

History of EAM Analysls

While the term "EAM™ [s orlglinal with thls document, several examples
of what we call an EAM analysls have been aroun¢ for a long time. The
most famlllar Is the Induced course load matrix, or ICLM. The ICLM was
Irst Introduced by Sldney Suslow at Berkeley In 1957 (Suslow 1976),
though ha feels the term "academic matrix"™ I[s better than ICL'l. A baslic
ICLM relates student Informatlorn (by major end student level) to
Institutional Informatlon (by discipline and course level). An example of
a simple ICLM Is glven In Figure Ill.,1. The contents of the cells vary,
according to the use to be made of the I[CLM. The most common value Is
ratlo of course credlts per student. For example, the value In the
uppermost cell of Floure Ill.1 might be the average number of student
credl+ hours In undergraduate biology taken by *he typlical undergraduate
with a major In blochemlstry.

Suslow made several early uses o1 the IC_M at Berkeley. He used It
as an ald to bullding and space planners, as a tool to help planners at
Berxeley convert from a semester to a quarter system, to develop full-time
equlivalency counts and properly assign full-tinn loads to departments, and
to assess the Impact of program changes, such #s when the Col lege of

Letters and Sclence dropped Its [anguage requlrement.
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Fieure 111.1

EXAMPLE OF A TYPICAL ICLM
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The most extensive use of ICLMs has come from the development at
NCHEMS of program costing tools such as RRPM (Gamso 1977), CADMS (Hal ght
and Martin 1975), and the Information Exchange Procedures (Gamso and
Service 1976). All of these tools use an ICLM to apportion departmental
costs across degree programs at an Institution (a sectlion In Chapter 1V
will further elaborate on these methods). In all the NCHEMS publlcations
and previous applications, the dimensions of the ICLM are always degree
program by disclpline, as In Figure Ill.1. (In fact, one of the chlef
purposes of the flrst Program Ciassiflcation Structure (Colller 1978) was
to provide a standard set of program codes for the degree-program axls of
ICLMs to be used In cost studles.)

However, the cholce of dimensions used In those NCHEMS products was
determined by the purposes to be made of the ICLMs. As Gamso and Servlce
(1976) polnt out:

"An ICLM can be developed for purposes other than IEP, In whlich

case the definltlons necessary for IEP might not apply. The

'PROGRAM!  dImension, for example, might represent another

grouplng of students. The ICLM would then show the dlfferent

course 'consumption' patterns for each grouping. DIfferent
student groupings might Include full/part-time students,
day/night students, male/female students, resldent/nonres|dent

students, and so forth.™ [pp. 73,74]
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Example EAMs

A ICLM, *herefore, Is simply a speclflc appllication of an enrol Ilment
analysls matrix. A general schematic for an EAM |s glven In Flgure I11.2,
A matrix Is constructed by choosing the approprlate student and
Instltutlonal characterist.cs and then fllling the celis with data that
reflects the baslc underlyling relationship that |Is belng studied. The
ICLM uses program and student level for studes . characterlistics,
departments and course level for Instltutlonal characteristics, and the
ratlo of course credits per student as the data elements., Other varlables
might be chosen for other purposes. One thing to note about the
dimensions of an EAM Is that some varlables, such as program, cannot be
easlly categorized as only students or only Institutlonal characteristics.
For exampie, In one sense program Is a discription of the major belng
pursued by a student, but on the other hand, programs also descrlibe the
offerings of an Institution In a way different from a lIst of course
offerings. Some of the example applications In Chapter IV 1llustrate the
use of program on more than one dimension of a matr(x.

One example that arrays a student characteristic by program could
occur If a school wished to Investigate the effect of changling
participation rates and of different career cholces by women. The natural
EAM to construct would array sex by program. A matrix of students by sex
In each academic program could be computed to Indlcate the proportlions of
total students by sex In each program. Flgure 11,3 Illustrates an
example of such an EAM. AddItlonal EAMs would then be generated for as
many years (or semesters) as there are data. Trends could then be
ldentlfled, showing changes In preference for dlfferent majors. These

could be combined with estimates of changlng particlpation rates of men
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Fieure II1.2

THE GENERA

L COMPONENTS OF AN EAM

STUDENT CHARACTERISTICS

E.G., AGE, SEX, FT/PT, PROGRAM,
STUDENT LEVEL, -=--------~

INSTITUTIONAL

ORGANIZATIONAL

UNITS

E.G., SCHOOLS,
DEPARTMENTS,
COURSE LEVEL,

PROGRAMS
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and women In the population to arrive at Institutional estimates of the
Impact on dlfferent programs In the Institution. These estimates could
then be used as Input to another EAM analyslis, such as to an ICLM, to
estimate enrollment In dspartments, or even In same large course sectlons.
Of course, thls example Is slightly simplifled. Rather than headcount
enrollments a schoo!l might prefer to look at student credit hours or
full-time equivalencles. Other factors, such as day or night student or
age of student might also be Important.

The above example does polnt out that the actual data elements to be
entered In a cell of an EAM Is dependent on the questions belng asked. In
Figure 111.3, the data elements 2re total students, and the proportion of
students of each sex In a glven program. Other analyses might work with
total student credit hours, number of full-time equivalent students (FTE),
proportions of students In a gliven program In each student category (that
s, dlviding each ce!!l by the total program enroliment rather than the
total enrollment by sex In Figure 111.3), or by any other feasitle
measurement.

In each case, the matrix !s constructed from student reglstration
Information. This will be discussed more thoroughly In Chapter V, but a
brlef example wll! be glven here. Referring back to Figure 111.3, the
orlginal counts of headcount enrolIment In each cel! would be arrived at
by flrst starting with a record of student registration Information that
Included Information about each student's major and sex. A counting
procedure would then be gone through to accumulate the total number of
students In each cel! of the matrix. Such a procedure Is Illustrated In

Figure I11.4.




Ficure I11.3

EAM OF STUDENTS BY SEX AND PROGRAM*

SEX

HEADCOUNT/ TOTAL BY

PROPORTION MALE FEMALE |PROGRAM

MATH 20/.14 137.07 | 30/.21
DEGREE HISTORY 15/.11 35/.25 | 50/.35
PROGRAM  BIOLOGY 30/.21 30/.21 | 60/.43

TOTAL BY

SEX 65/.46 75/.54 1140/1.,00

*THE ELEMENTS IN EACH CELL REPRESENT THE TOTAL NUMBER OF
STUDENTS IN THAT CATEGORY ABOVE THE SLASH, AND THE
PROPORTION OF MALE OR FEMALE STUDENTS IN THAT PROGRAM
BELOW THE SLASH,
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Ficure 111.4

CONSTRUCTION OF AN EAM FROM STUDENT
REGISTRATION DATA

PART OF A STUDENT REGISTRATION DATA BASE:

STUDENT STUDENT’S | STUDENT'S -----
I.D. NAME MAJOR SEX

12345 B0B JONES MATH MALE
21435 MARY SMITH | BIOLOGY FEMALE
45213 BiLL THOMAS | HISTORY MALE
51234 FRED ABBOTT | BIOLOGY MALE

' 52143 Jo4N SMITH HISTORY MALE

53412 SUSAQ Dok MATH FEMALE
|

ACCUMULATION OF STUDENTS 3Y CATEGORY:

MALE FEMALE

——————

MATH 1

M
1
HISTORY 2 0
BIOLOGY 1 1




However, the actual construction of an EAM Is not of as much
Importance to an Institutional planner as the uses that can be made of the
matrix once It Is avallable. The next example will work through the steps
of a simple analysls to Indicate a typlical application of an EAM.

This example sets the following analytical task: Investigate the
Impact on the colleges of an Institution of a new enroliment projection
that projects students by age categorles. Flgure [I1.5, which is
continued for several pages, Illustrates the different steps of thlis
analysis. An Important point of this example Is that both historical and
future condlitlons have to be placed Into EAMs so that comparisons, or
measurements of Impact, can be made. Also, several different types of EAM
are constructed as part of the Investigation. A final point Is that this
example was chosen to be simple enough that It could be easlly worked
through by hand. An actual application would probably need a more
detalled analysis and the displays would be produced by computer software.

The example In Flgure 111.5 assumes that a new enroliment projection
Is glven to an Institutional planner that predicts future headcount
enrol Iments by flve age categories (B). A comparison of the current
enrol Iment distribution by age (A) reveals a prediction of an overall
decrease of 108, with much heavier losses In the 19~ to 25~year-old
categories and an Increase In the over 26-year-old groups. Both (A) and
(B) are examples of simple EAMs, age by headcount, and even that simple of
a display reveals much more than a s'mple statement that overall
enro! Iment s expected to drop by 10§. However, the planner Is asked to
Investigate the Impact of this prediction on the Institution, not just the
change In the composition by age of the student body. A more detalled EAM

Is necessary, perhaps one that shows the distribution of students by
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Ficure I11.5

A INVESTIGATION OF THE IMPACT ON AN INSTITUTION OF A
NEW ENROLLMENT PROJECTION THAT IS SUBDIVIDED BY AGE
CATEGORIES

(A)  CURRENT ENROLLMENT

19- -
|uuneal 20222‘] 23-25 | 26-34 l e

TOTAL

HEADCOUNT|1300 | 1200 | 1000

(B) NEW PROJECTION

1000 ' 500 l 5000

1l
., - . .,

19- 35-
UNDER | 20-22 | 23-25 | 26-34 | over | ToTAL
HEADCOUNT | 975 960 865 1100 600 | 4500
PERCENT
CHANGE | -25% | -20% -147 | +107 | +20% | -10%




(C) DISPLAY CURRENT ENROLLMENT (HEADCOUNT) BY COLLEGE

(D)

(E)

Ficure I11.5 (cont.)

IN THE INSTITUTION IN AW EAM

19- 35-

UNDE. | 20-22 | 23-25 | 26-34 | over | ToTAl
LIBERAL [ 750 625 375 150 100 2000
ARTS
FINE 750 350 125 50 25 | 900
ARTS
BUSINESS | 200 225 300 500 275 {1500
LAW 0 0 | ™0 300 100 § 600
TOTAL 1300 | 1200 | 1000 | 1000 500 5000

DISPLAY CURRENT ENROLLMENT WITHIN EACH COLLEGE AS
A PERCENTAGE OF THE TOTAL ENROLLMENT IN EACH AGE
CATEGORY IN AN EAM

19- 35-

UNDER | 20-22 | 23-25 | 26-34 oéen TOTAL
LIBERAL | .58 52 .38 15 .20 40
ARTS
FINE 27 .29 13 .05 .05 18
ARTS
BUSINEss .15 19 .30 .50 .55 .30
LAW 0 0 .20 .30 .20 12

DISPLAY THE POSSIBLE ENROLLMENTS BY COLLEGE IF

STUDENTS IN PROJECTION ENROLL ACCORDING TO
HISTORICAL PATTERNS

32
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baoer | 2022 | 2325 | 26-34 | over | roraL | EERSENT
LiseRaL | 5625 | 500 | 324 | 165 | 120 | 167L.5| 168
FiNe | 262.5 | 280 | 108 55 | 30 | 735.5 -18%
' ARTS
susiness| 150 | 180 | 260 | 550 | 330 | 1470.0| -02%
L 0 0 | 173 | 330 | 120 | 623.0] +om
tora. | 975 | 960 | 85 | 1100 | 600 | 4500.0] -10%
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Fioure I11.5 (conT.)

)
L . 0 ‘e

(F) EXPLANATORY TABLES THAT SHOW THE PERCENTAGE OF
AGE CATEGORIES IN EACH COLLEGE FOR BOTH THE
CURRENT AND PROJECTED EAMS

19- 35-

Ean | UNDER | 20-22 | 23-25 | 26-34 | over

LIBERAL .38 .31 .19 .08 .05

ARTS

FINE .39 .39 14 .06 .03

ARTS

BUSINESS | .13 .15 .20 .33 .18

LAW 0 0 .33 .50 17

TOTAL .26 24 .20 .20 .10

19- 35-

Eame ol noer | 20-22 | 23-25 | 26-34 | over

LIBERAL 34 .30 .19 .10 .07

ARTS

FINE .36 .38 .15 .07 04

ARTS

BUSINESS | .10 12 .18 .37 22

LAW 0 0 28 55 | .19

TOTAL I 22




different age groupings across the major colleges of the institution (C).
An  assumption can then be made that students wi!| continue to enroll In
the varlous colleges In the same proportions, by age, as they have In the
past.  (Such an assumption Is a vital component of many EAM analyses and
the valldity of such assumptions will be discussed at the end of this
chapter,

To project the Impact of the enrol Iment projection In (B), the EAM In
(C) must be converted Into proportions that can be used to distrlbute
students In each age category across co’leges. Such an EAM is glven in
(D). For example, 750 out of 1,300 students who are 19 or under ars
enrolled In +the College of Liberal Arts In (C), this Is represented as
0.58 cor 58 percent In (D). The proportions In (D) can then be used to
spportion the projection In (B) across the colleges. Thus, the 975
students 19 or under In (B) are predicted to enroll In the numbers shown
In (E). For example, (E) shows 562.5 headcount In the College of Llberal
Arts (0.58 x 975 = 562.5), 262.5 headcount In the Col lege of Flne Arts
(0.27 x 975 = 262.5), etc. The rows and columns of (E) can be summed and
percent changes of enroliment In each college can be computed by comparing
the predicted college enrol Iment totals In (E) with the current totals In
(B). This level of analyslis provides a clearer plcture of the Impact of
the enrollment decline on that Institution. The analyslis Indlcates that
If students continue to enroll In the same proportions, that thg declines
In the Colleges of Llberal Arts and Flne Arts could be 11 and 18%
respectively, while the business college would remaln almogq’fhe same and
the enroliment In the College of Law could even Increase.

This type of Information would be very valuable, and It would

probably suggest even further analyses. The flrst result In thls example,
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however, |s that age of student Is an Important varlable In this analysls.
If all four colleges had shown about the ame distribution of students by
age, then age could have been eliminated from the study as an important
component,

One further set of EAMs that might then be generated are shown In
(F). Since age has been shown to be an Important factor, the
Institutlional planner may want to Investigate If +ths new enroiment
projection would result In vastly different distributions of student by
age In each college. The EAMs In (F) show that whlle there are same minor
shlfts, the overall distribution within each college would remaln falrly
stable.

In such an analyslis the planner would not stop at this polnt. The
assumptlon that students wil| continue to enroll In the dlfferent colleges
according to current enrollment patterns by age must be Investigated. |f
future students a.e more Interested In Buslness, across all age
categorles, then the deciine In Llberal Arts and Fine Arts could be even
greater than predicted. EAMs could be produced that reflect different
assumptions and a range of alternatives for the Institution should be
produced. In addltion, alternative strategles for ocoping with the
predicted problems should be studled. For example, EAMs could be used to
measuvre the Impact of dlfferent pollicles that are designed to attract more
adult students Into the College of LIberal Arts. The polnt Is that an EAM
approach Is a +tool that helps the planner to focus In on the real
underlying Issues and to determine which factors are Important and which

strategles are feasible.




Construction of an EAM
The task of constructing an EAM can be dlvided Into three parts: (1)

determine “%e varlables and categorles to be used, (2) collecting the
necessary data, and (3) producing the reports by processing the data wlth
the appropriate computer software tools. Chapter V concentrates on the
technlcal aspects of thls process, but the cholce of varlables to be

Included In an analysls Is discussed hers. The reason for this Is that

.
L
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Just looking at a list of the student and Institutional variables that
might be Included can be very Instructive. Many possible analyses come to
mind when examining such a [Ist and the fui! power of the EAM approach to
Institutional planning Is therefore emphasized. Also, the example
applications In Chapter IV will all use some combination of the varlables
suggested In thls sectlon.

One advantage of using enroliment ¢.alysis matrices Is that much of
the necessary data are already avallable at Institutions. The student
reglstration date col'ected by many Institutions constitutes a rich source
of Information for EAM analyses. This data Is elther Information that Is
necessary for the registration and record-keeping functlions for students,
or It Is Information that Is felt to be Important for Irstitutional
planaing purposes. For example, Shirey and Kissel (1978) suggest that:

"Some of the varlables an enrolIment data base should Incluo

are the number of students by county and state resldence,

school, depariment, undergraduate and graduate status, full-or

part-time statue, sex, race, and class leve!." [p. 40]

These, of course, are also all varlables that might be of use In an EAM.
Flgure 111.6 IIsts some student and Institutional characterlstics that

might be considered In an EAM analysis =nd provides a set of measurement
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POSSIBLE VARIABLES IN AN EAM ANALYSIS

STUDENT
CHARACTERISTICS

- PROGRAM (MAJOR)
STUDENT LEVEL

FULL -TIME/PART-TIME
STATUL

DAY/NIGHT

AGE

SEX

ETHNIC GROUP
FAMILY BACKGROUND
GEOGRAPHIC ORIGIN
INCOME LEVEL
ABILITY

STUDENT ASPIRATIONS/
CAREER OBJECTIVES

PREVIOUS EDUCATIONAL
EXPERIENCE

JOB EXPERIENCE
EMPLOYMENT STA&TUS

Ficure III.6

THSTITUTIONAL
CHARACTERISTICS

COLLEGE/SCHOOL

DISCIPLINE
(DEPARTMENT)

COURSE LEVEL
PROGRAM

4z

MEASUREMENTS

SEMESTER
AND YEAR

NUMBER OF STUDENT
CREDIT HOURS

COST OF A STUDENT
CREDIT HOUR

TUITION AND FEES PAID
STUDENT AID RECEIVED

STUDENT OUTCOMES
INFORMATION

APPLIED TO
INSTITUTION

ACCEPTED BY
INSTITUTION




varlables that might be used In constructing the values that go Into the
cells of the matrix.

The Items |Ilsted In Flgure 11,6 are falrly sel f-explanatory. The
main problems would arise In determining how many categorles to Include of
a particular varlable. For example, If age groupings of students are
being used, should the students be classlfled Into four, six, ten, or same
other number of categorles? This Is a key Issue, because the level of
data aggregation is very critical In any EAM analysis. Often the analyst
may want to Include a great many categor les so as to be able to capture as
accurately as possible the behavicr of the student population.
Unfortunately, thlis can lead to so much detall that the EAM reports are
hard to Interpret and the cost of each varlable becomes prohibitive.
However, to compensate too far In the other direction, can also lead to
problems. The final study may be accused of being too superficlal, or
Important Interactions of the variables may be covered up. There Is no
exact answer to thls problem. The analyst should take Into account the
purpose of the study, the leval of detall already avallable on the student
data base, and existing practices and conventlions when making this
declslon.

In many cases, the categories to use will be predetermined. For
example, If an Institution Is trylng to evaluate the Impact of a
state-wide enroliment projection on Its p--grams, then the Internal EAMs
should correspond to the categorles provided In the external projection.
In other cases, standard categor!zations may be called for because of the
audlence expected to use the EAM, For example, programs could be
classifled accordirg to the program ‘assiflcation structure (Colller

1978), and student outcome Information could also be classifled according
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to an accepted standard (Lenning, et.al. 1977). Flnaliy, the data on the
student data base may Impose certaln categorizations because of
Institutiona; hablts or tradition. In such cases, any attempt to regroup
the data Into other categorles would be prohlbitively expensive and would
also cause the reports to be iess famlllar tc Institutlional
adminlstrators.

When the categorles are not predetermined, there are a number of ways
to narrow down the cholce of varlables. One very useful technique Is to
go on "fishing expedltions." |In ofﬁer words, to construct a number of
smal | matrices, usling different varlables, Just to see |f they make a
ditference. An analyst Is llkely to discover Important varlables I. this
way that would be missed If a purely "loglcal"™ approach was taken. Also,
smal | matrices can be easl'y and quickly constructed, even by hand, so
there 1Is 1lttle cost In looking at a lot of varlables one or two at a
t+Ime. Other methods of choosing veriadples Include: searches of the
|1terature to see what varlables hav: been shown to be Important by
others; past experlences of the analysts of what 15 Important; the
polltics of the study; and the feasipll!ty of obtaining or collecting the
varlables,

Whatever declslons are made for a particular EAM, the apablllties
for EAM analyses at an Instltution should not be restricted vy any flxed
or Inflexible standards. The value of en EAM approach to planning Is to
be able to respond to a varlety of dlfferent problems and to be able to
use whatever data Is relevant to that problem. A particular
categorization of a varlabie for one study may not be the same one that is

needed the next tIme that varlable Is used In an analysls.
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Caveats and Limitations

Desplite Its usefuiness and value as a tool to ald decision makers,
the EAM does not provide definitive answers--nc analytical tool can.
There are always |Imitatlons to any quantitative process, and the user
should keep these |Imltations In mind before applying the results of any
such process. The most Important caveat about EAM analyses Is related to
the use of an EAM to project future enrolliment behavior according to
historical enrollment patterns. Such a projection methodology Is subject
to a large number of possible errors. Student preferences may not remaln
constant and events external to an Institution, such as changes In the
economy, may cause large shifts In student preferences. Even declislions
within an Institution about Issues such as program offerings, degree
requirements, or admisslion criterlia can lead to large shifts In student
behavior. Also, If many categorles of the EAM contaln small numbers of
students, then the potentlial for errors when projecting from those cells
bssed on a small sample Is Increased. Many small errors In thls type of
proJection methodology can lead to quite large errors when all summed
together.

Nevertheless, an EAM should not be rejected as a basls for projecting
behavior. As Suslow (1976) says:

"The high utillty of the academic matrix Iles not In Its precislon

but In the fact that there Is no substitute method that wil| develop

equally good Information." [p. 48]
Suslow also studled the stabllity of ICLMs over time and found that the
stabll Ity of course patterns Is ramarkably high. Hls major concluslions

about stabllity are (p. 48):
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a) highly unstable ccefflclents renerated by major fleld groups with
smal | numbers of students (Input) produce only smal |
perturbations In the outputs;

b) highly unstable coefflclents generated by major fleld with
moderate or large numbers of students In courses not commonly
taken by these majors produce only small perturbations In the
outputs;

c) curriculum changes by departments of Instruction usually cannot
be anticlpated, and they Introduce Inctablllty to the academlc
matrix without any real change in student preferences;

d) arbltrary or unplanned shifting of course offerings from one part
of the academlc year to another may glve the appearance of a
change In student preference where there Is none; and

@) dramatic changes In the numbers of students matriculated in a
major fleld can account for greater Inaccuracy In long=-range
predictions of outputs than can f luctuatons In matrix coeffliclent
values for this fleld.

Suslow's conclusions are all derlved from study of ICLMs (hls academlc
matrix) but similar conclusions would probably apply to other types of
EAMs. In all cases, If historlcal patterns are going to be used to
project future conditlons, then several years of data should Se analyzed
to measure the consistency of the pattern over time. Future shifts should
also be considered and the analyst should always keep In mind that the
farther a projection goes Into the future, the greater the possibllitles
of errors. Nevertheless, the EAM Is still a useful tool, as Suslow (1976,

p.50) says: "The essentlal concern of the academic planner should not be

16,




the precise values uf the coefflclents but the potential Impact of changes
In these values." This Is good advice for any EAM analysls.

The overall slize of an EAM analysis Is also a factor that must be
considered In any analysis. This Is because every time a new varlable Is
added to further subdivide a dimenslon of a matrix, It multiplles the
number of cells already there by the number of categor les of the varlable.
This problem Is graphlcally Illustrated by the slituation portrayed In
Figure 111.7.

The example In Flgure ill.7.1 shows a sltuation where varlables on
each axis are all natural cholces and of Interest In many analyses. Also,
the number of categories for each variable In the example has been kept to
a minimum. However, the product of all these categorles results in a
potential EAM of 3.6 million cells, a number many times the entire
enrol Iment of any iInstitution. This clearly points out that the analyst
must focus In on the key variables and eliminate those that are not
cruclal In the analysis. Once the key variables are Identlfled, then the
number of categories for each varlable must also be kept down to the
smal lest possible number.

The previous sectlion dlscussed some techniques for choosing Important
variables, The same methods are also useful In determining the number of
categories to use. Small exploratory analyses or "fishing exped!tions"
can help determine what level of detall [Is appropriate. ExIsting data
structures and reporting conventions may dictate the categorles that are
most practical. Relevant |literature and past experience may suggest the
appropriate categorles. And factors such as expense, political

acceptabllity, and loglc may determine the final declsions. But whatever
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Ficure 111.7
LIMITATIONS ON THE SIZE OF AN EAM

ONE CANNOT LOOK AT ALL THE IWTERACTIONS OF ALL THE
VARIABLES OF INTEREST AT THE SAME TIME. FOR EXAMPLE,
AN EAM THAT INCLUDED THE FOLLOWING:

ER S INSTITUTIONAL UNITS

NUMBER OF NUMBER OF
VARIABLE CATEGORIES VARIABLE CATEGORIES

i

i

i

I

I

i

1

PROGRAM 40 DEPARTMENT 30

l STUDENT LEVEL 5 COURSE LEVEL 5

SEX 2

ll AGE 5
ETHNICITY 3

| "

i

I

I

1

i

I

1

i

GEOGRAPHICAL
ORIGIN

WOULD HAVE 24,000 STUDENT CATEGORIES AND
150 INSTITUTIONAL CATEGORIES
AND THE RESULTING EAM WOULD HAVE 3.6 MILLION CELLS
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cholces are made, they can only be made well when the questions to be
studled are clearly stated and understood.

Even If one can't elIminate the Importance of enough varlables to get
a matrix down to a reasonable size, the varlables can stil| be analyzed,
Just not all at once. For example, take agaln the varlables In Figure
It1.7. Varlous sub-EAMs could be produced, using those varlables and a
useful analysis would result that captured as much Information as possible
about thelr Interactions. In addition, the large number of possible cells
In the example does not mean that that many data records would be needed.
Chapter ¥V will discuss the type of data base that Is needed and the

construction of many dIfferent EAMs from the same standard data flle.
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Chapter IV

Alternative Applications of EAMs

This chapter describes eight potential app!ications of enro!lmenf
analysls matrices at institutions. As throughout this document, none of
these exampies are intended to be a workbook of exact steps and procedures
to foliow. Their Intent, instead, Is to suggest possibllities and Ideas.
Nevertheless, all of these appiications are quite feasible--most of them
are well estabiished procedures anc many institution will have done one or
another of them at some time in the past. The most important and
Interesting point of +this chapter is that if one conceives of each of
these analyses as merely another exampie of the same basic approach, then
a common data base and common anaiytical too!s can be used to generate any
of them,

This c-wmonal ity of method means that if an institution invests time,
staff, and resources Into any one of these analyses from an EAM
perspective, then each iater anaiysis wiil be ail that much easier fo
carry out. Another Important advantage is that a standardized approach to
thls type of analysis wiil iead to a growing famillarity and acceptance
within an Institution of these muthods and of the data reports that are
produced. Administrators within the Institution that initially react with
skepticism, or even hositility, to more "computer prfnfoufs" may soon
learn to weicome the Information and may even begin to request new EAM
analyses on their own.

The different applications to be discussed in the remainder of this
chapter are:

(1) Estimation of the differential impact of demographic changes on

the organizational units of an institution
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(2) Costing cf degree programs or other student characteristics
(3) Student flow analysis and the use of EAMs to assist In
enrol Iment projections

(4) Ana}ysls of equlity concerns

(5) Retention/attrition studles

(6) Curricular analysls

(7) Market segmentation for recruliment strategies

(8) Student-ald analyslis
This IIst is not meant to be all Inclusive, and no one Institution Is
Ilkely to engage In each and every application, but these appllications do
glve a good example of the types of uses that can be made of EAMs. At the
end of thls chapter, a summary Is glven of the data requirements of the

elght appllications,

Differential Impact of Demographlc Changes

This type of analysls represents the prototypical EAM analyslis since
11 most closely follows the pattern depicted In Figure I.1, that of
relating predicted changes In the enviromment +to thelr probable Impact
within an Institution. The long example In Flgure 111 also represents the
use of an EAM to evaluate the Impact of demographic changes, In that case,
a changling distribution of the ages of students combined wilth a declining
enrol Iment.

Most of the |lterature cited In Chapter || describes the demographic
changes expected In the student population over the next 20 years and the
Impacts of those changes on postsecondary education In different regions
of the country or on dlfferent types of Institutions. But a tool such as
an EAM [s required to measure the actual Impact of these changes on a

particular Institution. Such an analyslis would start wlth the
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construction of an EAM following the basic pattern of Figure IV,1 and
using appropriate data e!ements from a list such as that glven in Figure
I11.6. In this case, the data elements appropriate for the EAM should
correspond to the demographic de.criptions available in the enviromment,
Several examples of the use of an EAM to evaluate the possibie
effects of environmental changes on a particular institution could be
cited. One that Is particulariy relevant involves institutions in the
state of Virginia. In Vi-qinia, the state has prepared demographic
projections for the next 2?0 years in terms of sex, age, race, and planning
district (geographic subdivislons of Virginia that divide the state into
24 reglons of roughly equal population). These demographic pro jections
are avallable for institutional anlaysis, along with the state's estimate
of thelr Impact on each Institution's enroliment. However, the state's
projectlons do not delve Into the Internal structure of individual
Instlitutlons,  Eaci Institution in Virginia could use an EAM approach to
evaluate the Impact of the demogarphic projections on the different
subdlvislons of thelr school. Also, once the internal analysis was done,
a school could evaluate for itself whether It agreed with the state'!s
projection of Its future enroliment levels. The internal analysis might
suggest strategles +that <the Institution could adopt to attract more
students, and It would definitely glve the school better information to

help it cope with the upcoming changes.
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Ficure IV.1

THE USE OF AN EAM TO EVALUATE THE DIFFERENTIAL IMPACT
OF DEMOGRAPHIC CHANGES ON THE ORGANIZATIONAL UNITS OF

AN IWNSTITUTION

EAM

STUDENT DEMOGRAPHIC CHARACTERISTICS

(E.G., AGE, SEX, ETHNICITY, GEOGRAPHIC
ORIGIN)

INSTITUTIONAL UNITS

(E«G., COLLEGES OR
SCHOOLS ,
DEPARTMENTS,
PROGRAMS ,
COURSES)

(HEADCOUNT, PARTIC!PATI?N RATE,
PERCENTAGE OF STUDENTS

J.3
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Costing

As was mentloned In Chapter 111, program costing Is probably the most
publiclzed application of EAMs In postsecondary educatloi. Authors such
as Hample (1980) clte the Importu.c3 of Induced course load matrices
(ICLMS) In assligning Instructlonal costs across programs (see Flgure I1/).1
for a typlcal ICLM). But the chlef authorltles for describlng the use of
ICLMs In proyram costing are the NCHEMS publlcations that descrlibe the
varlous ocostling procedures and cost simulation models developed by NCHEMS
(Gamso 1977; Gamso and Servlce 1976; Halght and Manning 1972; Halght and
Martin 1975; and NACUBO and NCHEMS 1977)., For as Halght and Manning say,
"The ICLM Is the foundation of NCHEMS cost simulation models. |t Is the
basls for distributing the Instructlonal cost of an Institution to degree
programs and for projecting the Impact of new students upon different
departments within an Institution® (p. 1).

Figure V.2, from Procedures for Developing Historical Full Costs
(NACUBO and NCHEMS, p. 2.41) Il lustrates the basic conceptual stepe !n the
typlcal NCHEMS costlng procedure. In thls flgure, the basic EAM s called
an IWLM (Instructlonal work load matrix) rather than an ICLM. The only
difference s that an IKLM contalns total student credlt hours In each
cell, while an ICLM contalns average student creait hours. The reader
should be able to follow the basic sequence of steps In ~lgure IV.2. The
INLM Is used flrst to take the costs for each disclpline (department) and
to determine the average cost per student credit hour for each discipline
(steps 1 through 3). The columns of the matrix are then summed,
multiplying the number of student credit hours 'n each cell by the average
cost per student credit hour In that discipline ana accumulating a total

for each program (step 4). The average cost per student credlit hour for
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Ficure 1Y.2

A CONCEPTUAL OVERVIEW OF THE
CALCULATION OF PROGRAM roSTS*

Institution’s Institution’s Calculation of Discipline
Accounting Data instructional Work load Matrix @ Unit Costs
Total Duscipline
:'°'°9V :oologv Tota! Credit Unit
rogrem rogram Totats Expenditures Hours Costs
Biology $ 20,000 Biology 1,000 1.000 2,000 $ 20,000 + 2000 | = | $10 [—(R>—
Discipline Disciphine
Zoology $ 15,000 Zoology 600 400 1.000 $ 15,000 + 1.000 = | S15
Discipline Discipline
Other $ 90,000 Other 2.000 1,000 3.000 $ 90,000 + 3,000 = | $30
Discipline Discilplines |
Caiculation of Program Cc its (@) Calculation of Program Unit Cost (§)
Biology Zoology Total Program Program Unit
Program Program Cost Crecit Hou< Cost
Biology 1,000 1,000 —/
Disciphine x x »-| S 79,000 I + 3.600 . $22
$10 $10
600 400
(A Zoology
~ Disciphine x X
$15 $15
*
O 2000 | 1000
Disciplines $30 $30
Totals
Credit Hours 3.670 2,400
Cost $ 79,000 $ 46,000

5k

*From ProceDuRes FOR Deveropine HistoricAL FuLL Costs, TR65, 1977, p.2.41

Q
EN,C -’ ¢ e, s —




each program can then be easily computed (step 5). The value in the final

box In Figure IV.2, $22, represents the average cost per credit hour for
the biology program.

This same approach could be used to compute cost Information for any
set of student characterlstics. Rather than degree programs by student
level, the IWLM In Step 2 of Fliguire [V.2 could array students by
ful I-time/part-time, day/night, abllity, ethnicity, sex, or any
combi:r- +ion of these or any other variables. The same basic calculations
would be gone through, and the result could be, for example, the cost per
student credit ‘“~ur of a part-time, female, student enrolled in nlght

school .

nt=Flow Ana!;

If oprogram costing is not the most common use of EAMs int
institutional planning, then It would bs their wuse in enrollment
projections and In student-flow modeling. A very common projection
technique Is to use historlical data to compute transition percentages that
describe the flow of students over time. These transition percentages are
then used to project future enroliment patterns in a Markov projection
nuthodology (see Wing 1974, for a complete decription of Markov models).

An EAM is the baslic underlying structure of these techniques because
the varlables of Importance Include standard studeni cnaracteristlcs and
thelr Interaction with units of the in tItution over time. Kileft (1977)
describes the use of student registration information and an iICLM for
enrcl Iment planning, but he does not expand the concept to use variables
other than the standard ICLM variables of program, discipline, and student
level. Cady (1979) points out that particlpation rates of students vary

with age, sex, race/ethniclty, socio-economic status, and prior education.

51

ob




Chisholm and Cohen (forthcoming) also clte data that show that student
participation behalor varles with factors such as abflity, Income level,
and age. A technique for Institutional enrollment forecasting that
Includes many typical EAM components Is desribed by Lasher, Bodenman, and
Ivery (1980).

Many other enrolliment forecasting examples that use stduentd
characteristics oould be cited, but the rest of this section will Instead
concentrate on a modei for student-flow analysis developed by Ycung and
Halght (forthcoming). Thelr approach Is a particulariy graphic example of
the use of commonly avallable student data and of a standard EAM software
tool to perform a useful analysls. (Thelr software tool will be discussed
more thoroughly In chapter V.)

Figure !V.3 1llustrates the basic steps of thelr calculations. In
part A of Figure 1V.3, student data Is accumulated from two different
points In time, such as Fall 1977 and Fall 1978, Into a matrix of degree
program by degree program. This may seem a |Ittie strange at first
glance, but It actually produces a very useful report. For example, the
first column of (A) indlctes that of the students enrolled with major A In
Fall 1977, 400 were still enrolled In major A In Fall 1978, 100 had
shifted +*o major B, 200 to majJor C, and 50 fo majJor D. The matrix couid
also be read across each row, showing where all the students In a
particular major In Fall 1978 were In the previous Fall term,

Another very useful aspect of (A) Is that It also provides a report
of the exlting and entering students at the Institutlion by each de,ree
program. These values are autamatically generated when the data for the
two terms are matched to generate the matrix. I|f a student is enrolled In

1977 but Is not on the registration Iist In 1978, that student I3 assumed
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Ficure IV.3*
CALCULATION OF TRANSITION PERCENTAGES FROM HISTORICAL DATA
" AND THEIR USE IN FROJECTING DEPARTMENTAL WORKLOADS

HEADCOUNT MATRIX OF STUDENTS IN
TWO TIME PERIODS:

FALL 1977
ENTERING
STUDENTS
(NOT ENROLLED TOTAL 1978
MAJOR A MAJOR B MAJOR C MAJOR D 1977) STUDENTS

MAJOR A 400 100 100 100 200 900 ;
($)]
@« MAJOR B 100 400 100 150 250 1,000
FALL 1.

1978 MAJOR C 200 150 350 100 200 1,000
MAJOR D .50 150 200 350 350 1,100
|
EXITING STUDENTS |
(NOT ENROLL®D IW | 250 200 250 300 1,000
1978)

TOTAL 1977

STUDENTS 1,000 1,000 l1,ooo 1,000 1,000

“FrRoM YOUNG AND HAIGHT, FORTHCOMING

) ' 5y
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FIGURE IV.3 (CONTINUED)

(B)

TRANSITIONAL PROBABILITY MATRIX,
(HEADCOUNT MATRIX DIVIDED
BY COLUMN TOTALS):

FALL 1379 ENTERING
MAJOR A MAJOR B MAJOR C  MAJOR D STUDENTS
MAJOR A .40 .10 .10 .10 .20
MAJOR B .10 .40 .10 .15 .25
MAJOR C .20 .15 .35 .10 .20
FALL
1978 MAJOR D .05 .15 .20 .35 .35
EXITING :
STUDENTS .25 .20 .25 .30
by

".‘. v o
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FiGure IV.3 (CONTINUED)

)
SAPLE CALCULATION OF DEPARTMENT WORKLOADS
HISTORICAL PROJECTED
FALL 1978 FALL 1979
HEADCOUNT HEADCOUNT
8Y MAJOR
ENTERING STUDENTS
,000
A 200 ‘ P 870
. TRANSITION
b | Lo [~ PERCENTAGES j—e| 1,00
FIGURE 4
¢ | 1.000 //' : 990
0 | 1,00 1,130
EXITING
STUDENTS
1,005
HISTORICAL FALL 1978
CURRICULUM MATRIX
PROJECTED AUTUMN
1979 INSTRUCTIONAL WORKLOAD
MATRIX
O

ERIC

Aruitoxt provided by Eic:

N XM E4BIOIOMO

NAEMNE—"O>OMO

P GE—

Y L ]
D C A
6.1 3.2 2.4 4.2
4.3 4.5 2.0 5.2
2.6 5.7 1.8 2.1
3.0 1.6 5.8 3.5
1;.0 15.0 u‘.o 1;.0

1893 3168 Al 3654

4859 4455 2010 4524

2938 5643 3819 1827

3390 1584 5829 3045

()
.

PROJECTEO AUTUMN
1979 DEPARTMENTAL
WORKLOAD

16,127

15,848

14,227

13,848

BUDGET

DEPARTMENTAL
PLANNING




to have exited the institution In the Interim. Similarly, a student
enrolled In 1978 who was not present In 1977 Is assumed to be a new
student and Is counted In the entering students column.

The headcount matrix (A) Is transformed Into a transitionalw
probablllty matrix (B) by dividing the cells of the headcount matrix by
the headcount column totals. The cells of (B), therefore, contaln
percentages that describe the transition of students from Fall 1977 into
Fall 1978. The percentages who exIt from each program are computed, as
well as a prediction of the distribution across programs of new students
to the Institution.

The final page of Figure 1V.3, part (C), shows the projection of the
next fall's enrollment from the historical transition matrix. (The years
In thls example are not Important--thls student-flow technique could be
applled to any two years of historical data to predict enrolimen;s In the
third year.) The calculations In part (C) of Figure IV.3 are simllar to
those for program costing In Figure 1V.2. Nate that a curriculum matrix
(or ICLM, Young and Halght have changed that terminology but It Is exactly
the same basic matrix) Is used to distribute the program enroliments back

Into departments at the Institution so that total departmental workloads,
by student credit hour, are produced as the final result.

As with the costing example In the prevlious section, this flow
technique 1Is not limited to program, level, and depariment. Any other
student characteristics could be Incorporated Into the EAM to show the

flow of students within those different categor les.
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Analysls of Equity Concerns

Another useful eopplication of an EAM couid come up during an
investigation of equity concerns at an institution. This would be a
falrly straight-forward analysis, with the matrix being used to determine
1f students in different programs were enrolled in proportions similar to
those In the Iinstitution's target population. Figures IV.4A and 1V.4B
represent some of the data elements and institutional and student
characteristics that were Identified by Cloud (1980), In her report on

f-Ass Postsec - « The
general EAM data base and so'tware tools useful In the other EAM
applications would be of value here In preparing reports of equity

conformance and In analyzing differences across different subunits of an

Institution,

o)
.
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F1Gure IV.4.A*®

EXAMPLES OF INDIVIDUAL CHARACTERISTICS AND CIRCUMSTANCES
THAT CAN RELATE TO EQUITY ISSUES REGARDING BOTH STUDENTS AND EMPLOYEES

Age K Qualities
Citizenship Attitudes and Beliefs
Color Knowledge
Dependents/Dependency Status Perception
Economically Dissdvantaged Status Personality and Personal Coping
Educstion-Related Background Capabilities
¢ Institutions attended Physical and Physiological
o Grade point average Characteristics and Capabilities
¢ Educational attainment— Skills
level/degrees Etc.
Handicapped Status Resources
Height Access to Information
Income Level Financial Assets (or ligbilities)
Location of Residence Physical Assets
Marital Status Personal Contacts
National Origin Etc.
Political Beliefs Relationships/Affiliations
Pregnancy Status Student(s) to Orher Student(s)
Race/Ethnic Identification Employee(s) to Jther Employee(s)
Religious Preference Student to Educational Institution
Sex Employee to Educational Institution
Veterans Status Student to Teacher
Work-Related Background Employee to Supervisor
¢ Previous work experience Student to Social Group
¢ Professionsl accomiplishments Employee to Professional Organization
¢ Occupational capabilities/skills Student or Employee to Role Model or
! Etc. Mentor
Etc.
Note: These examples are not intended for or necessarily relsted 1o data-
collection needs.

*TABLE FROM EQUITY SELF-ASSESSMENT IN POSTSECONDARY
| EpucaTioN INsTITUTIONS, CuuLD 1939, p.15
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Ficure IV.4,B*

WHO AND WHAT ARE CONCERNED IN ACHIEVING EQUITY FOR
STUDENTS IN POSTSECONDARY-EDUCATION INSTITUTIONS

WHO: WHAT: MAJOR EQUITY ISSUES

Individuals, Classified by Access to Access to Access to Resources and Access to

- Specific Characteristics Institution Program ) Satisfactory Completion to Employment
and Circumstances of Choice of Choice Self-Determined Level Opportunities

Afiliations with

. Groups and Organizations

:\ge
Attitudes and Beliefs
Citizenship

Educationa! Background
Financial and Physical As a result of trends, questions, perceptions, allegations, rulings,

l Assets and such, there can be policies, practices, processes, activities,
Handicapped Status laws, and regulations regarding evaluation of or changes in
l Knowledge aspects of the major equity 1ssues
Location of Residence Jor individuals categorized by
Perceptiops specific charactenstics
' Personal Contacts and circumstances
Race or Ethnic Status
l Relationships with
Individuals
Sex
. Work-Related Background

{

Etc.

*TABLE 2 FROM EQUITY SELF-ASSESSMENT IN POSTSECONDARY-EDUCATION
INSsTITUTIONS. CLouD, 1980 (p. 19)




Retention/Attrition Studles

One way to reduce the effect of enrollment decline on an Institution
Is to Increase the retention rate of currertly enrolled students. But
Just knowlng +the aggregate retention rate for all freshmen, however, Is
not golng to suggest many policy changes might be effective In lowering
attrition. In order to design strategles to Increase retention rates,
Institutional administrators need to have more Information about which
students tend to drop out and which ones are |lkely to remaln enrolled.
Once agalin, enrol Iment analysis matrices can be a valuable tool. In this
case, the cells of the matrix might represent the percentage of a category
of students that were still enrolled In an Institutional unlt after a
glven number of years. Such a matrix Is deplcted In Figure 1V.5.

Matrices such as the one In Figure V.5 require many years of data so
that a student can be tracked longlitudinally across time. Each matrix Is
bullt with reference to a particular base year, and several matrlces from
that base year would be needed to fully depict the attrition behavlor of
that base class of students. The student characteristics to be Included
could be any combination of the ones shown In Flgures 111.6 or 1V.4.A, and
analytical techniques would be wused to determine which student
characteristics exhliblted dlfferent iaetention/attrition patterns. Also,
the analysls should be started from different base years, to Insure that
freshmen In 1977, for example, exhIbit simllar retention patterns to

freshmen In 1976.
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Ficure V.5

AN EAM FOR RETENTION/ATTRITION ANALYSIS

EAM STUDENT CHARACTERISTICS

(E.G., MAJOR, SEX,
GLOGRAPHIC ORIGIN)

l‘
l‘
-
-

INSTITUTIONAL UNITS

(E.G., COLLEGE OR (STILL ENROLLED AFTER N YEARS)
SCHOOL, DEPARTMENT,
PROGRAM)




Currlcular Analys:s

A very natural spplication of EAMs Is to analyze the curriculum of a
departmert at an Institution In terms of the cllentele served by each
course and of Its role within the varlous program offerings at an
Institution., EAMs for +thls type of analysls, therefore, would Include
detalls down to the |Individual courses (or even sections) taught by a
department on one axis, and student descriptors such as program, student
level, full=-time/part-time, etc. on the other axls (see Figure IV.6).

Each course In a deparitment could be analyzed according to Its role
at the Institution, For example, does a course serve as a core course for
students In a particular program, does It serve as a service course for
students In a number of programs, or does [t serve as an elective course
for students throujhout the Institution. Such evaluations can help an
administrator evaluate which courses In a department could be trimmed or
cut back, which coursas need to be malntained, which courses need to be
expanded or adced to, and where are there opportunities to add naw
courses., Currlicululm matrices of this type are also vital tools to an
Institutional administrator In determining the effects of program
deletion, of adding a new program, of changes In the graduation
requlrements of students In a major, or of changes in student preferences

regarding cholice of major.

Market Segmentation for Recruliment Sirategles

A new activity that many Institutions are engaging In as an answer to
declining enrol Iments Is marketing (lhlenfeldt 1980). Effective marketing
strategles +that Increase the yleld from recrultment ef forts depend, In a
large part, to understanding the market In vhich the Institution competes.

Some approaches to enroliment planning, such as the approach of Zemsky
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Ficure V.6

AN EAM FOR CURRICULAR ANALYSIS

STUDENT CHARACTERISTICS

EAM FOR A (E.G., PROGRAMS, STUDENT LEVEL, .
DEPARTMENT FULL-TIME/PART-TIME, DAY/NIGH:,..)

IWSTITUTIONAL UNITS

(E.G., COURSES BY

(E.G., HEAD%OUNT, STUDENT CREDIT
DEPARTMENT)

HOURS, FTE

&Y
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et.al. described In Chapter II, depend on Identifying an Institution's
market from data external to an Institution. For example, the |ists of
schools marked by students to recelve college board scores Is one means of
determining competing groups of Institutions. But Institutions can also
determine for thew .ves the types of students and reglons of the country
In which they should concentrate thelr recrultment efforts.

An EAM Is, once again, a useful device for such an analysis. 1In this
case, & varlable such as student or enroliment yleid might be used In the
cells of the matrix. Student ylelid would measure the percentage or number
of applicants who were accepted and then enrolled. Enroliment yleld might
be some measurement of the student yleld that results from a certaln
amount of recrultment effort In & glven area. The EAM Itself could
Include varlous student characteristics such as geographic origin
(possibly even to high school), ethnic group, age, sex, abillty,
soclo-eccnomic status, etc.; and Institutional units such as programs or
college In which the students are enrofled. Figure IV.7 1llustrates such
a matrix.

The purpose of the analyses of these EAMs would be to identify and
classify different markets for the Institution. One possible
classiflication would be to Identify:

e Primary Markets =- High Yield Students

e Secondary Markets =—- Moderate Yield Students

o Tertlary Markets == Unknown Yleld
Recruliment efforts would then be designed to maintaln the Institution's
primary markets, to discover which tertiary markets might be made Into

primary markets, and not tc waste too much ef fort on sacondary merkets or

other markets that had a low yleld.
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Ficure IV.7

MARKET SEGMENTATION FOR RECRUITMENT STRATEGIES

STUDENT CHARACTERISTICS

EAM E.G., GEOGRAPHIC ORIGIN,
HIGH SCHOOL, AGE,
ETHNIC GROUP, SEX,
ABILITY, SoOCIO-
ECONOMIC STATUS, ...

INSTITUTIONAL UNITS (E.G., MUMRER OF APPLICANTS,

Tl B B &N SR S B SN By B Em =
- -

(E.G-; COLLEGE OR NUMBER ACCEPTED, STUDENT
SCHOOL, PROGRAM) VIELD, ENROLLMENT YIELD)
L J
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Student Ald Analysis
The fInal, and perhaps least typlcal, example of an EAM analysls to

be discussed In thls chapter suggests the use of an EAM to Identlfy
students as candldates for student ald on the basls of maximizling net
revenue yleld at the Institutlon. In thls case, net revenue yleld Is
defined as the student's tultlon and fees minus any student ald awards or
other costs directly attributable to that student. The objective of the
analysls would be to Identlfy students who might attend the Institulton If
offered ald, but who are otherwlise |lkely to go elsewhere, If such
students are offered a scholarshlp for some percentage of thelr tuition,
and [f the marglinal costs of instructlon Is less than the remalnder of
thelr tultion and fees, then the Instltutlion wil! recelve a net profit
from thelr enrollment. On the other hand, If student ald Is awarded to a
student who planned on attending the Institution anyway, then the
Instltutlon will suffer a net overal!l loss of revenue for that student.
(See page 42, In Chapter Four of Costing for Pollcy Analysis for & further
discusslon of marginal costs of Instruction and of thls approach to
student ald awards or ™ultlon discounting™).

An EAM for such a study would Include a measure of net tultion In the
cells of the matrix revenue and student characteristics by Institutlonal
nits on the axes. One Important Instltutional dimension to be consldered
Is degree program, since there Is imore potentlal of high revenue yleld In
a program that Is underenrolled than In one that Is already serving more
students than It can easlly handle. An EAM for thls type of analysis Is

deplicted In Fligure 1V.8.
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FiGure 1VY.8

AN EAM FOR STUDENT AID ANALYSIS

STUDENT CHARACTERISTICS

EAM E.G., IMCOME LEVEL, ABILITY,
PROGRAM, ETHNICITY,...

INSTITUTIONAL UNITS | (e.6., NET TUITION REVENUE)

(E.G., SCHOOL OR
COLLEGE,
DEPARTMENT,
PROGRAM
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Supmary of Appllcations

This chapter has presented a varlety of applications of enrol Iment
analysls matrices, focusing on many dlfferent areas of Importance to
Instltutional planning and management. In each case, the EAM could be
used to: (1) explaln the current situation; (2) forecast alternatives,
based onrn dlfferent assumptions; or (3) evaluate the effectiveness of
different Institutlional :trategles. The same analytical technlques would
be used In all of these applications since they are all bullt arounc the
same standard relationshlp of students to Institutional wunits. The
precise student and Institutlonal variables In any glven analysls might
vary, but they could all be derived from the same master data flle. An
example of a typlcal record for such a flle, using only the data elements

mentioned In thls chapter, Is glven In Flguie IV.9.
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Ficure IV.9

A MASTER DATA FILE FOR THE APPLICATIONS
IN CHAPTER 1V

EACH RECORD ON DATA FILE SHOULD CONTAIN:
IDENTIFICATION INFORMATION:

Stupent ID

Ace

SEX

ETHnICITY

GeoGrAPHIC ORIGIN
HiGH ScHooL

ABILITY SCORES
Soc1oecoNoMIC STATUS

CURRENT STATUS:

SEMESTER AND YEAR
STUDENT LEVEL

MAJOR
FuLL-Time/PART-TIME
Day/N1GHT

TuiTioN AND FEES PAID
STUDENT AID AWARDED

INSTITUTIONAL ACTIVITIES:

Courses ENROLLED IN AND ForR EAcH COURSE:

STUDENT CREDIT

CourRse LEVEL

DEPARTMENT

CoLLEGE OR ScHooL

CosT PER STUPENT CREDIT HOUR
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Chapter V

Implementation Gulldellnes

Institutional Commltment

Up to here, thls document has dlscussed the ZAM In very general terms
and has postponed detalled dlscussions of implementatoin, |Imltations, and
the cost of actually creating and using EAMs within an Institution. This
chapter wlll remedy scme of these omlissions and try to provide same
general guldelInes and advice to anyone who Is considering the feasiblllty
of an EAM analysls. There wlll be separate sectlons on: technlical
IImitatlons; the student data base; report formats; and analytical
requl rements.

One additional factor that Is of critical Importance tc the success
of the EAM concept at a campus Is the commitment of the instltutional
administrators to the process. Having a good tool that provlides userul
and Important Information Is not sufflclent, It must also be used by those
who are making decislons. |In addition, the staff and computer resources
necessary to develop a powerful and flex!ble EAM capabllity are such that
support for that development ef fort must come from the hlghest levels at
the Instltution. Without that support, It would be very difflcult for a
research offlce to establish th Jata base and analytical expertise that
are requlired.

Once a commitment has been made at an Instituilon, then +the
development of EAM analyses can proceed. Thls development can be carrled
out one step at a tIme, so the Inltlal expense does not have to be very
large. As EAM reports become more accepted and more In demand at the
Institution, then additional elements can be added to the data base and

additlonal analytical and reporting capablilties can be developed.
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Eventually, the Institution should have evolved the '-~ternal staff
expertise, student data base, and analytical software support to be able
to carry out any of the EAM analyses |Isted In Chapter IV, In a timely and
of fective fashlon.
Data Requirements

There are data accuracy problems to be coisidere In any EAM analysis.
In many cases, the Institutlonal data avallable when an EAM study starts
may not have been used before for any apalytical purpose. For example,
there may be definitional problems that lead to different departments
within an Institution submitting Incompatible data. Much time and effort
may be requlired to Identlfy the Incompatibilities and to Institute common
def Initions throughout the Institutlon.

In other cases, all the student data on a campus may not be hcused In
one central office. Different sets of data may be "owned" by d!fferent
offlces at the Institution, such as those responsible for admissions,
student ald, and reglistration. Coordinating the da‘'a from many dIfferent
sources, Insuring that records for Individual students match up, and even
getting access to same of the data can all prove to be obstacles when
first embarking on an EAM analysls.

One of +the most frustrating problems may bo the Incompleteness and
Inaccuracy of much of the data, Varlables that are dependent on student
responses to questions on forms and questionnaires may be Incomplete.
Other varlables, such as a student's residency before applylng may be hard
to determine from current Informaticn., And 1f campus data collection

procedures have changed during the past few years, then the establishment

of a multiyear data flle could prove to be particularly difflcult.
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The only solace to all these Initial data problems Is that the data
will get better over time. As people at the Institution see the data
being used In Interesting and useful ways they wili become more careful
about supplying correct values. Common data bases and def initions will
become established and the coordination problems between different
organizational unlts will become part of an everyday routine. Future EAM
analyses will be able to depend on more accurate and rellable data and
will be able to delve more deeply into complex analytlcal Issues.

But solving the data problems is not the only task facing the
analyst. The level of detall required for most EAM studles makes a
computer a necassary tool. Not only Is computer storage the only feasible
method for storing large amounts of student data, but computer programs
are also needed to aggregate the data and produce the EAM reports.
Unfortunately, the computer software needed to construct EAMs and to
display them 1In useful formats Is not uni formly available.  Same

Institutions have commerclal software packages that make EAM analysis very
easy, but others may have to deveiop the necessary report-writing and
dota-management tools from scratch. Some of these software options are
discussed in a later section.

The basic data requirements for EAM analyses require that Information
be stored for individual students, with all students records marked with a
unique 1.D. If course-level data Is to be kept, then a record should be
made of each course taken by a student. |In addition, student=-specific
information for each student must be maintained, including descriptions of
both student and Institutional characteristics that apply to the student.
The master student data base should be as complete as possible so that

many different EAM analyses can be drive from the same set of standard
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data. Aggregaticn programs should be used to access the master data base
end pull off the subset required for a particular analysis, A
table-bullding program would then produce the EAM to be wused In the
analysis. Figure V.1 provides for a graphic Il lustration of these steps.

A master data base Is Important because It greatly reduces the effort
required to carry out a new analysls, The analyst can select only those
varlables needed (and a sampie of the total number of students it
appropriate) to produce a much smaller flie for a particular analyslis.
The detalil **ared In the master data base can also be aggregated to more
concise categorles when the analysls data base Is created (step (A) in
Figure V.1). This "col lapsing™ of data Is easy to do If the master data
base Is carefully and thoroughly documented. A full description should be
written that glves a definition for each variable, describes where It Is
located on the data flle, and discusses problems of data accuracy or
Incomplete Information for each varlable. Thls description will help
Insure that the data remaln avallable for use for many years and that
access to the data Is as easy as possible.

Other considerations for the master data base are that the structure
of the data flle should kept as flexlble as possible. [t should remaln
possible to add new varlables to the fl'e If the need arises and updates
and corrections to exlsting data shoui” also be possible. A multlyear
t+Imeframe should also be kept In mind so that historical and comparative
analyses can be made. The actual metnod chosen for storing the data on
the computer Is not too critical as long as the above considerations are
met. A sequentlal data base with one block of records per student is

sufficlent, though 1f sufflclently effective a~d Inexpensive data base
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Ficure V.1

TO A SPECIFIC EAM ANALYSIS

e

MASTER

STUDENT
DATA
BASE

GOING FROM A MASTER DATA RASE

7%5()

l AGGREGATION fJSER REQUEST FOR A
0 < SPECIFIC ANALYSIS, SUCH
PROGRAM AS FOR A STUDY OF EQUITY
l LCONCERNS
EAM~SPECIFIC
l DATA BASE
FOR AN .
EQUITY TUDENT ETHNIC | STUDENT FT/PT
ANALYSIS rl.D. sex {GRouP | LEVEL | PROGRAM | sTATUS
| |
TABLE BUILDING
. PROGRAM
MALE FEMALE
. FULL-TIME ] PART-TIME [FU'L-TIME | PART-TIME
WHT] BLK]OTHIWHT[BLKJOTH]WHT | BLK]OTH]WHT | BLK[OTH
LD
II (T
A ToraD 1
’ T [GrRAD 11
ki TpRoz
HEADCOUNT ENROLLMENTS
. H IN EACH CATEGORY
4 I LD
II s {up
T [GRAD I
0 [GRAD II
R [PROF
| Y




management software Is avallabie, a hlerarchical or relational data base

structure could be consldered.

Report Formats

One very Important aspect of any EAM analysis Is the form of data
presentation, If the reports are uninterpretable by those who are to use
them then they are of |Ittle use. The table~bullding and report-writing
software that Is used must be able to produce well~-labeled, conclse, and
Intelliglble output. I+ Is also valuable to be able to generate summary
reports, often conslisting of row and column +totals or of higher-level
aggregations of the date These summarles are very useful for helping an
analyst determine which ceils of the detalled matrix need to be carefully
examined. Summarles can also be of value In providing an overview and a
quick Intultive understanding of th: results of an analysls.

One very useful report-summary format Is to use a histogram to
represent a row or column summary of a matrix. Flgures V.2 and V.3
Il lustrate two such histograms for a standard ICLM. Flgure V.2 represents
the distribution of majors across the student credit hours (SCH) generated
by a department. Each bar In the histogram represents the SCHs taken from
the department by students In the corresponding major, and a coiumn on the
right counts the number of course sections In the department contalning at
least one student wlith that major, Figure V.3 Is simllar, but It
collapses the matrix to the other axis. It represents the total SCHs
taken by students In & particular degree program, and It shows thelr

distribution across dlfferent departments at the Institution.
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Ficure V.2

Total Course Hours Taken from a Department by Different Majors*

Number of Total
PC-Majors Planning Center Major Name Sections SCH
AccT ¢ 7500
ADVPR - [ 11200
o — ¥ H
- 55.00
[ - 4 23 00
SIoPP 25 37300
SI0LOGY M 565 00
EM - 7 56.00
- : i
1
|AsC — ] 21.00
ECONOM™ S - 3 1200
EDIOTH —— 10 95.00
%D 5 54,00
LISH — 4 200
FAIOTH 1 3.00
FIN _— ] 49.00
asus — 3 2100
GRAPHIC ARTS _ 5 12,00
HPE _ 4 2200
HETORY —_ 3 1900
A - 4 9.00
WNREL - 2 1100
NS 1 3.00
HOTH — 5 19.00
LAOTH 19 26200 .
LAWE - 1 8.00
MAGAZINE — 3 2000
MEOT 1" 83.00
MGT I 5 3500
MKIG ] 4300
NEWS EDITORIAL 7 63.00
NUE SE 1 327.00
OTHER - 5 20.00
PHARMACY - 13 811.00
PHYIAST - 2 700
Ry — : 4
PUS/AD —_ 6 37.00
RADITV/BRD 5 7800
et : A%
AILIN —
SECED — 3 1000
80CI0LOGY - 5 2000
SPANISH - 2 900
8PEC ED —_ 2 2200
SPEECH COMM : :1!:

100.00 200.00 300.00 400 00 500, 600 00 700 00 800 00

00
Total Course Hours

*From NACUBO & NCHEMS, Costine For PoLicy ANALYSIS, P.47
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Fieure V.3

Total Course Hours Taken by Students in a Major from Each Department®

Pianming Center Dept Name

6000 120 00

18000 240.00 0000 300.00 42000 40000 540,00
Totai Course Hours

8BJ

*From NACUBO & NCHEMS, CosTine For PoLIcYy ANALYSIS, P.U8

ERIC
-
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-

Nuniber of
Sections
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-

-
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-

Total
SCH

-
1430

586.00
900
22950

gk

2700
5400
18.00
1200
N.00

1200
1.00
4.00

30.00
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Other possible  summary formats could Include pie charts,r

scattergrams, graphs, and tables that sort the data by size of
coefflcient, Tables are probably the most common method, and thls sorting
capablllty Is very useful. For example, a transitional probablllty matrix
can be put Into a useful report format if the transitional probabillty

values car be displayed by magnitude (see Figure V.4),

*,

Tables can also be used to represent values In a large EAM, if the
EAM Is also an |[CLM, then a ©nle of courses taken by students In a
certain major Is called a consumption report (corresponding to Flgure Y.3)
and a table of programs, whose students take the courses of fered by a
certaln department, |s called a production report (ccrresponding to Flgure
Ve2). Flgure V.5 |[llustrates part of a consumption report for an

Instltutlion.
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Ficure V.U

A TRANSITIONAL PROBABILITY MATRIX,
SORTED BY SIZE GF COEFFICIENT*

FLOW CUMULATIVE
SCH COEFFICIENT FLOW

AN eh SELORR b MR e 277 elee . —esl9e
eXITING STUDENTS JUNIOR 298 2370 «85172
AJYM SC1 MAJURS 127 olLl3 «9585
MASTERS 7 o ('L56 e 9641

—ENGLINE £ PUYIY: 9Ly
SOCLBEH SC1 MaJ - U C4C «9749
cDUCATIUN MAJURS JUNIOR S w4 ¢ 97069
Ab&HOHE eC MAJOR SENIOR 4 oL L322 «9801

T1¢S Ma. IR 3 S ¥ 7y ——325
)UC&B:H )Cl MAJ JUNIOR 3 oCLl24 e 984y
LAW MaJURS PRUFESSIONAL 3 o\l:‘lk 98T
-XSD&CIUEU "S§ORS SENIUR . 45 '93}2 ogg?;
D:Nll%iﬁY MAJURS PKRUrESS1ONAL 2 (Ll6 e 992
CAP= AUM MAJURS SENIUR 2 0016 Y937
.2R?:CAD:D MAJORS JUNIOR } .xggg 09945
S MaJORS ~  SENIOK ) OLL - 4
SUCLokH SLI MAS MASTERS 1. .QC:G .2961
AvM SCi MAJURS OTHER UG 1 o9 e7969
AGEHUME EC HAJOR JUN1UK 1 oL Y «59177

I..NGMNG_HA 1 -LL: — —e TS
EAVC BERVNaadRs® sEn1ok Y 1ooa0t
ApP= e sV

Y N l.ZSQ.bO'tNKL 192546 FLOH=AMT/tNkL

*Report from Young and Haight {forthcoming)

This table shows the flow of students from a junior Administrative
Science major--various majors in the following year.
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Ficure V.5
CONSUMPTION REPORT EXAMPLE

SCH

UPPER DIVISION MATH MAJORS -- 1250
MATH DEPARTMENT

LD COURSES ------------ 90

UD COURSES ------------ 500

GRAD COURSES ------------ 170
PHYSICS DEPARTMENT

LD COURSES ------==-nn- 10

UD COURSES ------------ 35

GRAD COURSES ------------ 5
ENGLISH DEPARTMENT

LD COURSES ------------ 50

UD COURSES -----=-==---- 20

GRAD COURSES -=-==mmemmm- 3




There may also ue cases when simple statistical summarles of an EAM
are deslred, Therefore, basic capabl!itles for means, medlans, subtotals,
etc. are highly desirable In a reporting system. The system should also
be as flexible as possible, since no set of predetermined, standard
reports Is even aslng to be able to meet all the needs that come up during

an actual analysls.

Analyticzi Requirements

The above discussion, plus all the ulfferent types of EAM analyse:
described In Chapters Il and 1V, Impilcitly deflne the analytical
requl rements for an EAM analysis. Slince no one system exIsts that solves
all EAM needs, the analyst must choose from existing systems and packages
the ones that best fIt the needs of the Instltution. The needs that are
not met by the standard programs must then be supplied by writing
addltlonal software that tles everything together. Thls section will glve
some criteria to help with that selection process, and then |ist same of
the software tools that are avallable.

There are three basic components to a compiete EAM software system:
data base management, report writing, and analyt'cal support. The major
functlons that each ccmponent should be able to provide are [Isted In
Figure V.6. Any software tool belrg consldered as an aid to EAM eanalysls
shouid be evaluated according to Its ablllty to meet some of the
requl remenis [Isted In Figure V.6, Other considerations would Include the
tools:

e avallablllty to the Institutlion

e cost of operation

e ease of use
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FIGURE V.6

ANALYTICAL CAPABILITIES NEEDED FOR
FAM ANALYSIS OF A SOFTWARE

DATA BASE MANAGEMENT

MAINTAIN MULTIYEAR STUDENT DATA IN A MACHINE-
READABLE FORMAT

ALLOW FOR THE ADDITION OF VARIABLES TO EXISTING
STUDENT RECORDS

ALLOW FOR THE UPDATING AND CORRECTION OF DATA
VALUES

PROVIDE AGGREGATION AND SUBSETTING CAPABILITIES
SO THAT SMALLER FILES CAN BE GENERATED FROM THE
MASTER DATA BASE FOR INPUT TO REPORT-WRITInZ AND
ANALYTICAL PROGRAMS

REPORT WRITING

SORTING
°

A FLEXIBLE REPORTING CAPABILITY THAT ALLOWS FOR
THE EASY CREATIOM OF USER-SPECIFIED REPORTS

WELL-LABELED AND READABLE FORMATTING

SUMMARY CAPABILITIES, SUCH AS HISTOGRAMS, PIE
CHARTS, SCATTERPLOTS, GRAPHS, AND AGGREGATED TABLES

SORTING FEATURES THAT ALLOW FOR THE PRESENTATION
OF DATA REPORTS IN ANY USEFUL SORT ORDER

SUPPORT

CONTINGENCY TABLE ANALYSIS TECHNIQUES FOR EVALUATING
THE SIGNIFICANCE OF DIFFERENT VARIABLES AS AN
EXPLANATION OF OBSERVED DATA

SUMMARY STATISTICS SUCH AS MEANS, MEDIANS, AND
STANDARD DEVIATIONS

MODEL-BUILDING AND FORECASTING TOOLS FOR USING
HISTORICAL EAM DATA AS A BASIS FOR FUTURE ALLOCATIONS
OF STUDENTS OR STUDENT CREEAT HOURS ACROSS PROGRAMS,
DEPARTMENTS, OR ANY NTHER LAM DIMENSION
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e time needed to train staf = to use effectively

o flexlIbility

o versatility

Some of the tools that are available for use in EAM analyses are

listed below along with a brief description of some of their strengths and

weaknesses wlith regard to Figure V.6, Analysts who are putting together

their own system should make thelr own Judgmenfs about these products and

about any others that might be available at +heir Institution.

SAS--Statistical Analysls Systam (SAS User's Guide 1979 Editlon)

Possibly the single most versatile and useful tool for EAM
analysis. Unfortunately, it Is only available on computers that
run |BM operating systems. It is particularly useful for its
reporting functions. [+ Is easy to sort data flles and
histograms, ple charts, scatterplots, and graphs can be produced
with very simple ccmmands. Labels can be provided for all data
values and SAS performs most labelling and formatting
automatically. SAS is not as use,ul as a data base management
tool, but It can he used to aggregate and sort date flles. SAS
contalns many standard statistical procedures for producing
contingency table analyses and summary statistics, but it does
not have any bull+-in modeling or forecasting capablilities.
SPSS--Statistical Package for the Social Scieices (NIE,et.al,
1975)

SPSS has a wider avallabllity than SAS, but It is not as
convenient to use and its report-writing and data- base

manipulation capabllities are not nearly as powerful. SPSS does
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have a very good set o statistical procedures that are well
documented.
BMOP--(DIxon and Brown 1979)
BMOP Is an alternative {o SPSS, but [t has even less of a file
manlpulation capabliity and no report-writing features. However,
It does contaln scme statistical routines that are not avallable
In SPSS or SAS.
MARK 1V=—(MARK 1Y Reference Manual, 1975)
MARK IV Is, Ilke ..., only avallable on IBM computer systems. [t
Is a powerful data-base management tool, allowing one to malntain
large data flles and to do merges, updates, and subsets falrly
easlly., It also provides a good 2utomatic documentation feature
for describing the structure and contents of a data flle. MARK
1V can also be used Yo produce a large varlety of weli-labeled
tabular reports with simple summation and agg-egation features.
It cannot produce any graphical output, It does not contaln any
statistical procedures, and It does not have any model Ing
bullding or forecasting features.

RRPM~--Resource Requlrement Prediction Model (Gamso 1977)
RRPM Is an NCHEMS product that uses an ICLM to produce
Instltutional cost simulations. [+ would be of same use to
Institutions that wanted to use ICLM data for Institutlional
forecasts., |t does not have general date-manlpulation
capablilties, and while the speclfication of the detall of
calculations Is left up to the user, mcst of the calculations In

the forecast are predetermined by the program,
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SDM--Student Data Module of the Costing and Data Management
System (Halght and Mart!in 1975)

The SDM Is used by the NCHEMS tools to process student
reglstration deta and produce ICLMs. Whlie NCHEMS has used SDM
primarlly for the production of [CLMs, It Is a general tooi that
could be used to produce simple EAMs that used varlables other
than program, discipline, and student level.

Student Flow software--(Young and Halght, forthcoming}!

The Student Flow software consists of modifled and Improved
verslons of the student data module and data management module
from NCHEMS' Costing and Data Management System, [t produces
more readable reports than SDM (allowing the user to sort by

coef ficient values as In Figure V.4) and It can be more easlly
used to organize a series of caiculations and forecasts ‘han the
RRPM. The Student Flow software can be used with any student
characteris*ics that are avallable, but the total number of
dimensions Is lIimited to two different varliables on each axls.
SPS--State Planning System (Bassett, et.al. 1977)

The SPS Is & very flexible modeling and forecasting tool that was
originally developed by NCHEMS ior use at the state~level. The
general Ity of the tool, however, Is such that It can also be used
at the Institutional level. The user must completely speclfy the
set of calculations to be used, so while It Is a very powerful
system, It requires a fairly high level of user sophlstication.
There are also practical IImits on the overal | slze of a model

developed with this tool.
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® User-Written-Programs

In many Instltutlonal settings, It wlll be necessary to produce
local ly- developed software that Is speciflic to the data base and
analytical needs of that institutlon, Even If a tool such as
SPSS Is to be used, speclal programs often have to be written to
format the data from Institutliona: flles Into the form needed for
Input to SPSS. In other cases, an analytical method (such as
same of the data-reduction and display technlques described by
Tukey 1977) may rot be avallable and speclal programs may need to
be developad to perform those analyses. And, of course, many
model Ing or forecasting techniquss might requlre local
programming If tools such as the SPS are not avallable or are rot
sulted to the problem being studled. The cholce of computer
language and the design of these programs must be determined by
the local clrcumstances. The ianguage chosen should be one In
common usage at the Institution. COBOL Is usually the preferred
language for flle manlpuletion and report writing, while FORTRAN
Is more useful for model bullding and forecasting. Another
language that could be utlllzed, It If avallable, Is APL, APL
contalns many bullt-In matrix manipulation facllitles, and It
would be a very useful tcol fcr -teractlively constructing simple
EAMs from a data base.

The above |[Ist Is by no means exhaustive, but It Is typical of the
types of tools currently avallable, However, as wlth the Inlt!lal
establishment of a data base for EAM analysls, the flrst steps of
assembling a system of analytical tools will be more palnful than the use

of an establlshed and well~documented system. As lorg as the analyst
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keeps In mind the ultimate objective of an easy-to-use and flexible set of
tools for performing EAM analyses, each development ef fort wil!| bulld upon
that overal!l capability and help make future analyses easler and quicker

to complete.
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