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* concepts of number systems, logic circuits, akd Boolean algebra. 2
ctal
* and hexadecimal number systems, and® the conversion techniques needed to convert from one system

to another. Topic 2, Boolean Algebra, includes rules, laWs, mechanization and simplification
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_" THE UNITED S‘I'A'I'ES NAVY

GUARDIAN OF OUR COUNTRY .

The’ United States Navy is responsible for maantammg control of the
. sea and is a ready force on watch at home and overseas, capable of

+ strong action to preserve the peace or of mstant offensive action to
g .+ win in war. : . . b
' It is upon the maintenance of thi§ control that our country’s glorious
future depends; the United States Navy exists to make it so.

/

~
-

\ WE SERVE WITH HONOR ~

Tradition, valor, and victory are the Navy s heritage from the past. To
these may be addéd dedication, discipline, and v1g11ance as the '
watchwords of the present and the future.

) .0
i . ;
*

At home or on distant stations we serve ‘with pride, confident i in the*
respect of our country, our shipmates, and oy families.

1 4 L

. Our responsibilitiés sober us; ou?dversmes strengthen us.

. -

Service to God and Country i ourspecxal privilege. We serve with
. honor.

. o
Y. .

~ THE FUTURE OF THE NAVY

The Navy will always employ new weapons, néw technnques, and
greater power to protect and defend the United States on the-sea,
, . under the sea,and in the air.

” 3

Now and in the future, control of the sea gives the United States her

greatest advantage for the maintenance of peace and for victory in
war.

1}

-

. Moblltty, sur\)nse, dispersal, and offensive power are the keynotes of

- the new Navy. The roots of the Navy lie in a strong belief in the
future,‘in continued dedication to our tasks, and in reflection on our
heritage from the past.

Néver have our opporfunities and our responsibilities been greater.

i
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You are about to enter the fascinating world
of  computers. Many advances in computer
technology  havé “been ?‘mdu in the last “two
decades.
human endsyvor that has not been affected -in
some way by computer technology. When you
complete  this  module,  you will haye an

all computers . ‘

. Why are you poing

systems? After all, you kpow how to add and
subtract, and m()lmhly a lot more about how to
use numbers than you realige. The problem is,
you are used to one particular set of gumbers:
the decimal system. However, numbers are
written in many dittferent ways. '

Smu people and ¢omputers do not speak
the same  fanguage.
. information into a form which is understandable

and usable to bath are necessary. Humans
generally speak in words and decimal numbers,

Methods for converting nuinbers in the binary,

Csoctal. and  hexadecimal systems to\&;]'uivalcnt
nambers i the decimal system (and\dee versa)
will also be described. 1

COMRUTERS

A

Computers havg "made  possible  military,
scientific. and commercial advances that were
considered to be simpossible only a few years
apo. The mathematics involved in orbiting a
satellite abont the® sun. tor example., would
oceupy several teams of mathematicians for a
litetime, Now. with the aid of clectronic digital
computers, the congiest of s;mw has becoine a
reality ¥

)

LRIC

. .

TOPIC 1

o NUMBER SYSTEMS =~ .

Today it is diffitult to find a ficld of

understandimg of thc bisic principles undurlyuu,_

to stud? number.

methods of translating

while computers  only understand  coded
electronic \}u_lscs which  represent  digital
information.

This first  topic wnII describe  numbering
systems in general: ~and  binary, octal, and’
hexadecimal  number  systems  specifically.

Computers are now employed wherever
repetitious calculations or the processing of huge
amounts of data are necessary: Thee greatest,
applications are, found in the military, scientific,
and commercial ficlds. They ar¢ used in many
varied projects. ranging from mail sorting.

through, engincering dcsiﬁn. to the identitication

and destruction  of enemny _targets. “The
advantages of dlg,lt.ll computers Tnclude speed,
accuracy. and man-powcer savings. Frequently
computers are able to take over routiiic jobs,
releasing men for more |mportant work, work
that can not be handled by a Lomputc .
_ \
HISTORICAL BACKGROUND
3

Eyer since people discoveged thaf it.was
necessary to count objdts, they have been
looking for casicr ways to do jt. Contrary to
popular belief, digital computers.are not a new .,

© idead The abacus is a manually operated digital

computer used in ancient civilizations, and
utilized to this day in the Orient. For those who
find this humorous. it is interesting to note that*
in a contest between a modern desk calculator
and an abacus. the abacus won.

The first adding machine was inventid- by
Blaise-Pascal’ (French)-in 1642, Twenty ycars
fater an  Englishman, Sir Samuel Moftland,
developed a more compact device which, could
multiply. add, and subtract. In /168
Wilhelm Licbnitz (German), perfected a nmchmc
which could perform all the basic operations
(add. subtract. divide. multiply), as, well as
extract the square raot. Licbnitz's principles are
still in use today in our modern clectronic digital
computers. ) . _—

"As carly as 1919,

s’wnc An " artice by  W.H. Ecclps and

.W. Jordan’ described an - clectronic “trigger
uruut that could be used fore automatic

ECCLLES-JORDAN
wias a little ahead of its time.

counting.  But ‘the
multivibrator

electronics entered the.

s
’

1 par st
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_‘to solye by conventional
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-

'f"oday every digital computer employs these-

circuits, known as flip-flops, to store
- information, perform arithmetic operations, and
control. the 'timihg sequences within the
computen !

-
.

Under the pressure of military needs inf
* World War II\fTe dcience of electronics data

processing made giant strides forward. In 1944, _

Harvard University * developed a computing.
system known as' the Automatic Sequence

Controlled Calculator. Aftes the initial design .

and construction, (Se\e‘ral |mproved models were
built, ,

Meanw.hile, at the
Pennsylvania, second system was being
developed. Tﬂs system, completed in 1946, was
named ENJAC (Electronic Numerical Integrator
and Computer) ENIAC employed 18,000
" vacuum tubes in its circuitry, but in sprte of this
worked q‘urte"s\uccessfully The first problem
assigngd to ENIAC was a calculation in nuclear
physics which would have taken 100 man-years

solved the problem in two weeks, only two
hours of which was actually spent on

calculation. The remainder of the time was spent . ..

"”"e'ﬁ'eekir'i'g”the results.and operational details. All

v

-modern cOmputers are based on the principles
used .in'these’early developments.
, - ,

In 1950, UNIVAC was developed. This

machine was regarded as the most successful
electronic data processor of it$ time. One of the_
most outstanding features of the UNIVAC was
that it checked its own results in each/st¥p of a
problem, thus eliminating the need. to run the
« . problems more than once to insure accuracy.

"

During’ {he first outbrcak'of’publicity about
computers . (especially when _the UNIVAC

predicted the outcome of the 1952 presidential -

election), the term “giant brain’’ caused a great
deal of confusion and uneasiness in people.
Many people assumed that science had-created a

thinking device superior to the human mind.- )
By human’

Today most pcople know better.
standards the giant bryin is nothing more than, a
talented idiot that is wholly dependent upon

" human instructions to perform even the simplest’

Umversrt"y of

methods. ‘ENIAC:

“One, two, plenty” ,
cultures have a somewhat more “sophisticated
. method of counting: the one-to-on¢ system. A

14

job. A computer is only a machqte dnd

" definitely can not think for itself.

The field of digital computers is still iné&he
developmental stages. New types of circuitry
and new ways, of accomplishing things are
contmually developmg at a rapid rate. - 7

In the military ﬁeld the accomplishments of

digital computers are many and varied. One
example is the guidéd missile weapons systems.
Most of the navigation of the nuclear powered
submarine is done by a digital computer and this
system is highly successful _

Another military application of digital
computérs is found in our supply system.
Computers are used to.account for supplies in

* such a manner that the Navy Supply System

always knows how much of an item is on hand,
where it is, and when more of that item should
be procured. )

o ‘:‘)o
ONE-TO-ONE COUNTING

The South African Hottentot probably has
the simgplest arithmetic system in the world:

primitive tribesman, for example, might count
time by dropping a stone into a pot for each
passing day. If the pot holds seven stones, a full
pot marks one week. Observe that one stone
reptesents one day, a one-to-one relationShip.

. The meter of the taxi driver in ancient times

. provides another example. The driver carried a

box of pebbles with him. It was constructed so

“that it would drop a stone into a plate every few

minutes. When the ride was over the driver billed
his fare by showing him the number of pebbles
in- the plate. Again, one pebble stood for one
unit of time, a one-to-one relationship.
. ;
Sticks, marks on the earth, and many other
objects were used as tools for this one- -to-one

“counting method. One tool, however, was | morc

conveffent than the others. Discovered eaﬂly in
history, this counting tool is so obvious, 'that
everyone has used'it. You have it available’ dt all

v »

8 .

-

is -as -far -as--it goes";'-Mos-t"--- ‘
e

.
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times. This tool is your ten fingers. This is Table. 1-1. —Compaman of Commonly’ Used Number
‘ believed to be the origin of the decimal systém. R Symms
DECIMAL, BINARY, OCTAL, AND - : o R
4 HEXADECIMAL NUMBER SYSTEMS . | BINARY | OCTAL { DECIMAL | HEXADECIMAL | & )
. , _ .
Before studying any particular  number ] (])/_v ? ? (; " '
system,.it would be best for you to examine G5l 2 ’ 9
number systems in gencral, to discover how they: 1 5 "3 T3
work, All modern nuraber systems are ,built 100" 4 4 4
from the following components: the UNIT, the 00 5 5 5 .
NUMBER, and the RADIX. , . 16 6 6 6
' P o oomee 7" 7t 7.
|. UNIT.-The unit n asmgk object. : . 1000 - [i0] 8 8
d NUMBER ~The number ds an arbitrary |- 100] n 9 - 9
_'symh()l or group of symbols rcpruscntmg aunit . b 12 0] A
or sum of units. Both:S and V ‘are numbersund 1011 13 0+ N . B.
represent.a-sum @f five units. _ ) .1100 14 con . o P
“© "3 RADIX-The radix is the base of a o .15 13 NE RN E
.positional number system. It is equal to the | 1110 16 ., 14 E )
number of symbols needed to count from zero 1 17 15 AN
. %0 the radlx minus onc or (R-1) of the number 10000 2. 16 [fo]
1Y sy\stem The. largest number that-can be written _ 10001 2] 17 " '
in any position is the radix minus 1 or (R-1). In 10010 22 - .18 -2
" the decimal system thg radix is 10; that'is, 10 2001123 - W19 13
. symbols are needed to count from zero to R-1 | 10100 " 24 - 20 .t M4
" or 0 through 9. The oétal ‘system (base 8) [ 10101-. .25 21 15
%" requites cight. symbols (O through 7), and the | 10110 % 22 .16 iy
- binary ‘System” (basc 2) ru;lures two symbol's R B R ) Y 23 ) 17 ‘
(0 and - |) e . v -y 11000 30 - .24 18
: SR <[ o013 25. 19 -
| ""D.ccimal Systcm ".. S Hg}? | gg. ' gg }g ‘ T
e Q ° 11100 34 28 ° IC
Since thy decimal system (also knéwn as the | --11101 35 29 1D
'-qu(lu Krablu system) uses ten symbols or digits = < 1110 %" 0 . 8
(See’ TABLE: 1-1.), it has a radix or base of 10. ~ | ymn . 37 351 1E
This system is thought to have wolvui and ]ooooo 40 32. 20
found common usage as a result of our “having ‘180001 41 ‘33 21
ten fingers (‘dlws) R L _ | 160010 ° 42 - 34 22
Buaust. the decimal system is used almost | | ‘ B ‘ ' ‘ ' ‘
uniyersally, bdsic arithmetic performed by a — — ™
person in one country is casily understood by a - S .
person in another’country. In other words, the . ol - ,
decimal system’ serves as o sort ot universal Binary System : ' '
fanguage. Became of its comgon usage and ) .
because of its.relationship w%othcr number The simplest possible number system is
systents, this system will serve as a basis, for based on powers of two and is known as the
Lliscussipn of the other number systems. binary system. Table 1-1 illustrates the relation
' »
1 ' 3




between the binary system, the decimal system,
and other commonly used systems

. o
. » . a
b .
L)
.
»

') 1

By a convement comcndence the two binary

condmons (! and 0) can easily *be represénted

"' by many. electrical/electronic - devices.

 example, the bmarS/ I state may be indicated

when the device is active and the 0 state-may be
mdleated when the device is nonactive. '

LN ]
.

>
L
A _.9 z.,: [
R |
il Gl ol r-
OFF ON OFF
0 1 0 1

Examine the inserted figug abpve. This
figure illustrates a very simple binary| counting
device. Notice that binary ! is indicated by a
lighted lamp, and binary 0 is indicgfed by an
unlighted, lamp. The revetse will work equally
well; i.e., the unlighted state of the lamp can be
used to represent a binary 1 condition and the
lighted state can represent the -binary 0
condition. Both methods are’ uséd in " digital
computer * applications. There are numerous
~other devices used to represent binary
conditions, These include switches, relays,
diodes, transistors and integrdated circuits (ICs).

Octal System

The .octal, system has eight distinct
characters (TABLE 1-1), hence its radix is 8.

to the binary system because 8 is an integral
power of two (2). That is, 8,, = 27,. One octal
digit has a value equivalent to that of a group of

4

For.

]

|

The pctal system is qultf: useful as an accessory

*

~ of the Jhexadecimal sys’

thrée' bin@ry dlglts and vice versa, as mdlcated
below. oo : ' .

’ '-o .

1 . |
»

. Octal to Binary ' Binary to Octal’ |
}mﬂ 010 JL\OI’

21 2 |58
\ [ ¢
The above, relatlonshnp of octal to binary

2 iz | 56

010 lot0 | 101,

slmphﬁes the programmmg of digital computers, .

since the octal system may be. used in place of
the more cumbersome binary system, which is
the actual language of digital computers The
conversiore from octal to binary and vice versa is,
_then, a simple process ‘which may be "
acepomplished at any point in the system as
desued

'Hexadecimal.Systems

A ]

The hexadecimal system has a radix of,}6.

. The ten digits of the decimal system and the _
ﬁrst six letters of the alphabét are the symbols
‘most commonly used to represent the 16 digits
m. (See TABLE 1-1.)
The number 16, like 8,”is an integral power of
two [(2).-That. is, 16,4 =2%,. Thus, one

. hexadecimal .digit has a value equivalent to that

" of a group of four binary digits and vice versa, ase.
indicated-below. . _ \}

Hexadecimal to Binary  Bihary to Hexadecimal -

E | 2 | 5 '111o|0610_ | oto1,

1110 | 0010 | 0101, E | 2. | 56

;

. POSITIONAL NOTATION -
The radix or base of a number system was
previously described as the total number of
~ symbols or characters used to count from zero
. to the radix minus one or (R-1) of that number
system Therefore, once R-1 has beén reached
and you wish to exceed the raiflx you must -
'have 9 method or procedure for doing this.
Without a procedure to follow, you will end up -

rO

£
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“One," two, . .. ., plenty.” One procedure for
- doing this involves using positional notation.

Positional notation ,is a system where the

value or magnitude of a number is défined not
.~ only by its symbal, but also by its position.

55

| S

1:—— This represents 5 units,

This ‘represents 5 x 10! units or 50
units.. ' :

L]

system represents a power of the radix-or base,
. and is ranked.in ascending or descending order.
. Magnitude can be extended by adding symbols
" .to the 55.- To see this demonstrated, examine
 the following lihe graph: ' C,

. N

g

1of 10 100 107 107 107
5.5 5. 505 5
T e
- ,NT]lis number in re_alit'y is

‘0r.555.555

been in some othér base. In a positional number
system, the radix of the system is always written

instance, 55.in base 8 is 555} 55 in base 16 is
10 numbers Are written by convention without a
subscript,
- conjunction with other number systems, ie.,
Sg+ 7,0+ 101, +9,¢...ctc. _

The four number systems that you will
study in this topic are positional notation
systems. This does not mean that all number

' systems are positional notatior: systems. If you
look on the back of a dollar biil, you will fi.d
the Roman number MDCCLXXVI. ‘the
equivalent number in ‘the decimal number
system is 1776. The Roman-number system i

not a positional number system. In the Roman”

. with the same problem that'the Hottentot had:

Examine the pumber 55 to.see,this illustrated. .

Each position m the positional notation

% 5x100+5x10+5x1+5x0.1+5%0.01+5x0.001 .

. The above number is "showp in_base 10
(radix of 10), but it could just as easilyhave’

as.a subscript to the number written. For .
55, und 55 in base 10 is 55; o. However, base -

except when they are -used in

system . each ‘number- consists of a group of.

.characters, each of which is distinct unto itself. ’,

‘The total value of the number is obtained by
“adding the sum of -all the separate symbols. This
" is demonstrated by the fellowing horizontal tine '
graph: _ . N o

‘M- .D «¢ € L X X VI
1000 + 500 + 100 + 100 +50+ 10 + 10+ 5+ 1= 1776

~ " Notice that the position of each character does
. not affect its value, and that rfo value is less than
one (1). o o o
‘The decimal system, on the other hand, isa,
positional notation system. Therefore, ther
number 1776 is expréssed this way: T s

-

10° | 10¢] 10! | 10°
1000|100 | 10 |7
. . .x .'f'x x,.- X,
oL lr s
10° is. the I's column™ X6= 6
10! is the 10’ column  X7=), 70 .
10? is the 100's column X7= 700
10° is the 1000's column X1 = 1000 "
o 1776

v o 3
; . v

You can write larger numbers simply by adding’

aft additional power of 10 column. For example,

if you- want to increase the magnitude of 1776
~ by 90,000, simply write _ ' .

104 | 10° | 10? | 10! '|_r10° .
ST

Ifi this example you increased the-value of
1776 by 90,000 by placing the symbol for nine" -

in the 10* position, or -
’

7 | 6

" 9X lO&OQ+ 1776 =91,776

Look at the 9 in. the 10° position. In this -
example, 9 is the largest symhol that can be

(9% }

11 | ' ' T l'




\ﬁtten in the 10* column. Now, if you add
0,000 to 91,776 the number. in the 10* pbsi-
tion will read the value of the radix (10 x 10%).

/At -this point a carry is generated from the 104

position to the 10° position.

!

qos!1ge! .

| I ) S l
i e 19 Y T 16
‘ . I+l I 0 0 0 O

l‘

 CARRY {—L-o : 7 6 .

1 : 7 7 6
The numb_er isnow 101,776 or R

P 105+ 0x10% Dx 10° +7x 102+ 7x10" + 6% 10°

. The yero in the above example indicates a place
holder. -While zero has no value in itself
(0 x 10 =09, it does rdise the magnitude of the
numbtr by orfe power of ten (10* = 10%).
Ndw look at-decimal number 342. The digit
.in tlu
value of the number least, if changed, is 2. The
.term which describes the digit ‘located in this
~ position is called the Least ngmﬁcant Digit or
LSD; the digit that would change the value of
the number 342 most, |f chdnged is called the
Most Significant Digit .or MSD. The MSD' is
always the leftmost nonzero digit. ' :

[RADIX POINT] .

“and to mixed numbers, ¢.g.,

»

S 3 2.3 2

MSD  [RADJX POINT| LSD

humber "(342) that would change the .

-3 4 2
} .
MSD LSD
This also applles to fractlonal numbers less than'
cone (D) eg., o ~ _ R
. IO”_I 102 110 | 10
' 03 "2 16 | 1
- "/ \ t.
MSD LSD

I3

While decimal 'nu'mb‘crs are used jn the
preuedmg examples to explain positional
notation, the principles examined apply to allv
positionial notation number systems, Take; for ‘

“Zexample, the octal system (base 8). As in the
decimal system the Targest syinbol that can be \
written in q#fe position is R-1, or '

 Radix=8 = - -
‘R-1=7 . .
8- l =17 ' L
Seven, therefore, is the largest’ symbol in the ’ |
base 8 system. - : . |
If one unit is added *o an R-1 symbol d .
carry is generated into the next highest position. = - |
+ The following illustrates the CARRY . }
PRINCIPLE. BT R
gl | 8 gt | 80 |
' —;"—T_ = = 104
T ] 0. ‘
il B -
. v 4
CARRY——0- . '
va i
1 H
Ct - L
A /

.

in part A, 7-is equal to R-1. When one is added
to 7, a carry is generated into the 8! position, as
shown in parts A and B. As you can see, octal 7
has been changed to octal 10 (See note below.).
In other words, 10 in the octal system is
equivalent to 8.in the decimal system.

NOTE: The- symbol “IO” (pronoupced one
- zero) always represents the'radix in’ its own .
system. Fhis is true because the radix is ‘one unit
larger than the largest character, and by the rules
of counting, this value is written as *10.”

"For example:\ n - .

Binary “10” = fwo (the radix of the bmary- .
system)
- Octal 10”7 = ¢ight (thL radix of thu OLtdl
system) _
~Decimal 10" = ten
decimal system?)
Hexadecimal *“10” —s:xtu,n (the radix of
the hexadecimal systcm)

(the radix of- the

12




. N .
. * . ) .
N .
’ . ' . ’
;

The binard system is operated in the same Step 4—Multiply the symbol in each column
manner, as shown below. " by the power of the radix for each column in
L which the symbol appears.
Radix = 2 . .
step2- 2% | 2} B 22| 2t 2°
R-1 =4 . " - ok X X x | ox x
' Step3— 1 0 1 1-4{..0 1
i1 =1 ° T o ~ ‘
) . ) Stepd- 25=32[29=16|2%=g|22=472! =2 |20=1
R-1+1=-2"]20 - 20|20 =10, . / TN ] Y e A
b — L 1x32 | 0x16 léx8 1x4 | 0x2 lxl/_,
1 110 . o ' - ’
32 0 8 4 0 1
& " SR
' 0 : ( . . Step 5—Add up all of the products.
canty [ ’ : | - .
.10 . 32+0+8+4+0+1=45,, -
— This same method can be applied to octal
: . numbers. Take, for'txample, the number 3465. °
CONVERSION TO DECIMAL To find its. decimal value, follow the same
” procedure: . S
:  The similarities between the binary, octal, = it
decimal, and hexadecimal number systems _ Step 1. 34,68 3 positions.
should be apparent. You will follow five steps in . : ) L
order to convert'a number in any positional '\S\tep 2. Write out the positions. ,
notation systemt to a number in the decimal o . Ll eo o
system: , . . 8 | 8 | B L

Step 1—Count the number of symbols. This Step 3.. Fill in the numbers. :

number will be equal to the number of positions . g2 \ g! I 80
needed; i.e., 101101, = 6 positions. . '
a e | 3 l 4 l 6
Step 2—Write out the powers of the radix ‘
starting at zero and continuing until the number Step 4. Multiply’each number by the power.
of positions obtained in step 1 is reached. of the radix in its column. -
. . M ° (=4 . 2 = 1 = r(;':
25 ‘ 74 |' 93 | 22 I 2! 20 . 82 =64 | 8 ? 8 1
: " 3 x 64 4x 8 6xl
Step  3- Write the numbers under the
columns from step 2, placing the LSD under the 192 32 6
20 position. '
Step 5. Add all the products from step 4.
98 94 3 2 1 0
N |2 '2 2 192 + 32 + 6 = 230
/ I t 0 l | l I ‘ C l 1 Therefore, 3465 = 230,




;

“Ql. What is the decimal value of each of the
foliowmg numbers?

1001012 - v

5761,
6710,
10010010,

Ll B

1 1]
The procedure‘you followed to convert the
numbers .in the above problems was a bit

cumbersome. A quicker and easier procedure is
shown below. To gonvert octal numbér 3481 to
* a decimal number, follow these six steps: ‘

-
e
~

Step 1 -Write out the.number.

o 3481
,'!. P

Step 2—Place the number inside a half box.

!
'|3-4 8 1

Step 3—Place the radix outside the box.

8l3481

Step 4-Starting at the MSD, multiply the’

first number by the radix and add the product
to the next number,

: ~24
8[ x3” 4 8 |
d i

. Py Z

Step 5 -Multiply the sum obtained in step 4
by the radix and add the product to the next
number,

224

HL 3 +4 /48 ¢ | ’_,:"

|
28/ 232

X 8

4

»

Step 6— Multiply the sum obtained instep §
by the radix and add the product to the next
number, which is the LSD.

1856 iy
8 3 4 8 / +l Q\

. }
232/ 1857
X 8 ,

ThuS,34813=185710 a. . ’ . g

Once you have réached the LSD, simply add the

product from the previous number to the LSD.
Do not multiply further, because this i§ your |

answer, /

The same steps can be used .to convert a
binary number to a decimal number. To convert
10010, to base 10 (decimal), for example,
proceed as follows:

Step- | ~Write out the number.

e

10010, |

»*

_ Step 2—Draw the half box.

|10010

Step S}—Place the radix-outside the box.
2110010

Step 4-—Multipl‘y the MSD b)} the radix and
add the product to the next,digit.:

1

! |
!
\

2
2lt 0 o0 14 o
¥ O
- 2 '
f - - s
Step 5—Multiply the sum obtained in step 4 N

by the radix and add to the next digit.

I

k)

| 4
21 0 /o 1o 5

14 -



'—‘,7 . 7

Step 6-Multiply the sum obtained in step 5
by the radix and add to-the next digit.

&

' 8
2*11# 0 o/i 0
' 4/9.
X 2

Ste1p 7«Multiblylthe sum obtained in'step.\6
by the radix and add to the LSD. '
N ;

AR 18

21 0 0 1/“0
: 9/.18
X 2

Step 8—-STOP! This is your angwer.
10040, = 18,,

/

Q2. Using the above method, convert the
' following numbers to base 10 numbers.

’ .7'3'3'(
10110,
512,

36, ’
111011101,

bW

) - )
CONVERSION TQ OCTAL .

vy o FROM BINARY

’ Converting the ‘number in question 2,
problem 5, above requires considerable time to
do correctly. If youscompare the time you spent
vonverting  binary number
ecimal number 477 with the time spent by a
inary computer to process a binary number

see that a straight binary-to-decimal conversion
system for large numbers is not very practical.
For this reason, the octal number system is used
in. computer technology. The octal system is
used as an intermediate systgm between the
decimal and Binary number systems. Using the

. intermediate system, a computer can carry out

111011101 to,

that has a decimal value in the billions, you can -

computations in bihary, the answers can be
easily converted to octal, and then to decimal. *
This is possible because both the binary and
octal systems generate a carry when going from
seven to eight. This will be ‘demonstrated in the
next paragraph for numbers 15 through 7, and/ -
1, through 111,. The two systems ate
equivalent, and are directly convertible.
. L |

To see this, first count in binary from one to
eight. Then advance the count by starting with
binary one and adding one to ‘ft until binary
eight is reached. Remember that a ‘carry is
generated each time that the radix (2) of the
binary number system issreached.

" BINARY .~ OCTAL.
Binary 0 = 000 “ Octal0 = 0
Addone _+1 Add one t1
5 T ¥ -l

Binary 1 = 001 Octall = 1

Addone _ +1 generate Add one _+1

g . a carry

Binary 2=010 . Octal 2 = 2 /7 -
Addone _+1 Addone +1
Binary 3 = 011 Octal 3 =~ 3
Addone _+1 generate Addone +1

a carry }
Binary 4 = 100 Octal4d = 4
Addone _+1 Addone +1_
L
Binary 5 = 191 Octal 5 = 5
Addone _+1 generate Addone +1
a carry '
Binary 6 = +10 Octal6 = 6
Addone +1 Addone +1
4

Binary 7~ 111 ® Octal? = 17

Addone _+1 generate ~Add one +1_generate

a carry

three
carries

Binary 8 = 1000, Octal 8 =104

N

At 8, in both systems, a carry is generated.
in octal the radix is r‘%ache\d at 8; this same point
in binary also generates:ja carry. If three binary

]

15




. 37 | '
3057
3528

146 ¢

$ » N

A2, 1.°59
22
330

L S

30

rd

5. 477

| 4 s ‘-

digits are used Eolexpress each octal digit, the
two systems are equal and directly convertible.
To convert from binary to octal, you will
use the same procedure. First, write 8 in binary
as 1000 and place the binary digits in groups of
three starting from the LSD. Next, use table 1-2
with eacp group of three binary digits in the
example, and select the octal equivalent. Write
~"the octal equivalent below each group of binary
digits as shown below.

MSD LSD
1 000 binary 8
oW
| 0 octal 10

In the example below, this procedure is used
to convert binary 1011001110HO0] to its
equivalent octal number.

10 | 110 o1t | 101 | 101,

Y
\

2] 63| 5| se

Note that when the MSD position is rcachéd, if
there is not a group of three binary digits to
express the octal equivalent, you simply add

1

A Y

10

BINARY _

o /= 0
001 z 1
010 = 2
o _ 2 3
100 = ¢ 4
101 = 5~>
110 =@ 6
1n = . 7

zeros ahead of' the MSD, as shown in the

following example. .

010 [110’|011 |101 101,

)

2] 6| 3| 5| s

This will make the number of binary digits

evenly divisible by three without affecting the
value of the number.
CONVERSION TO BINARY
FROM OCTAL -

*

It is just-as easy to go from octal to binary.

Simply write the three binary equivalent
numbers under each octal digit. This is shown
below using the octal number 43210;.

432104 = 4 l 3 |2 | 1 | 0

100011010001000; = 100 I 011 /I 010 |001 looo

It will be to your advantagé to memorize the
digits comprising binary numbers 1 through 7,
especially if you plan to ceptinue in computer
technology, since you will L?Sb the octal system

/' .‘> .
16 |
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extensively, However, unless you have
memorized these bnmry numbers. you should
refer to table 1-1 in answering the following

comprehension questions: s

L]

Q3. ~What is the octal value of each of the
following binary numbers?

1. 1011L01110111101

2. 101111111101101

3._1011000011101011
7 7& 1111110111011

A\ s
Q4.  Convert the following binary numbers to
octal,"and then to decimal.

N L 101101/01

N¢ .2, 10140011000111
© -3.- 0111011000001
4, 11110l

/
5. 111001101010111

[ d

CONVERSION FROM DECIMAL
TO OCTAL AND BINARY

All thesconversions from base 2 and base 8
to base 10 were made by multiplying and

adding. The procedure for converting base 10

numbers to base 8 and base 2 numbers is just the
opposite. It is done using division and
subtraction. This conversion procedure is
iHustrated below. :

Problem: Convert 105, to its binhry and
then toits octal equivalent,

Step | -Set up the problem for division.
"‘I 105 . '
' Step J\I)ividc the base 10 number by the
1

radix of the system to which you wish to
convert, o

2[10s

Step 3—Divide the base 10 number by the
radix, and extract tie remainder from each step.
remamder that comes off first will be the

) SD the remainder that comes off last will be

the MSD. Continue the division by dividing the
quotient obtained by the radix until the
dividend becomes smaller than the divisor. At
this point, the dividend is the remainder and ig_
the MSD, as illustrated below.

10
5
1 I «LSD
: :
26
252 - r
‘4
12
12
0 : 0
13
226
2 1}
6
6
0 - 0 (

6 .
2”3_ ) P

12 ‘

I - ]
3

276

6
0 -0

MSD

17,




A3. 1. 135675,
2 87755, |

3. 130353, o

4. 17673,

' . i et e ——

Ad. 1. 855, 365,

2. 26307, 11463, ,

3. 7301, 37771

" 4. 175, 125,
5. 71527, 29527,

Step 4--Write out the n‘t&mber, from
MSD to the LSD.
A\

\
\ .
Now, to convert binary number 1101001 to

its octal equivalent, you will use the conversion
procedure demonstrated earlier. That is,

1101001, ‘

1 [191| ool .
A R T

Thus, 105, 4 = 151, = 1101001,

To prove. your answer, simply convert the

octal number back to degimal.

8§ 104
8 x |1 /5 /1
{ N |
813/ 105 = 105,,
X8

Going from decimal to binary is simple since
it involves division by two. It does, however,
have its drawbacks. Division by two is a time
consuming process. A quicker ‘method is to
convert to octal, then to binary. This means you

start with thedecimal number 105, convert it to
octal, and faen to binary, 3s shown below.

13
8 [105
8

5 001

Now that you have seen the conversion
procedures, a little practice will let you master
them. Here are some practice questions.

Q5. Convert the following numbers to
decimal. |
1. 1011101,
2. 1567y
3. 11010,
4. 101156,
5. 11101101101,

Q6.  Convert the following decimal numbers
to octal and then to binary.
1. 101
2. 12
3. 5672
4. 11010
5. 328

18

- 25
24 , N
] i LSD
1)
813 ,
8 \
5 5
0 o
8[1 ‘
0 ‘ : |
1 — ~ ] MSD"
the Therefore, 05,4 = 1515~ u -
‘ N
'. 1 -5 .1 _
: } P 11010101;
101 001
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CONVERSION OF'FRACTIONAL
NUMBERS
. a
Fractional numbess 7w converted in much
the same nianner as whole numbers. Fractional
numbers are arranged in order of the descending
negative powes of the'rudix, For L<amplc

33

® »

1o’ ‘u" 107 0
I
IFAL N TA Nt 1£1000 1 0,000
0.1 0.01 “0.001 (10001
MSD . LSD .
\ / : : .
‘2\ 30 2000 AT 0.01[+ 780001 ]+ 3% 0.0001
I RADIX P()lNll 021+ 001+ 0.0071 + 0.0003
. LN
' 0.2 I 7 3

CONVERTING BINARY FRALTIONS
TO OCTAL FRACTIONS -

a

Wihe® u binary numhu ig converted to an

octal number. the nefitive power of the radix

has no effect because BI the straight conversion.

The™ onvetsion procedure you use is Yhe same,

with the following cxception: group the binary .
dlg,nts in groups of three starting from the MSD.
not from the L&). The reason for this is: if the
hnumbgr of binary digits is not evenly divisible by
three. the addition of zeros after the LSD will
not affect the value of the number. For
example, ; :

/ MSD

. { -,v' .
0.100101101100, ‘= 0.100 l 101 l 101 l 100
oa | 5 s | 4 .
Q
or o8 "
MSD .
0.10010110T100, = 0.4554,

CONVERTING OCTAL FRA%TIONS :
TO DECIMAL FRACTIONS ¥

When converting from octal to base 10, you
must  compensate  for “the  expression of

o

-

the:

A

-

¢ ' . . .

negative powers. This is casy to do. Simply
ignore the negative powey and treat the number
as i wholc numbcr Convert the octal fraction 1o

a¢ decimal ' fraction using the same procedure asy

before. Onee the number is converted. divide it
by the consersion-factor. The c,onvcrsnon factor
is cqual to the positive power of tht radix at
whose position the fractional LS appears. The
CONVersion fautor is obtained as tollows:

Step |- 'Write the octal fraction.

A

’ 0.4554,

L]

Step 2 Determine the negative power of the
radix t8. in this case), at wliose position the LSD
appears.

\(
\LSD

A3

Now that you know the LSD\is at the 84
- position. disregard the negative sign dhd raise the

base (8).to the fourth power.
14

t

84 = 4096,

You now have the conversion factor. which is
used to convert octal 04554 to’ its decimal.
equivalent.

Step |- Disregard ‘the decimal point in

0.4554 and write the octal number as if it were a,

whole number. ‘o

Step 2 Set up the octal number for
conversion to base 10, as previously explained.

4554, = 4 positions

Step 3- Write out the positions.

83 | 82 '8] ‘80

[y
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. AS. 1. 93 . - Q7. ,)Vh'at is the octal to decimal conversion
_ . . - factor for each of the following
2. 887 , ) numbers? -
3 4616 1. 0.01101101101111, -
' o . : 2. 0.713712
4. 33390 . K . 3. 0.1 )
‘ : T 4. 0.1t1011101, o
5. 1901 roe : ‘
. . ' . .‘-‘
. | '
A6, 1) 145, 1100101, CONVERTING DECIMAL FRACTIONS
7 ~ TO OCTAL AND BINARY FRACTIONS
2. 148 ' 11002 ' .
L. ' oL It is easier to_convert a decimal fraction to
3. 130504 101 10004010600, an octal fraction and to a binary fraction than it
_ is to convert an octal fraction to a decimal
4. 25402, ~ - 10101100000010, fractlon Instead of using a conversion factor,
L - ' reverse the procedure you learqd for converting
. 5. 5104 - - 101001000, decimal to octal. To convert a decimal fraction
L — — to an octal fraction and to a binary fraction,
/ i. AP s1mply multiply and subtract in that order. That
e . is first multiply® the decimal fraction by the
Step 4=Fiil in thesumbers.. " . radix. of the number system to which you wish
. e : ’ to convert it. Next, subtrzct everything that
3 J gi | gt I 80 ~ appears to the left of the radix (decimal) point. -
: : ‘ g * " When a fraction is converted, the MSD will come
' 4 I 5 l 5 I 4 * off first. Thus, to convert decimal number 0. 589
‘ | , ' toan octal number, proceed as follows: .
Step S—Multiply; each Rumber by the power [ _
of the radix in its celumn. , "(0'583
' L 4 &l
4x8+5x82+5x8+4x8° MSD 4 4712
' ~0.712
‘ 4x512+5x64+5x8+4x 1] ) ' x 8
: , 5 5696
2048 + 320 + 40 + 4 .
. _ 0.696
Step 6—Add.all the products from step S. / "X 8
;o ‘ ' ‘ ~—— 5568
2048 +320+40 +4 = 2412 .
32 A 0.568 )
. : . 8
Step 7—Divide the product obtained in step LSD 4"__‘__’(4_544
6'by the conversion factor you obtained earlier. .
2412 _ Thus, 0.589, , = 0.4554
3006 0.58888 ) . 10 | )
Thus, the decimal L(]LllleLnt of 0.4554% is This conversion may be carried out to as mgny
0.58888. . places as needed, but generally four places are
. /
14 /




en‘ou‘gh. Octal fraction 0.44544 .can now be ’

broken dbwn inYo a binary number:
04 - 5 5 4
b
0.100 {01 101 100, ¢
D2

‘fractions to a four-place octal fraction;
then conver, each to a twelve-place
bmary fraction

0.587
0.987 ->
0.642
0.2017 '
09716

¥

L

CONVERSION OF MIXED
‘ NUMBERS
»
Mixed numbers consnstmg of whole numbers
and fractions are easy to convert from one

number system to another. Just split the mixed"

number in half at the radix point, then convert
both halves in the manner you have previously
beeni shown. -Take, for examiple, the problem
below:

Convert to octal and

“1101111.1101,
decimal. '

Step 1--Split the number at the radix point.

1101111 1101, ‘

- Step 2-Decide on which conversion
procedure to usc, that is, either to convert from
Binary to decimal to octal or from binary to
octal to decimal. Both procedures contain the
same steps. In this example, the binary to octal
to decimal procedure is used,

£

Convert each of the folloving (iecimal

Step 3—Convert the bmary number to octal
(seg table 1-1).

‘1; 101 111 110 100 +— Two zeros
. o (added to the
1 b 7 °. 6 4 LSD of the -
. fraction®o
“ make it evenly
. divisible by
¢ ‘ three.
Thus, 1101111.1101, = 157.644

Step 4-Split the octal number fito two
parts at the radix point. '

\‘.157

644

Step 5—Convert the left half to’deci%n_al.
8(‘157 = 111;0 o

Step,) 6—Convert the right :t)al‘f-to decimal.

. 8le4=352,

Step 7—Apply the conversion factor 64,
\ v .
.52
64 0.8125,, @,

. Step 8—Add the two halves together. *

or '

111 '
+ 08125 -
111.8125 - -

Thus, 11011111101, = 157.64,

111.8125, 4

Now, to convert from a decimal mixed
number to binary or octal, use the same
procedure. Convert, for example, decimal
numb(l 11.8125 to octal to binary.

Step 1-—Split the mlxed number into two
parts.

111 8125,




AT7.

1. 32768
2. 262144
3. 64
4. 512 . : ~
A8 1. 0.4544, 0.100101100100
2. 0.7713, 0.111111001011
Pt ¢
3. 0.51064 0.101001000110
) | ' o
47 04472, 0001100111010,
5. 0.7614,° 0.111110001100
o ..
Step 2--Convert each half to octal.
13 ,
8_[MT11+ ]
-8
31
24 .
7 remainder 7 LSD
L
8 13
R |
5 remainder 5
0
8 [1
0 .
T remainder 1 MSD
111 = 157,
0.8125 '
X 8
6.5000 6 MSD
\ / -
0.5000 [
X 8 \>
4.0000 - 4 LSD
\ /
" 0.8125 = 0.644

- V A o LA

a

7 ‘Step 3—/Add the two halves'together.

. 157

+ 0.64, . . .

. 157645 ='1 § 7 .6 4, oo
Step 4—Convert to binary.

1°101 111 . 110 100 ,} o | ;/-

v . - ‘\?‘-

Thus, 111.8125,,=157.645 = 1101111.1101, i

Q9. Convert the following numbers to-the
’ indicategd numbering system.

1. 1507.065 to binary

2. 1101000111.000110; to decimal
3.° 77777, to binary to decimal N
4, 10111,101101, to decimal o
5. 6366.36 to decimal - - «
6. 983.983 to octal

#. 7106.532 to binary

CONVERSION BETWEEN HEXADECIMAL
AND BINARY SR
_The number. 16, like 8, is also. an integrat- -~
power of 2. As previously indicated, grouping .
may be used to convert from binary to
hexadecimal and vice versa. With one exception,

" the procedure you use is the same as that used

for binary to octal conversion. The exception is
that when converting from binary * to
hexadecimal, you divide the binary number into
groups. of four digits instead of three, and agsign
the hexadecimdl equivalent to.each group.
s : !
Problem: Convert 1110111101, to its ,
hexadecimal equivalent. : -

Step 1-Group ‘the digits.
11 10110110 1 &

Step 2—Add extré zeros. .
0011 1011.0110 1000

22




Step 3—Assign the hexadecnmal equivalent
from table 1-1.

0011 1011.0110 1-000.)
- 3 B. 6 8 " . .
' Thus, 11101101101, = 3B:68,¢

When converting fromi hexadecimal to
‘binary, assign a binary equivalent to each
hexadecimal digit.

Problem: " Caonvert

equivalent.

3C8.96y 6"

B

to

3

its binary

‘ Assign binary equivalents from table 1-1.

3 C 8

0011 1100 1000

9

©

4 6'

1001 0010

Thus, 3C8.96, , = 1111001000.10010k1,

SUMMARY OF NUMBER SYSTEMS

With the completion of tlus topic, you should have gained a- basic
understanding of Number System- Canepts The number systems which
were dealt with are used quite extensively in the'digital computer field. The

Systems. .
1

}

RADIX-The radix is the ‘base of a p'ositional :
number system. It is €qual to the number of

digits or symbols needed to count from zero to .

the radix, or base minus one, of that number
system. ' .

. . Y
. | K
¥

@

BINARY NUMBER SYSTEM The components
used in a computer can assume only onerof two
possible conditions. The two conditions are
conducting or not conducting. Binary 1,
TRUE, and 0, or FALSE, and vice vérsa, ars
used to represent these. two;states. The binary
system, having a base 2, is 'therctorc a natural
choice.

4

17

following is a summary ‘of the important pomts m the topic, Number :

| BINARY | OCTAL | DEGIMAL |
0 . 0 0
T 1
10 2 2
1 3 3
100 . 4
101 5 5
110 6 6
11 7 .7
1000 10 a |
B IR T } 9 |
i 1010, " 12 10
011 13, 1
100 . ¢ 14 12
N0t + 15 Y3
110 16 14
m a7 15
10000 +. - 20 16.
Uy RN Vo [
.;)J’ « ] 39" AR
3 g 34 %
:§ - 2 '3 £
e
— Ot O
T I =
OFF ON OFF ON
0 Ll 0 1

23




, A9. 1. 1101000111.000110, “ |
- . '2.. 839.09375, , - \
3. 1111111111111, and 511.9844, , | ~ .
(rounded off) . : . ‘
4. 23.703125,, o
'5. 331846875, , ‘ | o
6. 17217672,
" - 7. 1101111000010.100010000011;
MOST SIGNIFICANT LEAST SIGNIFICAN‘T
* | DIGIT (MSD) . DIGIT (LSD)
* MOST SIGNIFICANT BIGIT (MSD)—The MSD ( ‘ AN \

is the digit whose position within a given
number expression has the greatest weighting
" power, : g

oloji|ojt|ojt]|o|o]o]ofi|o]1]|1]|o]o]O

. “1 'MOST SIGNIFICANT . LEAST SIGNIFICANT
~ LEAST SIGNIFICANT DIGIT (LSD)-—The LSP DIGIT(MSD) Co DIGIT{LSD)
is' the digit whose position within a given : -
.number expression has the least weighting § /
power.

-4 |3 ] o9 |6

SRS . e . e e e e e = — - .
. v

h . .
"' POSITIONAL NOTATION-It is a system in : & - T - =
which the value or magnitude of a number is 39
l e “This represents 5 units.

defined not.only by its digits or symbol value,

but also by its position. Each position represents . “This represents 5 x 10 units
a power of the radix or base, and is ranked in . - orS0units. *

ascending or descending order. . ' .

3

« OCTAL NUMBER SYSTEM:The Octal system |
(base 8) is quite useful as a tool in ‘the “
conversion of binary numbers. This system

works because 8 is an integral power of 2/ that 1000]]0]00010002 = 100{011] 010] 001| 000
is, 2° = 8. It is an easy matter to convert from - , sl3la2l1]0 =43210
base 2 tp hase 8, and then to base 10. Thé use of ¥ ®,

- ~octal numbers reduces the number of vcfigits
required to represent the binary equivalent of a
decimal number.

18
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‘)
Hexadecima!l to Binary  Binory to Hexadecimal
E 2 5 1110 0010 0101
\

110 0010 0101 ° E 2 5

RADIX POINT

(=]
—
o
-—
-—
o
—
o
—

7T
0.5 5 3 )
. ) 8
0.553 \
'8 t
4
RADIX POINT

10110011 . 10110107~

1R

v MSD-ISDMSB—ESD - - o

/

10 110 011.101 101 QI

IR

%3.55% %

N

HEXADECIMAL NUMBER SYSTEM-—The -

hexadecimal number system (base 16) is.

'sometimes used in computer systems. A binary’ N
‘number can be converted directly to a base 16 -

number if the binary number is first broken into

groups of four digits.

CONVERSION OF FRACTIONAL

NUMBERS-Fractional numbers are converted

from one number system to another in much the
same manner as are. whole numbers. Fractional
numbers are arranged in order of the descending -
negative powers of the radix. Remember that
the MSD 1s the first dlglt to the nght of the
radix paint.

CONVERSION OF MIXED NUMBERS—-Mixed

numbers consisting of whole numbers and
fractions -can be converted from one number.
dystem to another. Split the mixed number at
the radix_point, then convert cach half. ____




TOPIC 2

BOOLEAN ALGEBRA * . .

'Boolean logic was devised by George Boole’

in the nineteenth century, before the
algebra as it.is- now called, is used in modemn
computer technology because it is based on the
logical assumption that most quantities have two
ssible states—*“TRUE” or “FALSE.” This can
"3pplied in the old adage “she loves me, she
loves me not.” If “she loves me” is TRUE, then
. “she foves' me pot” must be FALSE. The
Jopposite state in Boolean' logxc is equally
poSslble, ‘where ‘‘sheNoves me not” is TRUE and

' “she loves me” is FALSE. This illustrates' the
¢+ ' point that, dependmlupon the condition that is

, set, every logic term has two states, one TRUE

—_

the complement or opposite of * ‘she loves mie.”
FALSE.

THE AND GATE\ .

: : o A - \
Boolean is nothing more than a description

of the input conditions necessary to get a
desired output from a logic circuit. To further
illustrate this, let’s use an example very familiar

. to you, “Going on Liberty.” Some of the
conditions that you will have,to meet before

» ydu are actually on your way are described in

the following paragraphs.

Being “ON’LIBERTY” will be considered a

¢ TRUE statement, ~while its complement

with LIBERTY equaling L, and jts complement,
LIBERTY - NOT, equaling T. The bar or
vinculum above the letter L signifies that it is
the complement of L. With these conditions, we
have either LIBERTY =L or .LIBERTY

—

NOT =T. It L (liberty) is I‘RUE and is the

development of electronics. Boolean logic, or -

- after liberty--call.

. put into Boolean shogthand as D-T= leerty
and logncal}y dlagramed as :

* and one FALSE. These opposite states are called '
OOMPLEMENTS; thus, “she loves me not” 19 :

______When either state is TRUE, its complement is .

“LIBERTY NOT” will be considered a FALSE
statement. These conditions can also be stated

output ., of the loglc circuit, \‘hat inpute are

, nece to get you on liberty? R

First, you must NOT have the duty If duty e
is represented by D, then duty,NOT is D, When s
time is" considered, you know,thatbit must bé
This time facfor can be ™
represénted by T, and time'before liberty: call-itst
complement-by T Liberty,’ then,” depends on
two conditions being ‘true: no duty; or D, and.
liberty call, or T. Instead of using many words
to describe the condition of liberty, it can be .

D (TRUE) \ -
‘ AND \D ‘T (TRUE)
T (TRUE) GATE N
‘ D T | BT
TRUE | TRUE TRUE
TRUE | FALSE |. FALSE
FALSE | TRUE FALSE | 7
. FALSE | FALSE | FALSE ’

TRUTH TABLE ' '

NOTE: The use of D, T, and L as variables is

_not to be interpreted as a constant. Any letter,

or letters, may be substituted _in variable
representatlon

The preceding Boolean expression, TRUTH
TABLE and related logic diagram are for the
AND gate shown above. In an AND ‘gate ALL
inputs must be TRUE to get a TRUE output
(refeg to the truth table). The AND function is
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indicated by a dot ( *
b

) between terms, or simply

* T are both AND function expressions and
are read as “Dee not and Tee.” If DT (duty NOT
and time) is TRUE, you go on liberty, as shown
by the truth table. - b

grouping the terms together. Thus DT and

The other condition is that you can not go

on liberty. ‘Chis may be because you have the
duty or it is not time for liberty call or both.

" -These three conditions can be logically
dlagramcd as ) ’ .
D (FALSE) |
( ) AND (FALSE)
T (TRUE) GATE .
O (TRUE) '
(_ A) AND (FALSE)
T _(FALSE) |GATE/
D_(FALSE
FALSE) AND FALSE
T (FALSE) GATE i

' It is apparent from the truth table that if
c,—f{hur input condition is FALSE, the output
condition_will be FALSE: Therefore, assuming
fhat D is FALSE (you have the duty) and T is
TRUE (liberty call), then the output is FALSE
and you can not “‘go on liberty” even though
liberty call has gone because you have the duty.

THE OR GATE

There is still a way that you can “go on -

liberty.” However, you must first learn another
, logic function--the OR gate. The OR gate is
indicated by ‘he + sign between terms and
logically diagramed as )

~

%
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The OR function differs from the AND
function in that only ONE input need be TRUE
to get a TRUE output, as in the following logic
diagram. '

A (TRUE)
OR™\ A +B(TRUE)
B (FALSE)—~/CATE
A B | A+B
TRUE | TRUE | TRUE
TRUE | FALSE | TRUE
FALSE | TRUE TRUE
FALSE | FALSE | FALSE

Now, go back to the immediate problem,
which is that D is FALSE and that you have the
duty. To meet the conditions necessary for
liberty, the D input to the AND gate must be
changed to a TRUE state. To change your status
from one of duty to one of no duty, you need a
standby (S). This can be expressed and .
diagramed _using an OR gate as shown in the
_ following example. -

D+S = NO DUTY

D (TRUE) _
- D+ S (TRUE)
R
\\‘ S (TRUE) = ©
“ D S NO DUTY
TRUE TRUE TRUE
TRUE FALSE TRUE
FALSE | TRUE TRUE
FALSE | FALSE FALSE




¢ 4

This OR function tikes care of the * . Q3. If C is FALSE, what is the output of the
duty” requirement by gwmg you a no duty gatemQZ?
status any time D or $ is TRUE. This OR
. function csn be combined with the AND
function (in which T was TRUE); this will then Q4
make liberty TRUE. One way to do this is_to ’
draw_the logic diagram for both expressnons T
and D +S), combining them as shown in figure
2-1. From the combined gate we can now write
the total Boolean expression. }/

Write the Boolean output expressifn for
the following logic diagram. )

. Oi‘ﬁ.‘ !P
of

e

T(D + $) = Liberty

‘ Q5. In question 4, if A and B are each
D + S is'enclosed in parentheses to show that the FALSE and C is TRUE, what is the

D and S variables were processed through a output? 0

common gate, and T is written n¢xt to the o . .
¢ parentheses to indicate that it is ANDed wnth - \

the output of the common gate. g Q6 '

If the conditions for A and ‘B as sta Id' in..
question $ are the same, but C ch
to a FALSE state, what is the dutput"

-

if additional grouping signs are necessary for
an expression that already contains parentheses,
use brackets.

Ql.  When X is TRUE what is the state of X? There are only two additional gates, and
their Boolean expressions, which you need to
learn before you are ready to “tackle Boolean

Q2.  What is the Boolean output expressiofs algebra. These are the NAND and the NOR

for the following logic diagram? gates. Actually, these gates are nothing more

. than AND and gates with an inverter on -

. . their "UTPUT The inverter is- logically

A diag v as a circle. Any Boolean expression

— S — >___ inpu.~4? to. an inverter is outputted in the
_C Im opposite state. For example, if you have liberty,

DT = TRUE, applied to an inverter, the output
will_be inverted and will become DT FALSE

'Qy ' ' or DT

T (TRUE) LIBERTY T (TRUE) LIBERTY This is logically diagrammed as vy
AND JEALSE) AND\ (TRUE)
O (FAL SEY D+S(TRUE)] ) » .
¢ ‘ D (TRUE)

a0\ BT . DT

T (TRUE) |GATE

, R I ' ~
( INVERTER

L

S (TRUE) S(TRUE)

D+S(TRUE) C
DIFALSE) D(FAL SE)

As you can sce. you went from the ‘lierty

Figure 2-1.—The Combined AND and OR function. status to the opposite or liberty not status
. 22 .
V4 | 28
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(maybe you “sto&d ﬁy"- for our earlier

example).
THE NAND GATE

g’he NAND function can be used to express

this inverted condition and is logically
diagramed as A
™ s

D r —

T Nanpjo—L2T

E——| - -«

"D T oT

FALSE | FALSE- | TRUE -

FALSE | TRUE TRUE

TRUE FALSE TRUE

TRUE TRUE FALSE

TRUTH TABLE
A

The outﬁht DT is read as “Bar D NOT, T.” The
vinculum (BAR) is used as a grouping symbol to

. indicate that DT was ANDed and inverted

through a commo %NAND gate. The output of
this NAND gate is

THE NOR GATE

The NOR gate functions in the same manner

as a NAND gate, except that its parent gate is a -

basic OR gate with an inverter on its output.
The logic diagram for the Boolean output

expression D + S is lllustrated below.

<

In drawing the logic diagram, the following
steps are used: \\\\\\
The OR symbol (which is called the

parent gate) is drawn and its inputs are labeled.

O |[»

2. The inverter (indicated by the solid
vinculum above both term)s) is then drawn as a
small circle on the output/of the OR gate, and
labeled as shown below. You now have the logic
diagrar}i and expression for a NOR gate.

“ 1

S -
= NOR D+5
T 1D 5 D+
FALSE | FALSE | TRUE '
FALSE | TRUE | FALSE
/TRUE FALSE { FALSE"
/TRUE | TRUE | FALSE
TRUE-TABLE
N !

fpate,

Fof the sake of simplicity, the INVERTER for
the NAND gate and the INVERTER for the
NOR gate are each shown as part of a, parent
rather than separate from it.

BY

k)

* THE NOT FUNCTION

. 23

S

You can now see how the invegter is used to
change the logic state of a given Boolean term.

N Ry )




Al.  FALSE
A2. ABC
A3 FALSE
Ad. A+B*E *
AS. TRUE
A6. FALSE |

When the inverter 'is coupled to either the AND

gate output or the OR gate output, the NAND

and NOR functions are created.

The most important thing to remember is
that the NAND gate and the NOR gate will each

provide a TRUE output only if the output of

the parent gate of each is FALSE.

Figure 2-2 illustrates the NAND Ofunction.'

The parent gate is an AND gate with inputs A
and B being TRUE. The NOR gate is illustrated
in figure 2-3. Its parent gate {5 an OR gate with
inputs of A =TRUE and B EFALSE.

In summary, the NAND gate will output a
TRUE if any input is FALSE. The NOR gate
will output a TRUE only if all inputs are
FALSE. '

THE INPUT INVERTER

Sometimes it ‘may become necessary to
invert the INPUT logic to a gate. This is done by
placing an INVERTER on the input side of the
gate. The gate wil] still be an AND or an OR
gate, but will haye output expressions which are
different from those that are normally obtained.
Figure 2-4 illustrates logic gates with inverted
inputs and their respective outputs.

A o
AB
5 AN€>———————- ’
" PARENT
~ DUTPUTS
TRUE -
—— TRUE
s .
“ e
TRUE y

e
FALSE
TRUE __|NANDP=

Adding the INVERTER
to build the NAND Gate

— TRUE _ © |
FALSE _|NAND e / -
—_— ) .

|

oy
To get‘a TRUE output from the | .
NAND Gate, & FALSE input |, "
to the parent AND Gate |s needed.

TRUE

TRUE___|NAND

|
o
4 . -
{ { r

\’ Figure 2-2.—The NAND Gate. |

|

\ I

In figure 2-4C, the NAND gate, the/, solid
BAR (vinculum) above the output /terms
indicates the NAND function, while the split

. bars above the individual terms indicate an

inverter on the input side of the gate. The same
is true for figure 2-4D, the NOR funcfion. It

© may be useful to point out at this time that,

24

given a Boolean output expression contajning an
inverted function, or split vinculum (¢.g/, ABD),
it is impossible to tell, without the aid of a logic
diagram, if the inverted function is ingutted to/

|

30 L




| l OR ).A*B
‘“TRUE )
. TRUE
aLsE ) OR )
|

Adding the inverter
to build the NOR gate,

T ED S G A e smm D S Em R W NS G S N D e - -

To get a TRUE output”
from the NOR gate, all inputs
to the parént OR gate must be FALSE

Figure 2.3.—~The NOR Gate.

. D
tie logic gate as a. NOT function or is the result
of an inverter on the input, -

Thus ARD could be either -

A
- L
. B \ (A BD)
INPUTTED ) 2 f
AsNOT 1D/
FUNCTIONS
OR
A _
B \ (ABD)
0
) D 4

However, given a logic diagram. the correct
"oolcan expression can always be written, For
example, the preceding logic  disgrams  will
always be written as ARD, '

Aq stiited at the beginning ol this topic,
"oolean logic consists of only two possible
’

A o
- —
A g B AND
. 5
A - -
A+B ‘
A zt::*
c B__ 5 BC NAND
L 3
&
A -—
0 & A+B NOR

Figure 2-4.—The Input Inverter.

states. Up to this point, we have designated
thesc states as TRUE and FALSE. '

It should be apparent that these two possible
states, or conditions, could be represented by a
counting system having only two humerals, for

example, the binary system. If you let the

TRUE state equal a one and the FALSE state
equal a zero, you have such a system.

This binary system is used quite cxtensively
in computer electronics.

Knowing this, there is no longer any need
for us to deal in TRUE and FALSE conditions.
You can now use a 1 to represent a TRUE, and a
0 to represent a FALSE.

REMEMBER! TRUE = | and FALSE =0

The four basic logic circuits, each with its
Roolean expression, may be summarized by the
truth tables shown in figure 2-5, In the truth
tables, we will consider a 1 as a TRUE state and
a 0as a FALSE state.
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AND FUNCTION .

4 lLosic BOOLEAN
INPUTS OUTPUT
A B t: AB
0 0 o)

2 . )

« 1 U 0
1 , ]

OR FUNCTION '

A Lusic BOOLEAN,
INPUTS QUTFU
A B t= A+D
2 0 )

o 1 1

o) o) 1
1 1 1,

NAND FUNCTION

R LOGIC BOOLEAN

B }_—- fz B
INPUTS QUTPUT
A B - AB
o o0 1
o 1 1
Jdoo 0 1 ;
& o

NOR FUNCTION .
LUSIC ROOLE AN

A

INPUTS ouTPUT
A B Y1}
0o v 1
o v
1 J 0
1 1 0

“igure 2-5.—Th§ Four Basic Logic Circuits, with Truth
Tables.

07, Q8. and QY refer to the information
contained in the box below.

., o
Q7.  Which ofthe Boolean expressions shown

contain NAND gates?

Q8.  Which contain NOR gates?

09,  Which contain AND and OR gates with «
: inverted inputs?
1. AB+(C+ D)EF
2. (A+B)+CD+EF N
3. (A+B)+CD+EFF
4. AB+(C+D)EF
5. AB+ CD(EF)

6. A+B(CD)YE+F)

From what you have lcarned. you should be
able to draw and write the logic for any "Doolean
expression. As an example, write the Boolean
expression for the tollowm;. illustration,

To write the 3oolean cxprcsslon for it, you
must begin with the inputs at the left and move
right, writing the output.of one logic gate as the
input to the next pate on its right. Co

STEP |

. |

N A+B ’

2 Do
STEP 2 : o ,
A+B

. +B)C

at———

STEP 3

.

BB [a+mic]o
o | 3)

N




There is no probiem as long as you follow the
logical sequence from left to right and remember
to apply the proper signs of grouping.

-

. Q10. Write the Boolean expressions for the
following logic diagrams.,

A

[ka "

M
D
E

. E .

Now that you have seen how easy it is to
write the Boolean expression of a logic diagram,
let’s turn the wholes thing around and draw a ™
logic diagram from its Boolean expression. You
are given (AB) (X +Y); draw the logic diagram.
- First, you must separate the expression into its
parts, -

(AB) (X+Y)
then diagram the sgparate expressions,

A

1 ) ) AB
B
= :

2 X+Y

PSS

27

[

b

.

and, finally, combine them.

.‘A -
e ' -

: 3 \ (AB)(X+Y)
A

You may be wondering about the origin of !
AND gate 3. In Boolean, when two expressions
are written side by side this indicates an AND
function. A plus sign ( + ) indicates that they are
joined by an OR - gate. For . example,
(A + B) (CD) would be drawn as: ’

B A+B
c. " ¢D

o | )

To write and expand the expression
(A + B) (CD), first we place AND function dots
between .grouped terms, then number the terms
and the grouping signs common to these terms.

Step (1)

N\ (A+B)(CD)
-

(A¥B)-(C* D)
2) (3) ‘ .

In this case, the dot and solid vinculum indicate
an AND gate with an inverter attached to its
output. Remember, this is called a NAND gate.
In addition, we also have an ‘OR gate and an
AND gate. This resultant circuit can be drawn as

‘ Steps

A+B

' ):(A+B)(CD)

CD

.Iié’ ”
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land 6

AT
A8. 4and6
‘A9,  3,5and6

N\ \

A10., A. (ABC +D)E+F

~

i

B. (AB+C)+(D+EF)

-

* The vinculum also indicates that a common gate
is used. While the preceding example may look
harder than some of the previous examples, it
isn’t. All you have to do is separate the terms
and count the gates. (Rémember, the vinculum
is also a term.) ' .

The following information provides dn
explanation of how to find the' output
expression for a logic diagram.

® A logic diagram is composed -of two or
more logic symbols.

.
-~

® To find the outputexpression for a logic
diagram, begin at the left and find the output of
each logic symbol.
)

STEP3

STEP :
W, } STEP 2
B p FIR
x| WX+Y
(WX+Y)2
Y
z _ I

e If alogic symbolis at the extreme left of
the diagram, its inputs are single letters.

® An input signal to any symbol not at the
extreme left may be represented by two or more

" 28

INPUT
'ANDED

fetters. These letters should remain grouped in -

the output expression.

At B— " '
85— )(A+B)(CD)E -

® Parentheses are used to indicate
grouping, except for an ANDed input to
or NOR{logic symbol. -

“c%m (A+B)+CD4E
/ E——-L_/_ f ;
REMAINS GROUPED;EVEN
WITHOUT PARENTHESES:

¢

!

e If additional grouping signs are hecessa;y:

for an -expression that  already contains
parentheses, use brackets. ’ '

s

weBic— \ [1A+B)FA[D+E]
D+E— ) |

® The vinculum is used to g‘roup' the
portion or portions of the output expression

an OR

L4

that have been inverted. The split bar indicates

individual terms inverted at the input side of the
gate.

HE T ot
CD

The following information provides an
explanation of how to construct a logic diagram
from an output expression. '

!
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® Begin drawing at the right, and work left -

until all inputs are single letters.

® Never separate letters within a group
- until that group has been separated from the rest
of the expression.

[

(®SEPARATE (DSEPARATE G)SEPARATE R

HERE? : HERE HERE
RYS
s (R4+S) T+V
T— [t

v

® If an expression contains a vinculum, do
- not remove the vinculum until you have isolated
this part of the expression from the rest of the
expression; and do not separate the letters under
the vinculum until you have removed the
vinculum.

(3 SEPARATE (2 REMOVE
B FROM C / VINCULUM

(D ISOLATE
B+C

BY6

. r ‘

® If a vinculum”“extends over more than
one letter, use a NOR or NAND symbol to
. remove it. If a single letter is inverted, use a
NOT symbol on the input.

@ REMOVE VINCULUM  (1REMOVE LONG

OVER SINGLE LETTER VINCULUM

=

L

29

o .
@ If a single letter is an input to more than
one logic symbol, connect input lines with a dot

* as shown on the R mput of the diagram below.

-

S —

R+S ¢

) (R+S)R
A

® If a circuit can accept only a certain
number of signals, draw each logic symbol with
only that number of inputs.

Draw the logic diagrams \for the

Qll.
following Boolean expressions.
1. (AB) (CD) (EF)
2. (B+C)(D+E)
3. A+B+E(DQ) *
4. AB(C+D) \

In problems 1, 3, and 4 you may have come
up with -a diagram which is different from the

diagram given as the best answer. While a three-, .
four-, or five-gate circuit will certainly give the .

desired output and is correct in Boolean, “the
diagram that uses fewer gates to achievg the
correct output is the best answer. THe reason
that two gates are used in problems 3 and 4 is
that the OR function and the AND function are
ANDed together. They can both be put into one
common AND gate rather than two. This same
prmc:ple can be applied to problem number one,
in which the best answer is one AND gate with
six mputs.

The reason problems 1, 3. and 4 were given
was not to trick you, but to illustrate a point,
and, .incidentally, introduce® you to
simplification using Boolean algebra. The point

to be made is that given logic diagram
may give the desiremﬁhﬂé"o' ly correct

one is the one that uses the fewest/logic gates.
The reason for this is economijcs; itAs cheaper to
build a logic function using” 10 gates that it is

using 100. This is where Boolean algebra shines.
Once you have learned simplifications through
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Al | the use of Boolean laws and theorems, you can
o ) consider yourself/a master of Boolean logic.

I s Aaj}ﬁ BOOLEAN LAWS
r— D___}_ AND THEOREMS
_E....a"—\ o ‘ Table 2-1 is a list of the Boolean laws and
F } - theorems used to simplify Boolean expressions

and logic circuits. You do not need to memorize

OR ’ this table since it is a foldout which is located at
BEST ANSWER the end of 'thns topic, and ‘is meant ta be used

along with’ the text explanation throughout the

A

\ E:D'—L_ ED— rest of thls, topic.
0 . .
EDJ“ )

really is ﬁot Most of the laws and .. ~orems are
based orx logic and observation. ?

lawofldenﬁgy' ’ oo | »

— , , The Law of Identity states A = A, or A=A
C This simply means that any expression is equal

f/ that same expression. This is demonstrated by
the followmg example.

L] e

oo A + (BC) + AC

' TRUE TRUE

! -Commutative Law

- The Commutative Law is just as simple. It
states AB= BA. In plain English, the equation
says that when logic symbols are ANDed or
ORed, the order in which they' are written does
not affect their value. If you are given the

BEST ANSWER Boolean expression ABC = CBA, and all inputs " °

, Coa T (ABC) are true, the output is just as true if
RE_———1° wriiten as ABC or CBA or BCA. Itis important
D._ c ’ ' “to realize this. When simplifying a Boolean
D_ C expression it is necessary to recognize that one

, . part of the expression is equal to another. When.
: these parts are the same, the output can be
obtained from less circuitry. By examining the

While/ table 2-1 may seem comphcated it

]
D ‘ ,
: to itself. For example, if A is TRUE in one part
. E : ~of /a Boolean expression, it is TRUE in all parts
A
B
E
o
miDa
-

/



expression BC + ADE + DEA, we can see how

" this works. The expression can be diagramed as:*

You will notice that AND gates 2 and 3 will give
TRUE outputs at the same time (when the same
exact'input condjtions are met); and gate 4 will
always have two of its inputs going TRUE at the
same time, Thus, either gate.2. or gate.3 is-extra -
and can be eliminated. The expression can be
simplified to (BC) (ADE).

eigtige

. |
2 ) ;'
-/ ’

. You will:note that AND gates 2 and 3 have
the same inputs of A, D, and E. The first law of
identity states that the A of AND gate 2 is equal
to the A-of AND gate 3, and the same may be
said for the inputs of D and E. We will get a |,
or TRUE, from AND gates 2 and 3 at the same
time. Gate 4 is an OR gate requiring only one
TRUE input for a TRUE output. Thus, one gate
(either 2 or 3) is wasted and can be eliminated.
The only time the logic circuit will give youa
TRUE output is when B and C are TRUE, or
ADE is TRUE. \Thus, the expression
BC + ADE + DEA can be written as

BC + ADE + DRA = BC + ADE

If the expression for the preceding example had

-, been (BC) (ADE) (DEA), it could be diagramed

E 1.° )
D ,

31
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‘The-new-logic diagram-will fook like this-

)gacmos)

By applyjng the comnxufative law you have
saved the cost of additional components.

3 -

Q12. Some of the following expressions ate
the same and some are not. To which
expressions can the comm_utative law be

1. AL+M)and M+L)A
"2, A+D+BCandCB+D+A
3. ABC+D+E)and (E+BC+D)A
4., HI+Land HL +1
5. (D+FEand FE+D)
.Q13. - Simplify the following expressions

.'according to the commutative law. y

1. AB + BA + CDE + CDE + ECD

2 AB+AC+BA

3. CE+A+CE +EC

4, EB+AG+BE +AG

6. (LMN) (AB) (CDE) (MNL)

8. F(K+R)+SV+WX+VS+XW+(R+K)F"

Associative Law
&%3 '
The third law in table 2-1 is the Associative
Law, which' states that A(BC)= ABC, or
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A12* 2and3 . Anytime B or C is TRUE, OR gate 1 will give a

’ ’ TRUE outpyt which OR gate 2 will pass as a
_ TRUE outpat. When A is TRUE, OR gate 2 will *
Al3. 1. AB+CDE+CDE also give a TRUE output. Thus, OR gate 2 will
' : « give a TRUE output when either A or B orCis
2. AB+AC o TRUE. This can be diagramed as : .

3, TE+CE+R — v e

. A o |
4. EB+AG+AC . ;:D__.B_

S. + (LMN) (AB) (CDE)
2

6. F(K+R)+SV+WX

Q14. Simplify the following Boolean

expressions.
A+(B+C)isequil to A+ B+C. By diagraming 1. , ABC(DE) ‘
the expression A(BC) and A + (B +C), we can ' 2. * BC+ (DE +¥G)
prove that the associative law is correct. 3. A(BC)+DC(BE)
: : 4. WH+HX+Y)+Z+(V+V)
B , v ., .

. to their snmplest forms and wnte their
' - Boolean expressions. -

c | ! ) 2 A(BC) ‘ QlSj Rediagram the following logic diagrams

[4

Notice that AND gate 2 in the preceding A , e
diagram requires A and the output of AND gate L -
1 to be TRUE. AND gate 1 requires both B and
C to be TRUE for a TRUE output. The output
of AND gate 2 requires that A and B and C all
be TRUE for a TRUE output. Thus, A(BC) can
be rewritten and rediagramed as ABC,‘as shown
below.

ABC

[T

The OR function of A + (B + C) can be treated
the same way. First, diagram it as '

4

(@]
n




If 3 was a stumper, it’s probably because
you tried to work the problem from the logic
diagram. While it is possible to work problems
this way, it is much easier to first write the
Boolean expression from the diagram, and then
simplify it using the associative law. This is
shown in the following exdmple. '

w+(XfI)+(AB)C.
W+ X+Y + ABC
Idempotent Law

The.ldem'potent Law is on:a of the easier
laws of Boolean to understand and use. It can be
stated as AA=A, or A+ A=A, and diagramed
as .

Anytime A is TRUE, both inputs will be
TRUE. Any term ANDed or ORed with- itself
will be equal to itself. This means that if A is
TRUE, and it is ORed to itself, the output will
be TRUE. If A is FALSE, then the output will
be FALSE. While you will seldom see.:an
expression of AA or A + A ‘in Boolean, you
might see ABCA or A+ B +C + A, in which case
the extra term can be climinated as in the
following illustration.

B '\ABCA ]

ABC

I3 i g
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Qi6.

Whenever you see a Boolean expression with
the same term ANDed or ORed to itself, simply
remove one of the extra terms.

DED + (ABXAB) = (DE) + (AB)

Simplify the following Boolean

expressions. The numbers to the right of-

the expression indicate which of the first

four Boolean laws should be used.
1. (RS)RS) + A(BC) +CAB 23,4
2 XYZ+X+(2Y)(YZ)+X+(BC) 23,4

3. LMLMNN .
4 ABC+A(BC)+D+(E+F) 3,4

Double Negative Law

 Qur .next law is the Double Negative Law,

and is written as X = A. This should be perfectly

clear. If a NOT expression is brought into an .

inverter, it is inverted to its opposite state.

A A
. . -
~ The double vinculum over the term A is just
another way of showing that a NOT function
has been inverted to a non-NOT function.

) ) _
A A

The bar above the A indicates the presenﬁe
of an inverter. The presence of more than one
vinculum_above an expression is a clear giveaway

that the expression is not written in its most

simplified form. When simplifying, just

remember this simple rule, “If there is an odd
number of vincula above an expression, write it
as a NOT function. If the expression has an even
number of vincula, write it as a non-NOT
function.” '

ST
il




v T = - "
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Al4. 1. ABCDE | term is counted for that term. Therefore, if we
. ' have (R + S)T you will notice that R has th:ee
. 2_ BC + DE + FG vincula over it, while S has only two. The rule
- _ states that an even number of vincula results in a
3. ABC+DCBE _ non-NOT function, and an uneven number of
4 WeXe Y+ iIv—-—j vmac'ula rl‘esults in a NOT function. Therefore,

o | - R +S)T= R+ )T
N . . \3 -_ ‘ I
Q18. Snnplify the following expmssxons usm;

. ! the double negative law and other laws

Ll you have learned. .

3. (MNP+Q)L+
4. (\-v':‘xwznzTﬁY)

_C__._ )
3 J—J o
y f——/ , .

[}

Law number six is the Complementary Law.
It is stated AA= FALSE or 0,0r A+ A=TRUE

' orl.
Al6. 1. RS+ ABC ' In the first case of AA, we have an AND gate -
' 2. XYZ+X+Z2Y+BC with both states of A as inputs. Therefore, one
! input is TRUE (1) and one is FALSE (0).
3. LMN ) ' ’ AND gates require each input to be TRUE -
4. ABC+D+E+F (1) to get a TRUE (1) output. Therefore, the
' only possnble output 1s FALSE (0). This is
. shown in figure 2-6.
' The same: applies to the OR function of
Q17. Simplify the fOIIOWlng examples. . A+A=TRUE (1). The OR gate requires that
only one input be TRUE (1) to get a TRUE (1)

1. Iﬁ+i output. Therefore, with mputs of A+A, the
2 | |

S

TRUE 1

3. (R+S)T » - FALSE = ] 0
. . FALSE | , OR o

Question number three may appear to be a
little tricky, but it isn’t. When removing vincula,
just remember the vinculum above each separate Figure 2-6.--AA = FALSE (0).

¥ :

. ‘ o . ‘ -l - ‘IU | R




_ Q20.  What is the logic state of
FALSE : ‘ .

A 1 _
| a Figuw 27.-A+ A= TRUE (1). Q21. Using a O to represent a FALSE state
‘ ) , and a 1 to represent a TRUE state, what
: _ is the output of the logic diagram shown
term that represents a TRUE (1) (either A or A) below?
will cause the OR gate to output a TRUE (1). '
This is shown in figure 2-7.
b B

Q19. In the following logic gates, you will find . ..L.? '
- some that will have TRUE outputs and
some that will have FALSE outputs.
Indicate which outputs are TRUE by :

‘ marking each with a 1, and those that
- are FALSE mark with a 0.

~

1. XY You have now learned the first six laws of
Boolean. Use them to simplify the following

XY | expressions. HINT: Whenever an expression can

: be simplified down to the point where only the
complementary law applies, then give your

2. AB answer as either a 1 (for TRUE) or a O (for
AB :}__ FALSE). |
| —O)

Example:

| ' —DD__ (A+B)(A+B)(A¥B)

In this example you first apply the law of |
identity.

(A+B)=(A+B)

Since this is true, you can now apply the
idempotent law.

(A+B)(A+B)y>(A+B)(BrH) = (A+B)

This leaves you with (A+B)}A +B) and, as
(A +B) is the complement of (A +B), you can
apply the complementary law as -

(A+BXA+B)=0.
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Al7. 1. AB+XY
2. DE
3. (R+S)T

AlS. 1. C+DF+G

2. Q+R+S
3. (MNP+QJL+K
4. WXY+Z
Al9. 1. 0
2. 0
301
4 0
5. 1
6. 0

A20. True or 1

A21. 0

Q22. XXX
Q23. (K+K)KK

Q4. BAC + A(CB)

Q25. L+MP (MP)+L

Q6. WXY)Z + WX)YZ)

36

Q27. (DEA +B)(D+EBA)

Q28. Q+RST (ST)R+Q

Law of Intersection

The Law of Intersection is a variation of the
complementary law. The law- of intersection
states A * TRUE (1) = A, or
A * FALSE (0)= FALSE (0). The truth of this
law is ‘obvious. In the first case (A * TRUE
(1) = A),.if one input to an AND gate is already
TRUE (1), then the output will depend on the
state of A only. If A is TRUE (1), the AND gate
will have two TRUE (1) inputs and the output
will be TRUE (1). If A is FALSE (J), the AND
gate will have one FALSE (0) input (in this case

- A) and one TRUE (1) input; therefore, the

output will be FALSE (0). In both cases, the
ontput is the same state as A. This is shown in
the following diagram.

A ZTRUE —~ rpue -
YRUE | © f———
— I

|- 1-

1

A FALSE

)
" TRUE | ) FALSE
.
2 -
L

The Law of Union is the same as the law of
intersection, only it is applied to OR gates. It
states A + TRUE(1) = TRUE (1), or A + FALSE
(0)= A. In the former statement, A + TRUE,
the OR gate has one input labeled TRUE (1) its
output, therefore, will be TRUE (1) regardless

Law of Unions

42




of the state of A. In the statement
A+ FALSE (0) = A, we have just the opposite

" case. One input is labeled FALSE (0) and the

only way we can get a TRUE (1) output from
the OR gate is if A is TRUE (1). Therefore, only
the state of A will determine the output state of
the, OR gate. These conditions are shown in the
following logical diagrams.

A = TRUE ‘
:j >TRUE
TRUE _
] |
)
) O
A = TRUE
TRUE
 FALSE
0 —

A =FALSE
FALSE
FAUSE
0
Y 0
0

As you can see from the preceding example,
/when A is ORed with a TRUE (1), the output
will always be TRUE (1), regardless of the state
of A. Likewise, when A is ORed with a FALSE

(0), the output will depend on the state of A
only. '

. Q29. Use the laws of intersection ahd union to

simplify the following expressions.

1. TRUE B \

2. 1+A s I P
3. 0*A S
4. AB ‘0

5. (AC) * TRUE

DeMorgan’s Theorem

DeMorgan’s theorem is concerned with

_NAND and NOR logic gates. The first part of

the law states AB = A +B. The solid vinculum
indicates the presence of the. NAND gate, as
shown in the following diagram.

A —
| AB
B__] )D
S ) _
You will notice, both from the diagram-and .
from the discussion of NAND gates, that the
only time we can get a TRUE, or 1, output from

a NAND gate is if one of the inputs is FALSE,
or 0. :

4

a JRUE A { 8 |ouTPuT
T 1 4 FALSEJRUE
) BM' 0 0 1
1 011 1
A , 0 1
o 2
B 110 1
o FALSE, 1|1 0
ry 3 FALSELTRUE
g TRUE]
NAND GATE
o TRUTH TABLE
A —— 4 0 1
g —1—




A22. 0O
A23. 0O :
- |
A4, 1 |
;
. A2S. L +MP |
~A26, 1 X
A}7.  (DEA+B)(D¥EBA)
A28. 0 /
/
A29. 1. B
"2
3. 0
4 0 \
5. AC

In each of the preceding NAND gates, it is
the FALSE or 0 input that causes the TRUE or
| output. In NAND gates 1 and 2 we get a

TRUE (1) output when B is FALSE or when B

is TRUE. (Remember, B is B complemented.)
NAND gates 3 and 4 output a TRUE (1) output
when A is TRUE (A is FALSE). Therefore,
anytime that A or B is true, we would get a
TRUE, or 1, from the illustrated NAND gates;
or, as the law states, AB= A + .

- AD=D>

38

. // [ ¥
|
The second \?NLof DeMorgan's theorem is
stated as A+B=AB. The term A+B is
obviously the outpyt from a NOR circuit and
can be diagramed ?}‘ :

P
I

/

ij\p

The only time we can get a TRUE from a
NOR circuit is when both inputs are FALSE.
When A and B are both FALSE, A and B are

“both TRUE. We can therefore state that
- A+B=AB, and that both of

ese expressions
will equal a TRUE at the fame time., The
following diagram illustrates tluT point.

|

'
1
i

A 1. ¥ | —o
2] >-al -
B i o ®
A B8 |OUTPUT
0 0 1
o |1 0
1 0 0
1 1 0

NOR GATE TRUTH TABLE

DeMorgan’s theorem is one of the most
useful Boolean tools that you can master.
Through it you can split or join vincula to
greatly simplify most Boolean expressions. The
expression RS + TV + R + § can be simplified to
its basic terms by the use of DeMorgan’s
theorem. 7 '

First Step: Pull out the Boolean Law
Summary foldout sheet.

Second Step: Apply DeMorgan’s theorem,-
RS + TV +RS. : "

Third Step: Apply the commutative law,
RS+RS+TV.

. Fourth Step. Apply the complementary law,
1+TV.
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Fifth Step: Apply the law of uniou, 1+

- TV=1

* Our answer, then, is 1 or TRUE. Simple, isn’t it?
Now, it’s your turn. Apply DeMorgan’s theorem
to the following problems.

A+

Q0. 1. V+ L
2. ?{\;f'ﬁ+6+ﬁ
3. WXYZ

. 4. ABC+D

In problem 4, the vinculum covers only part
of the expression. In a case like this, SIGNS and

TERMS under the vinculum change state. Signs -

outside the vinculum do not. Also, remember
that all signs under the vinculum change. If you
had trouble with these problems, use the
following procedure in simplifying WX +Y to
(W +XX¥). It is done in the following way.
First, break the vinculum at all AND and OR
signs and then change all signs under the breaks.
However, when you do this, it is recommended
that it be done in single st“gps and that the logic

equation be rewritten ate\r
n

each step. For
example, the logic expression'given above would
have been-simplified in the ol@ing manner.

N

Original expression WX +Y
Working from right to

left, break the vinculum o
above the first sign WX +Y
Change. the sign and o
rewrite WX (Y)
Break the vinculum over

the next sign 115'(4'¢)
Change the sign and .

rewrite W+X) (Y

39

Now that you have scen how it is done, try
simplifying the following expressions using
. DeMorgan’s Theorem.

A +BD
HI+LD)'-
T+VW
R+IM+X
(TS+RQ
5m7+i)
FGC+V)+H
D+G(E+Fy+H
ABC+Z+T
QR+ SN +PM

Q31.

W o N en W

-
e

So far, all the problems you have handled

here have had single vinculum over them; but, _/

you might be wondering how to simplify
expressions with more than one vinculum over
them? For example '

B+CD

First, split the long vinculum and change the
signs (using the simgle-step operation shown
above) until the vinculum is completely split and
all signs have been changed.

B(C+ D)

Then, apply the double negative law.

-

A

B(C + D)

Q32. Simplify the following expressions.

. 1. (A+B)(L+M)

——

2. WXY+AB




<l

A30. 1.

L A
il;
o
o

>l

A3l

(T+S)R+Q »
AB+YZorA+B(Y+7Z) °
(F+GY)H

D+G+(ERH'
AB+C)+(ZIT)
(Q+R)S+N+P+M -

© P NS w N~

und
.o.

AB+L+M
2. (W+X+Y)+(A+B)

A32!

DeMorgan’s theorem allows us to not only
combine and split vincula, but, when used with
the double negative law,%fo add vincula to
expressions. By using both methods, it is
sometimes very easy to simplify an expression.
If you are given the expression

(B+C(D +E)] [BC(D'+E)] + A

by splitting the vinculum inside the first
brackets you would get

[T +C +DE][BCD +E)] + A

This does not simplify the expression at all.

The expression can be simplified by applying
DeMorgan’s theorem and adding two vincula
over B. This is allowable because the double
negative law states ihat there is no difference

between' B and B. Going back to the original
expression we now have

(B+C(D+B)(BCD +E)] + A

Now, join the vincula in the first pari of the
expression to get

[BC(D +E)][BC(D +E)] +A
You should note that the expressions
[BC(D + E)] [BC(D + E)}

are complements of each other and are ANDed
together. The complementary law applies to

AA =0or [BC(D+ E)] ['ﬁc_(p +E)] =0

What we then have,left isO+A. By applying the
law of union to A+ 0= A we get the simplified

p

- expression A..

This means that any time that A is TRUE,
the _logic circuits expressed by
{B+C(D+E)][BC(D+E)]A, would give a
TRUE output. *A” can, therefore, replace the

-entire logic circuit.

Q33. Simplify JK+G)L+G+H+JK+L.

If you had difficulty with the preceding
problem, observe the following steps.

/-\"

* “(add vincula -

Stepl (K+G)L+G+H+JK+L
: . toL)

Step2 JK+G+L+G+H+JK+L (join the
vincula)

Stepd (K+G+L)+(JK+G+L)+H (apply the
law of com-
plements)

"Step4 1+H (apply the

law of
union)

40

Step 5 .1 or TRUE

You have been shown the conventional way
to simplify an expression wit‘g/more than one
vinculum over the sa.iie letter. For an expression

like (A +B)C+(D+E)F, this method would

take many steps. A quicker, easier method
follows. .

46
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_ If an odd number of vincula ax:e removéd,

the sign changes fromr AND te OR, or from OR
to AND. If an even number of vincula are

removed, the sign will not change. This quick

- method is illustrated next.
Simplify A(B + CD).

Consider each letter ¢
ond eaoch sign betwean
latters as o separcte

column.
A T T I T I I
_! [P
AllbB+Ty0)
[ 2 O O I A |
' | I T O T T I
[ ] t 1
THINK /// l \\
THIS = - wy (2 - =
oA : [5 7' (¢ 7 D)]
STEP (aND) oy
WRITE l l l
THIS - '
srep—d  + B - © - o]

* Write the simplitied expression
tne (etter (and one sign)
at atime,

A + [B(CD)] may be simplified to A + BCD.

Simplify the following expressions, using the
new method. Be careful to use grouping signs in
the right places.

Q34. QY+R(ES+T).

Q35. DE(F+GH)+)
IS

Q36.° (WXY + 2)TV

Q37. (K+L)M+N(H +J)

;2 (KL+M)YK+LM
3. [A+BC+A(B+C)|D
4. CGT(KF+T) °
5. [WX+Y][Y(W+X)] +Z
6.. (Q+R)(S+T)QRS
Q39. To see how many logic ‘symbols
(including inverters) that may be
eliminated by the laws you have leamed,
diagram problem 6 located in question
38. g
Q40. According to DeMorgan s theorem,
AB=A+Bso
A— AB. _ A A+B
. B — B

41"

‘Unless you can manipulate an expression so
that you have a group of letters and its
complement (so that both equal 0, or both equal
1), the best procedure for simplifying is this:

"Firgt split the vincula according to
DeMorgan’s theorem. (Remember to’ group
letters as they were originally grouped).

Then apply other laws, in whatever ordér
seems most appropriate.

Q38. ~ Simplify the following expressioils.

1. (E+EXFG+G+F)

- —— — &

Inputs to both symbols are identical, and
the outputs are equal. Therefore, an OR
gate with inverted inputs could be

' substituted for afan____gate, and vwe
versa,
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» A38.

. A39,

A33. *“1”or TRUE
. A34, Q+R+S+T
A3, (D+E+FGHY -
HINT: The first stép you wrote down
should have been DE(F + GH) - 7
A36. (W+XY)XT+V)Z
HINTY: First ste% - -
[(W+X-Y)- 2] - [T+V]
A37. KIMNH+))
1. FG (HINT: split vincula, then sim-
plify) J
2. KL + M (HINT: split vincula, then
simplify)
3. D (HINT: join vincula to form conr
plement, then simplify)
4.1 (HINT: split vincula, then sim-
plify) :
§. Z (HINT: join vincula to form com-
plement, then simplify)
6.Q+R+S+T
L Q¥R
— - /
g 2 }l(m)(smg%
S =*
S+7
T
Q ———my l_
'; . N\ Q+R#54T
T‘_“a /

A40. NAND

42

Following is a summary of the principles and
applications of DeMorgan’s Theorem.

1. DeMorgan’s théorem is used to split or
join vincula. ‘

7/
/

=l

=K+

&l

> <]

+B=A

e

2. When a vinculum is split, or when several
vincula are joined to form one long vinculum,
every sign over which the split" ~ or joining
takes place changes from OR to 4 .D, or from
AND to OR. If vincula are joined, these signs
change: AB + CB + DC

3. Whenever an even number of vincula

(two, for example) are joined or split, the sign.
stays the same. Whenever an odd number (throfig

for example) are joined or split, the si
changes.

A

A ; B }' EE |
Sign Sign stays Sign
changes the same changes

4, When you change signs, preserve the
original grouping. .

A + BC becomes A(B +C)

.

S. An "expression is in its simplest form
only if no letter has more than one vinculum
over it.

i3




N

\
\

bt

) |
6. Quick method for splitting vincula:
AN .
N

\

Consider each letter
and each 3ign between
- letters as o separate

column,
[ TR I O I I
_l [ I I I |
a  (B+cC f0)
(N O T O T I |
[ I O O Y I
x//j;;/ l| \k\\
'Tu-ns = : (3 \=\= :
AND) (AND)
WRITE l l '
THIS
step—=4 7 o o}

Write the simplified expression
one letter (and one sign)
at-a time .

A+ [B(CD)] may be simplified to A + BCD.

7. Two ways to simplify an expression by
applying DeMorgan s theorem are:

~a. Jom vincula to form the complement
of a term or expression:

AB+C+A+B

AB +C + AB

1+C

__1

Split all vincula, then apply the other
laws for further simplification:

(AB +C)DC

AB+C+D+C

AB+C+D
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8 NOR gate = AND gate with inverted
inputs. = .

A
B

¢

:}%EL

NAND gate OR gate with inverted

A—g

A+B
=B-—O

inputs.

A— as A A+B
B —| B

The Distributive Law
T'he last three laws on your list (table 2-1) |

are used mainly to manipulate Boolean

expressions so that the other laws may be

. applied to simplify the expression.

The Distributive Law states that
A(B+C)= AB+ AC. For those of you familiar
with normal algebra, this is nothing more than
multiplication of terms; but, as this is a coursé in

Boolean algebra, all laws must be capable of

being proved using logic gates. We will now
prove the truth of the distributive law. 3

To get a 1 or TRUE output from A(B + (),
A must be TRUE or | and either B or C must be

1. or TRUE. We now have /two possible
: combinations of logic that will give us a 1 or

TRUE output at the same time as A(B +C).
These are, AB + AC, as shown below.

A

. gﬂ
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. While this may seem to violate the >\rpooe of - Now that you have finished the problems,
simplification using Boolean algebra, really use the distributive law to prove the usefulness
doesn’t; because, as we stated above, the main of Boolean algebra for logic simplification.
purpose of the distributive law is manipulation. Below is the logic diagram for the expression
For example, if you are given W(X + Y) + WY, used in problem 7. y
you can see that, without manipulation, the

. expression can not be simplified. By applyin
the distributive law, we get WX + WY + wY;
then, by applying the idempotent law, we get

WX + WY.
: z y

Q41." Apply the distributive law to the
following expressions. :

[MN(X+Y+2))

[MN(X+Y +2)+ MNY]

1. IXE+F+G)

2. A(A+B+D)

. » ).
3. VW+Y+XZ) v ' :
\ @mﬁ& }—_
4. JK(L+MN) L NGy + YN [ N ]
5. 'HJ+JKL+GM
6. LMNP+LQR HINT:

1. Apply the distributive law "of
AB+C)=AB+AC.

. . 2.'Apply DeMorgan’s theorem of
Q42. Now, use the distributive law In * %, F- 2B and the distributive law.
conjunction with the laws already.

covered to simplify the following 'Wh'xle the preceding logic diagram is

expressions. impressive, it is also expensive to build. The
’ following simplified one is cheaper and will
' fulfill all the functions of the preceding one. (It
1. A(WX + AB + A) + AWX is also the diagram of answer 7. If you didn’t get
' the same answer, check it against the example
2. ZW(ABWZ) + A+ (A +B) given after the logic diagram.)
3. X(XB) + A(AC + B) .
4. (TV)(T +WHU + VIV +W)(TV) + Y :,' -
MNZX + MNZ
6. (BC+ GB+JG)BJ Z d D MNZY
6. AC+AD +AC + (B +D)(BD)
) 7. IMNIX+Y +2)+ YNM] [M+N + 2] Y
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Given: [MN(X+Y+Z)+YNM]| (M N+Z)

Step | .

(MNX + MNY + MNZ + M M+N+2Z) distributive
: and idempotent

4 laws

Step 2
(MNX + MNY + MNZ) (MNZ) DeMorgan’s
theorem
Step 3
MNZMNX + MNZMNY + (WN2MNZ) = distributive and
MNZMNX + MNZMNY complementary
laws
Step 4 .
MNZMN (X + Y) . distributive law
‘Step 5
MN(MN + 2) (X + Y) , distributive law
«  and DeMorgan’s
theorem

e:
Step 6
(MNMN + MNZ) (X + Y)

L]

distributive law
and complemen-
tary law

Step 7

MNZ (X +Y)

Step 8
MNZX + MNZY

Now that you have seen how it is done, and
worked a few problems, go back and rework any
problem you may have missed.

.

The Law of Absorption

The next law on your pullol is the Law of
Absorptian. In brief, it states ‘A(A +B)=A;
A+AB=A.

‘expression coild have been

The law oi‘ absorption is easy enough to |
prove. First, apply the distributive law to
A(A +B).

AA+ AB
Then, the idempotent law

AA+AB=A+AB

= Then, draw out the logic diagram.

-

A.

_—B_L

A+AB

AnytJime that A is equal to 1, we will get a 1
out of the OR gate. Anytime A is equal to 0, we
will not get a 1 from either the AND or the OR
gate. Therefore, anytime A is equal-to 1 from
either the AND or OR gate, we will get a l
output regardless of the state of B.

Now that we have proven that the law of
absorption is valid, let’s find out how to use it
for simplification.

. Apply the law_of* distribution to the
expression A + AB = A(1 + B). You may wonder
how we came up with 1+B. This is an -
application of the law of intersection* which
states that A=A + 1. Therefore, the original
yritten as
A * 1+ AB; in which case, it would mean that
both 1 and B were ANDed together with A. If*
A(l + B)is correct, we can next apply the Jaw of

union which states that A + 1 = 1, therefore, the

expression | + B is equal to 1 and what we have
iSA ¢ 1=A,

Taken in steps, the precedmg example would
look like this:

Step 1 A + AB

Step2 A [ +AB law of intersection
Step3 A(l +B) law of distribution -
Step4  A(l) law of union

StepS A-*l=A

law of intersection
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Adl, 1. DE+DF+DG ’, ~ example, if you are given A(B+C+ A), -first
' . ' apply the distributive law.

2. AA+AB+AD
. 3. VW + VY + VXZ "AB+C+A)Y*AB+AC+ AA
4. JKL + JKMN ' Next, apply the idempotent law.,
5. JH+KL+GM) AB + AC+ AA-AB + AC + A
6.  L(MNP+QR) —

Reapply the distributive law to factor out the
. ¢ common term.
A42, 1. AWX +AB+ A=A

AB+AC+ A-A(B+C+1)

2. ZWAB+A+B
3. AB Apply the law of union.
, ¥ - AB+C+IyA+1
-5, BIC + BJG _
Then, apply the law of intersection.
6. A . ' _
7. MNZX +MNZY A=A

As you can see, the law of absorption can be

: applied as a multiple step operation. But if you

Let’s try another one. Given VW + W + WX, are short of paper, it is easier to just apply the -
simplify it according to the law of absorption. law as

A(A+B)=A;A+AB=A
1. First, factor out the common term
according to the distributive law.
Q43. Simplify the following expressions.

W(V+1+X)
2. 'Check to see if the law of union applies. | 1. R(S+T+R)
If it does, rewrite the problem as: '
. : 2 (AB + DE + V)DE
. WV X)W 3. (XY +WZ+X)X

3. Apply the law of intersection. c 4, K+KL+KM’

W l-W 5 VW + W+ WX

| .

The law of absorption can also be used to The last five practice problems probably did

simplify a different form of expression. For not present you with too much of a challenge.
' 46 5 -
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__Step3

. ' * 2
{ /
- ) :
.
‘

The problems were straightforward applications
of the absorption law. As you are aware of by

now, things are seldom simple in Boolean. For -

example, if you are glven A+BC+ABC’ ‘you

does not apply because we have no common
character in the term. The absorption law can be
applied in the following manner.

Step 1 A\pply the commutative law. .
. A+BC+ ABC—A + ABC + BC

Step 2 Apply the associative law.

A+ ABC + BC-%(A + ABC) + BC

+

Apply the distributive law.
(A + ABC) + BC~A(1 +BC)+ BC ~

Step 4 Apply the law of union.

A(l +BC)+BC-A - 1 +BC

Apply the law of intersection.
A
\

Al + BCA + BC |

“Step S

At this point it should be noted that most
laws of Boolean are applied both backward and
forward. This means that you can replace the
equal signs with double arrows. For example:

A+(B+C)=A+B+C
T or

L
A+(B+C)5A+B+C

Whenever you simplify, look ot all
express:ons from both direéctions of the laws
given. in table 2-1.
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" The

Q44. With this fact in mind, use laws that have
.> already been covered to simplify the
following expressions.
1. . ST+VW+RST
2. TUV+XY+Y
3. FE+F+QG)
4. (PQ+R+ST)TS
'S. ABC+CB o
_ = = N\
6. DDE
7. Y(W+X+?’+'Z')Z_
- 8  JKL+]J
9. (BE+C+F)C
'10. MNP+QR+M+N
The Law of bommon Identities

The last law used for Boolean simplification
‘is the Law of Common Identities. It is nothing
more than.an application of the distributive,
complementary, union, and intersection laws.
_law states A(A+ B)= AB, or
A+ AB=A +B. Take the first part,
A(A +B)= AB, and apply the following laws.

Stepl The distributive law
A(A + By*AA + AB

* Step 2 The complementary law | -

AA + AB~0 + AB

]
Step 3 The law of union
0+AB~AB - '

Thus, we have the proof for the law of
common identities of

A(X+ B) = AB

03




A3 L R
| 2. DE: -
’. [ \ .
3.
4@ . K
5

A-_M. 1. gT + VW
TUV+Y

& W »
e s |

Lyl
o

YZ
J

© & 3 o

C
10. MN+QR

The common identities law can be proven using

the distributive law, (A + BC) = (A + BXA + C).
Look at the common identities law.

A+AB=A+B"
’ Step 1 Apply the distributive-law,
i A+ AB~(A+ A)A +B)
Step 2 Apply the complementary law.
(A+A)XA + B)—+1(A‘-0: B)
Step 3 Ai)ply th:: law of intersection.
HA+BA+B

'y 48

Expressions like A(A +B)and A + AB occur
frequently in Boolean algebra.. If you learn td
recognize “that A(A + B)=AB and
A+AB=A+B, you can simplify these
expressions more rapidly. ,

Q4s. Simpﬁfy the following expressions using
the law of comumon identities. '

1. B(E+B)

[ 2

K+JK
AB(C +7B) - .
VRS + TSRV

LA Sl of

(XY +Z)WT + Z + XY
SUMMARY OF A
THE BOOLEAN LAWS
" 1. The law of absorption is:
A+AB=A ‘
AA+B)=A . s
2. Any ;xpressnon of a type like A+ ABor - |
A(A +B) may be. sxmphﬁed algebraically as '1
follows: x .
AA+ B) =
4 AA+AB
A+AB=
A(l +B) =
- A:l=
A

3. 'The simplest v:/ay to use the law of
absorption is to convert expressions in A(A + B)

. form to A+ AB form. After completing this

step, the next step is to look for a letter or

94



/

groups of letters which are ORed together and
contain the same letter or group of letters. The
more complex group may then be omitted as
shown in the example below.

BC + C(AB + BD) + DE + CDEF

BC + CAH+ CBE(+ DE + CDRE.
BC + DE

- 4. The common identities are:
A(A+B)=AB
A_+}'&B =A+B

5. The common identities are not basic
laws of Boolean algebra. They are derived from
the basic laws, and are useful for simplifying
e(xpressions rapidly.

6. Review of the Basic Laws:

The basic laws and common identities of
Boolean algebra are:

Identity: A=A A=A L

Commutative: AB=BA;A+B=B+ A

Associative: A(BC)=ABC;A+(B+C)=A+B+C
ldempotent: AA=AA+ A=A

Double =

Negative: A=A

‘Complementary: AA=0;A+ A= |

Intersection: Av1=AAQ=0

Union: A+l=1,A+0=A

DeMargan: AB=A+B:A+B=AB

Distributive:  A(B+C)= AB+AC;A+BC= (A+B) (A +0)
Absorpiion: AA+B)=A;A+AB=A

("~mmon

Identities. A(A+B)=AB;A+AB=A+B

Study these laws to be sure you can use them.

You will not always use the same laws in the
same order. In general, however, simplification is
easiest if you follow this pattern:

I. Remove or split vincula .
a. Complementary law-find a group of
letters that is the complement of another group. -
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b. Double negative law and DeMorgan’s
Theorem-apply one or hoth, to split or remove
vincula. -

2. Simplify

a. Apply laws® such as these:
idempotent, intersection, union, absorption.
Simplify-as far as possible without changing the
form of the expression.

w b. Apply the distributive law, or
common identities to &hange the form of the
expression. Continue simplifying.

If you can simplify the problems that
follow, you have mastered the basic laws of
Boolean algebra. If any answer is wrong, or if
you feel you could have simplified an expression

in fewer steps, compare your work with the

steps given. .
Q46. |[CD+F+(BE)+(E+B)+F+C]G
Q47. FG+EBB + GF
Q48. P{KJ+L(N +M)+JK]
Q49. B+ C+BDBD

| Q50. (XX +YY)Z

r

Q51. (S+S)RST
Q52. (A+B+C+A+B)C+A)
Q53. RSTU + RSTV + TVWSXR
Q54. JK(LMN + JKPQ)K +P)
Q55. XY+X+Y .
Q56. A+B+ (C+B)E+F)
Q57. AC+C+ (ﬁ +R)S




A4S,

Ad6.

A47.

Ad8.

A49.

" AS0.
AS1.

AS2,

o
3

AS53.

- AS4,

AS5S.

AS6.

A 57.

BE

K+J

ABC

VRS +T
XY+Z+WT

Lol R S

CD+1+¢)G-
1:G=
G

FG+0+GF =
FG

PLUN+M)t1=
P-1=
P

B+C+0=
B+C

(X+0)Z=
XZ

1-RST=
RST

1(C+A)=
C+A

RST(U +V + VYWX) =
RST(U +V)=
RSTU + RSTV )

(JKLMN + JKJIPQ) (K +P)=
JKLMN +0) (K +P)=
JKLMNK + JKLMNP =
JKLMN + JKLMNP =
JKLMN

X+Y+XY=

X+Y

"\

(A+B+C+B)(A+B+E+F)=

I(A+B+E+F)=

. A+B+E+F
“AC+C+(1+8)=

AC+C+S=
C+S§
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Q58. WXYZ+XW

QS9. (B+C)D +B)C +B)

Q60. . For the following diagram, perfof'ﬂin
three steps.
1. Determine the output expressjon.
2. Simplify the expréssion. -
3. Diagram the simplified expression.
Then, check your answer,

J

K

H

L |

M

- THE VEITCH DIAGRAM

Now that you have finished the preceding
problems wusing the laws of Boolean
simplification, you may have noticed two
drawbacks. The first is that some Boolean
expressions require many time-consuming steps
to simplify. Secondly, unless you are very
familiar with all the possible ways the laws of
Boolean can be applied, you are never really sure
when a Boolean expression is in its simplest
form. '

Fortunately there is another method you
can use for Boolean simplification--the VEITCH
DIAGRAM. A Veitch diagram provides 2 very
quick and easy way for finding the simplest logic
expression. But, before we go into the
construction of Veitch diagrams, it is first
necessary to learn some nomenclature, and how
to set up a Boolean expression for insertion into
a Veitch diagram,

Every character in a Boolean expression has
two states that are complements to each other.
These complementary states we call variables.

ob
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The variable A for example would contain A and
A. If three variables are ANDed together, such as
ABC, there are eight possible combinations.
'ﬁ\e\\are:

ABC
ABC
e ABT
ABC

ABC
ABC
ABC ,

ABC

These possible combinations are called
minterm. To be classified as a minterm, an
expression MUST be the AND product of an
expression. To illustrate, the variables A, B, and
C to be minterm must be expressed as ABC.

Because each variable has two possible
states, the number of combinations can be
expressed as the number of possible states (two)
raised to a power dictated by the number of
variables. :

For example an expression with two
vzzriables (A and B) will have four minterms or
22,

/A ' * B\
two states two states
Aand A Band B
2x2=4 \
If an expression contains three variables:

ABC

2x2x2=8
and, finally, if it contains four variables:

ABCD
2x2x2x2=16

51

Q61. Which of the following expressions are
minterm? .
1. A+B+C
2. CBDAE
3. A+A+C
4, "ADCB

Before expressions can be plotted on a

Veitch diagram they must be placed in minterm -~

form. What this means is the expression MAY,
NOT contain parentheses or a vinculum
extending for more than one letter. In addition,
each minterm must be separated by an OR sign.
The following are minterm form expressions.

AB + CD + ABE
A+ ABC+DE

The following examples are non:minterm
fon@g e\xpressions. ,

\ —_—
1. T+V+RS

2\ A+ B+ CD + ABC

3\ WXYZ + X(W+Y)

4. A(B+C+D)+E+ABC+DCE

5.  ABC+ WXXW + MNOM

If we desired to use the Veitch diagram for

the Boolean simplification of the preceding
non-minterm form expressions, they will first
have to be converted to minterm form.

Fortunately, any expression can be converted to
minterm form by the tollowing process.

e Split or remove vinculum/vincula by
using DeMorgan’s theorem.

® Remove parentheses
distributive law.

N\
N

by using the




N

As8.  (WX+Y)Z+wX
WXZ+WX +YZ
WX+Z+YZ
WX+Z(1+Y)
wWX+2Z

AS9. B+CDC=
B+0=
B

- A60. -

J i

X At

H Wl

L i

M

{JReHIL+M
JUHI+T +M
O+L+M
LeM L Lam
M
A61. 2and 4

e Simplify within the term. For example:

ABCA—~ABC
or
ABCA + DE-0 + DE~DE

Once an expression is in minterm form dg
not attempt to simplify further.

Q62.

Convert the five examples of
non-minterm form expressions, which
are given in the preceding listing, to

minterm form.

]
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Once an expression'ls in minterm form, it is
ready to be set up on the Veitch diagram. The
Veitch diagram is constructed in the following
manner.

Step |

Step 2

Step 3

AR

oljm

2 VARIABLES

22=4 Squares

¢

AB

Step 4

Count the number of different

variables in the expression.

The total number of different
variables derived in step 1 is used
as a power of two (e.g. 2%).

Draw a Veitch diagram containing
the number of boxes equal to the
power of two derived in step 2.

A|A A|A
.% B b
clc It 3 =
3 VARIABLES Tl c it
ABC

4. VARIABLES

ABCD
2%: 16 Squares

23= 8 Squares

wj| @

ol oo

<clclclclc

- —

S
" VARIABLES

ABCDE
25= 32 Squares

Label the Veitch diagram such that
each variable covers half the total
number of squares either

horizontally or vertically and

overlaps every other variable with
the exception of its complement,
as shown above.

-




At this time it should be' pointed out that,

while Veitch diagrams for more than four
variables are still valid, yom.iqwould probably
spend more time drawing squares than you
would if you simplified the expression using
conventional Boolean means. Huwever, since
most Booleah expressions usually contain four
or fewer variables, this hardly matters.

Now that you have learned how to place
expressions in minterm form and construct a
Veitch diagram, we will discuss the manner in
which the expressions are plotted on the Veitch
diagram.

To plot the expression A+ B+ AC, first

.determine the size of the Veitch diagram needéd

then draw and label it as shown below. .

A A

tl.c |T

Next, start with the first minterm on the left
and place a 1 in each block on the Veitch
diagram in which all the variables for that
minterm overlap. If a minterm contains only one
variable, mark all the squares that contain that
one variable. Continue on until the entire
expression is plotted. If a square is already 1’ed,
do not double mark it. This is shown below.

A + B + = AC
A | A A | A At A
Bl1|1 shift]afe} B[ [t
Bt B Bl |t
¢l ¢ |c ¢|] ¢ |C t.c |C
AYT\
EIHRRE
Bl1]1
gl ¢ |¢
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Q63. Plot the following expressions.

1. ABCAABC+A
2. A
3. A+AB+C

¥

The 16- and 32-square Veitch diagrams are
plotted in the same manner as the 8-square. The
following illustrations are examples of 16-square
Veitch diagrams for four variables.

ABCD BCD 4
| A

+

A A

(=]l

2 )
ol
-—
—
—
—-—

1

5]
ol o

ot} O
ot |
ol

oY
o

ol| .o |cn

Q64.

Plot the following expressions.
1. A(BC+CA)+AB
2. WXY+Z+W+Y

3. MNO + QP + MN

You have learned to plot minterm form
expressions on the various Veitch diagrams.
Now, you are going to learn to extract the
simplest expression from the plot. We will start
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A63.

A64.

WXYZ + WX + XY

TV+RS

A+B+C+D+AC+BC

AB+AC +AD + E + ABC + DCE.

ABC + WXXW + MNOM > ABC + MNO

mllm

o lo

A A |
sl 11| !
Bl |1} i

cl ¢ C
A | A
[T
B 1 l
¢l ¢ IC
W I Ww A

] 11z
x1111Z’
N 51 60 0 2
x - . *

1|7

vyl v !y
MR
M p
1] -
- 1P
{

N 1111/]P
5l 0 10
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A | A
B 1 {1
B 1]
Tl ¢ 1¢:
Figure 2-8.—Order of Preference for a Three-variable
Expression,

with _the _three-variable expressxon
ABC + ABC + AB, plotted as shown in figure
2-8. Next, we extract the simplified expression
by looking for patterns in the order of
preference shown in figure 2-8 and described
below.

® Four- squares joined together will
describe a one-variable term, .

® Two squares joined together will

describe a two-variable term.

® One square that stands alone will
describe a three-variable term. '

Join all the adjacent squares into as large a
grouping as possible—four squares, two squares,
or one square. Write the expression that is
common to all squares of each group.

In our example, only A is common to all the
squares grouped together. Therefore, A is the
simplified expression for ABC + ABC + AB.

A | A
)
1
=

cl ¢ |
BC + ABC + ABC is plotted as -

wi| @

A A

i
17

mi| ©

ol



/

The four squares are ‘adjacent to each other and

can therefore be grouped together. From. the,

order of preference given in figure 2-8, we find
that one term will replace the expression
contained in the four squares.

The only term common to all four squares is
B, therefore B is the simplified form of
BC + ABC +'ABC.

When an expression can not be simplified to
a single-variable expression, you must try to
simplify the expression to two-variable terms.
This is done by linking the squares into groups

. of two. Some of the possxble patterns for groups

Squares may be grouped in groups of fouri in -

the following way.

A | A
B B (O] ]
] B
c]l c |E el ¢ |¢€
A A | A
LR K BTN 1 [
B (L) G N
¢| c |¢ t) ¢ |t
N A | A
LR |
CR(AERIED
¢| ¢ |¢ .
Q65. Describe the plots below.
, w | W
ENIRRERERER
K__ _
E|> 1
2. —
E| 1
s M| M FI F IF
.lll |
SN ]
6l o |o
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of two are:
A | A AR
s [ DuEEw;
B B Ej)
cl ¢ |é' c|] c |¢c
A | A A A
B M B
8 | | B
c] ¢ |¢ c|] c |¢
A | oA A A
B e B
B B ]
| ¢ |¢€ c| ¢ |¢
If ABC + ABC is plotted
A | A
[
30
cl ¢ ¢

/
and then the snmpllﬁed expression extracted, we
get AC _AC then is the simplified form for
ABC + ARBC.




| A6S. | A /
| \ .
2 ¥
\\ 3. :-"! M
Q66. Descri the following plots as simply as
WL - possible
§ \
: \
; , B0 6
i
o E
' l. -
E |
, F F-
W W
"X 1
2. —
X 1
Y 57
. — |
M M |
N |
3. =
N
5 5 |

When the squares can not be grouped in
groups of four or two, then the terms must form
simgle squares, Remember, a single square on a
Veitch diagram describes
three-variable term. Just write ail the terms

three-variable

common to the single square.

Q67. Describe the following plots as simply as

pouible
A | A
L
B 1
c c |T
X X
2. vy
Y
Z z |z

-

In each of the previous diagrams, all the
plotted squares could be identified with one
minterm. Often it is necessary to use more than
one minterm to describe a plot. In these cases,
the terms must be joined with OR signs. . -

ABC + ABC + ABC + ABC is plotted as

Thesc squares are described by the expressnon
AC + AC.
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Q68. Describe the following plots: . First, try to group all the squares into groups
p of four, if possible. oo
P | P
: Q | A ‘ A
\ 3 1 i .\ B 1 L !
R| R |R R ((AERER)
¢l ¢ It
D D \ ’
\'.' \\ N
E| 1 1 . -
e A | A
E] 1 - .
B |1 (1"
F F F - \
5 U] U]
_ T =\
y . cl ¢ IT \
\
W 1 \
3. — You will notice that some syuares were used
Wil more than once. This is permissible. The
g I | — simplified expression is B + C. "
X X X " Let’s try another example.
G | ©
H 1| J |3
4.
) — — "
¢ N R Kp S Yprf o] .
L L |L
So far. all the minterms used have been
described by groups  of squares that, are
separated from each other: but, how do you What is the simplified expression?
deseribe something like the tollowing?
A A | J | 3
B 1 | Kill (1 1\ 1
— =K+L
B V| 1 1 K 1] 1
sl ¢ -é- C L |C

¥ 57
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This brings up an important point, whenever
you simplify using a Veitch diagram, always
look closely for possible combinations of blocks.
What is obvious is not always right. For
example, the following diagtam appears to
describe three minterms, two of two vanables
each and one of three variables.

A | &

~ B |1 a1 [{i

B 1y

¢l ¢ |t
ARC + AB + AT

But, in the correct method, the single square to
the left can be grouped to the one on the right
to describe an expression of three minterms
consisting of two variables each.

A | A
B_D @RI
B ' Y
c c c
/
AC+ AB + BC

l\,l.

A66. 1. DE
2. WY
3. NO
A67. 1. ABC
2. XYz
A68. 1. QR+PQR ._
2. DF+DF |, SRR
3. VWX +VWX - %
4. W +GHS

Q69. Simplify the following expressions.

"1, JKL + JKL + JRL + IKL + JKT + IKL

2 XY2Z + X¥2Z + X¥2 + Xy2 + ’iv‘z‘ +Xv2

-— - .

3. MNP + MNP + MNP + MNP

4. BCD + BED + BC + BCD + BED + BC

SUMMARY OF THREE-VARIABLE
-VEITCH DIAGRAMS

1. An expression can often be simbylified
most efficiently by plotting it on a Veitch
diagram, then extracting the simplified
expression from the plot. *

2. To plot an expression on a Veitch

- diagram, you must convert it to minterm form.

3. To convert an expressno*. to minterm
torm,

a. spht or remove vmcula (A+ 2 =AR;

K—K)v
b. remove
law), and
c. simplify within the
{ABCA = ABC; ABCA = 0).

4. Determine the number of squares needed
in the Veitch diagram by using the number of
variables as a power of two.

parentheses (distributive

term

3 van’ables—«Z’ = 8 squares
4 variables—2% = 16 squares
5 variables—25 = 32 squares

5. A Veitch diagram for variables A, 3, and
C is labeled:




-

6. Half of the squart( 5re assigned tq each _ 2. Two plotted squares’ described by a

variable, and the other half to its complement. two-variable term
Fach variable overlaps every other variable, and
every complement but its own. 3.. One plotted square described by a

_ three-variable term.
7. Plot one term at'a time on the diagram. N

On an eightsquare Veitch diagram, “° DEF +DF + DEF is plotted:
a. aone-variable term (A) occupies four ' ’
squares, -
b. a two-variable term (AB) occupies 0 0
two squares, and - E | 1 1
" ¢, a three-variable term (ABC) occupies 3 | |
one square. ' — —
| | | Fl f |F
AB + ABT would be plotted: ,
| __
- The simplified expression is DF + DF.
| A | & p 7 p
g 1 10. Also, describe the plot with as few
variables as possible. X and Y overlap in the plot
= 1111 below. By using two squares twice, you can
B describe the plot as X+ Y. This is preferable to
| ¢ |T X + XY,or Y +XY.
r \
8. The plots for two or more terms may =~ X | X

overlap. B + C would be plotted:

17 0| 1

\ - ' — —

A | B Z| z |72

B | I I O I O
. T |0 1 )

) — = The simplified expression is extracted from
C‘ c |C the 16-square i Veitch diagram in the same
- ‘ _ ‘ manner as it was in the 8-square Veitch diagram.
: ! Now you should look for the following patterns:
9. To simplify an expression, describe the 1. Eight plotted squares describe a

plot with as few tek{:]\s as possible. Look for -, one-variable term

patterns of plotted squgres in this order:

1. Four plotted squares descnbed by a 2. Four plotted squares describe a
one-variable term two-variable term
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A69. 1. K+L Q70. Extract the simplified expression.from -
each of the following Veitch diagrams.
2 X+1Z , o 1® 5, AR
6 K g L D
3. MP+MN + NP - K -~ D .
, _ 1 1]
G b -
1% B JBE
4 _B+C Wl w 4 cl ¢ Iec
3, w I W 4, M "
, 1|2 hihhhhDhle
3. Two plotted squares describe a X 3 l N ‘ 13
three-variable term —_ 4 — Q
. S LEEE 1]
4. One¢ plotted square describes a _1_ R 1v z NIT]f1]1]aQ
four-variable term Yi v IV Pl P IP
You can spot the patterns quickly if you 5 | R
recognize that patterns are formed by adjacent AR ERERER
| squares and by squares at opposite ends of rows. ‘B ] 1
| For example: — D
| — |1 1]
| 8 -—
1] -11]1]D '
‘ AR A Yl vy |Y
1 0l 6 , D
B ol P B —_—
1 1 .
- R
| = | 1 = '
| 8 - B -— SUMMARY OF THE
o Uit jullo D FOUR-VARIABLE '
Tl ¢ |¢ T T VEITCH DIAGRAM
| - =
| C+0D 1. A Veitch diagram for four variables, A,
| —- B, ¢, and D, is labeled: '
A | A
DD DD fie = -
B A A
—_— D B D
E - A
1111 ] )}o _ D
cl ¢ Ig B 5
- D cl c |E
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2. As stated before,. half the squares are

assigned to each variable, and "half to its
complement. Each variable overlaps every other
variable, and every complement but its own.

3. Ona l6square Veitch diagram,

a one-variable term (A) occupies
eight squares,

| a.

b. a two-variable term (AB) occupies
© four squares, N

c. a three-variable term (ABC) occupies
. tv:0 squares, and

. d. a four-variable term (ABCD)
} occupies one square. '

4., To describe the plot of a l6-square
Veitch diagram, look for:

1. Eight plotted squares described by a
one-variable term

2. Four plotted squares. described by a
two-variable term
| b
3. Two plotted squares described by a
three-variable term

4. One plotted square described by a
four-variable term

5. Patterns of plotted squares are formed
by adjacent squarcs or by squarcs at opposite
ends of rows.

THE THIRTY-TWO-SQUARE
VEITCH DIAGRAM

The simplified cxpression of a 32-square
Veitch diagram can be extracted by looking for
the following patterns:

I. Sixteen squares describe a one-variable
term :

2. Eight squares describe a two-variable
term

6!

3. Four ‘squares describe a three-variable
term

4. Two' squares describe a four-variable
term

5. One square describes a five-yariable term

In the 8- and 16-squase Veitch diagram, you
looked for patterns 1 ¥djucenit squares and at
opposite ends of rows, The 32-square Veitch has
an additional pattern; namely, at corresponding .
positions in the same horizontal row. .

[

‘ [

To understand this, think of the 32-square
diagram as two 16-square’ diagrams. Now, the \
plotted squares below are at opposite ends of a
row. Describe them together as RCDE.

A/ A
i - —
va -
' D
(1T
D
M }
B / -
/ D
__\...\,../\.\_,.4’./\.\,_/_
¢ C c. C G,
E E

Plotted squares may be described together if
they are in the same position on both 16-square
blocks. If the right half were superimposed on

"the left half, the plotted squares would overlap.
. Describe them together as KLMN.

K KK K

]
S

1 N
_ T _
WM M MMM,
P P




A70. 1. DGK+DGH+DGH ~'"Q71. Describe the following plots.
2. AB+AB EF

F F
3. X+WY+wyz ~ o { BE ] Y
4. M+N+P+Q ! 1 } y
- - - G L
5/ A+BD+Y { 1 Y
| , SoX XX X
The following plot is a combination of the z . z
two situations above. By superimposing one half R R R R
on the other, you have squares at opposite ends . —ti A A e *
of a row. The four squares can be descnbed by a NERERE 1 v
three-variable term, GXY. S 1 1 :
B . 3 1T oonpp Y
o { 1 1{1f | [1]Y | W[ DD v
| : , }v J ot ¥ 1§,
G -/ _ W w
. | Y .
S~ S~
X_x X _x ¥
Z zZ

SUMMARY OF BOOLEAN ALGEBRA

A summarization of the main points contained in this topic follows.

The information in this topic is based upon the assumption that most
quantities have only two possible states, either TRUE or FALSE. This
assumption is cailed Boolean Algebra or Boolean Logic. Poolean is a -
description of the input conditions necessary to get a desired output from a
logic circuit.

INPUTS OUTPUTS
A B f
A TRUTH TABLE-Used to summarize the logic 0 0 0
circuit and can be used to describe the input o 1 0
conditions necessary to obtain a desired output 1t 0 0
from a logic gate. , . 1 1 1
TRUTH TABLE

\ ,
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THE BOOLEAN EXPRESSION-A written
description of the logic in 4 circuit. ¢.g. AB

THE VINCULUM--The straight horizontal line
or lines which are placed above a letter or letters

in a Boolcan expression to indica?+ negation and

can scrve as a sign of grouping.

3

THE LOGIC AND GATE-In topic 1, it was
pointed out that the AND gate is configured so
that all inputs must be a TRUE or binary 1 to
get a TRUE or binary 1 output. In this topic it
was shown that when a statement is negated it
will be cqual to its complement. This was shown
by the use of a vinculum placed above the
variable letter. The AND function was indicated
by placing a dot between letters or simply by
grouping the terms together.

THE LOGIC OR GATE-The logic OR gate
function is indicated by plasing a plus sign
hetween terms. You learned that only one input
wed be TRUP (Hytoget a TRULE (1) output.

63
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A—4 AB
B ———Q
!
A:A :
AB : A+B
(A+B) = AB
INPUTS | OUTPUTS
A B . [taB):AB
0o 0 0
o 1 0
1 o) 0
11 1

‘A
f
B
INPUTS OUTPUTS
A B |t(ABIA+B
1 1 1
| 0 1
0 ! |
o 0 0
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A7l 1.

THE LOGIC NAND GATE-The logic NAND
gate function can be expressed as an AND gate
with an inverter on its output, The vinculum, or

bar, is used as a grouping symbol to indicate this

inversion.

f ' 1

THE LOGIC NOR GATE—The logic NOR gate
functions in the same manner as a NAND gate,
except that its ‘pagent gate is a basic OR gate
with an inverter on its output.

»

THE LOGIC NOT__FUNCTION-The NOT
function is an inverter which is placed either on
the input or the output side of a logic gate. An
example: of this would be to place the NOT
function on the output of the AND gate to form
the NAND gate or to place the NOT function on
the output of an OR gate to form the NOR gate.
Another purpose of the NOT function is to
invert the input signal to any.logic gate.

AB| t(A,B):AB

—_ O - O |W
o—J—‘—‘

>
;
- (3l

A+Bif(A,B)= A+B

-~ —0 o0 |»
- 0 — 0 |B|
-—l—a—lo

1
0]
0]
o

A t(A)= A
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THE OUTPUT EXPRESSION OF LOGIC
DIAGRAMS -The following facts should be !

remembered  when  diagraming the output A AB
expression of a logic diagram. B » ABH+AC
) : - AC
* A logic diagram is composed of two or ’ C ——»
more logic symbols.
* If a logic symbol is at the extreme left of a
diagram, its inputs are single letters. A+BC=(A+B)(A+C)
A >
*  Parentheses are used to indicate grouping. A+BC
*  The vinculum is used to group the output C —»
expressions that have been inverted.
BOOLLEAN LAWS AND THEOREMS - A:a '
’ ___...A__._’
"o
g
_ : ! a | a
THE LAW OF IDENTITY stated that any o | o
expression is equal to its self e.g. A= A. b
N
~ 1[
AsH -ReA ' A*B:B4A
N Ae ’ vA . B XY ] . R4}
THE COMMUTATIVE LAW states L0 =L~ SD e RED e ,
that when togic sympbols arc ANDed N i LB/ 3
or ORed, together, the order in %m }w\ g, (L v«:—_]%m
which they are written does not B Wkl L fpn YL [y —omcnr
affect their value C.B. ABC = CAB. s [ o [ ae "] s Joa BB » [ a Jeea
T et AR 1
1 ° ¢ 1 ° 9 1 [} 1 1 - 1
THE ASSOCIATIVE LAW states L e . S S
that expressions such as A(BC) or touaL tovaL
A+ (B+C) can be simplified by A (BC) = ABC
rewriting and rediagraming. _ A+(B+C)=A+B+(
THE IDEMPOTENT LAW states
that combining a quantity with had
itself” either by logical addition or . — . a1 s Taa Ate
fogical multiplication will result in a ~—D“’ ojolo 2
logical sum or product that is the PR A o A
cquivalent of the quantity. This can o "’—%‘ “eotat .
be stated as A + A + A = A or _Anocar (i
AAA = A- N
65
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@ z'A /
THE DOUBLE NEGATIVE LAW is used to aid . _‘_@_L_@__"7. N

simplification in logic expressions which have a 0" y RERE
number of vincula contained in them. __‘_o/z___ J 1 1o | ¢ .
Remember that if there is an even number of IR - o
vincula, write that portion of the expression as a 0" i taual’
nonNOT function; and if there is an odd AT
number of vincula, that portion of the A o
expression will be written as a NOT function. AJ_,»’% x
ep. AB+T=AB+C ‘ gw‘m
L —
THE COMPLEMENTARY LAW :
may be stated for the logic AND )
and OR gate functions in an Adso ArRen -
.expressionary form as \ -
AX =,FALSE (0) or e 0 BHEE ) S S =
A +A = TRUE (1). In other words LG e e T Rl s S
an AND fun-tion requires all inputs ":-_—7_“:‘:}'"_,_,,..;&;“;":“" et | $ R
be TRUE to get a TRUE output Y Fho 1007 E Eoclow GarEe Tl
and an OR function requires that '
only one input be TRUE to get a
TRUE output.
A-lsA l

| ) % o ) ‘
‘THE LAW OF INTERSECTION states that if 1= " [ O |
onc input to an AND gate is already TRUE, then N A EQuAL 1
the output will depend upon the state of the . o .
other inputs only. ' : \ . AND KT AlsA

[
A+O: A
—— A0 A 0 A+0
, 0] 0 | O
THE LAW OF UNION is the same as the law of o 9o i
intersection except that it applies to the OR gate __‘_o/?,_____
fynction. That is, if onc input is already FALSE T o EQuAL
the only way to get a TRUE output is if one of 0 O/L %;&o.;
the other inputs is TRUE. I 7° om ot
s

66

72




YRS o0 M B v -
DeMorgan's THEOREM is : R e SR W i‘ - .
concerned with NAND, NOR, and A %—"ﬁgﬂ
NOT functions, with it you can - T L Wrin
3 *

split or join vincula. The first part
of the theorem deals with NAND g -
- functions and states that :
AB = A + 1. The second part of the
theorem deals with NOR functions
and states that A+ B = AB.

(-4

-lej|o]|o] -

tQuAL

AMB2C) 1 (a-8) +(aC)

. O,

S SESSSEEORE
THE DISTRIBUTIVE LAW is an e Iy L S PR O S A 98 B
application of normal algebra, in ' s e
that it states that = — —=

A(B + (‘) = AB + AC. T‘hlg IaW ib A48 CriAemitacc)

used to manipulate a logic \ . "
expression so that one of the other . ,:D“'“" - A
laws can be used to simplify. ‘ ' ot

. - e ] aee
[} ) C ,) [] .
o——a’ 0 4
1 b3 Avs € g - %
— " {. tAema ¢e) ¥ A

a € (o c]aen-c ) ° ¢ aeh] dec [aemmdec) ‘
. ) c_| o [ 9 0 ° ) ° o
{ 0 1 [] [] [] 0 v [] v 0
' [ o | o0 0 ® t ° 1 ° o
0 1 t 1 L. o 1 1 i 1 [
IRACH MK ' [} [y ' v ]
VT o T ) | ) T [ | !
L. [} Q [} i 1 k] [] 0 1 1
1 [} ] \ 0 1 1 M 1
tou . S
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/

(A} (B8)
Alasp): ! A+(A-B) = A
A (— A
_ /g' AlA+g) A
THE_LAW_OF_ABSORPTION is / 1
another of the laws which is used to /
manipulate a logic expression to / o - :
aid in simplification. The’ law of froeeiy o . vy L
absorption states that A(A+B)= A o A ] SR (v L >——5f‘/:°1-——0—~— AA-B) l
or A+ AB=A. This in effect says 5 2O A Bu g S -3
that anytime that you have an A o o ;
you will get an A output. vy ’
.’// :
'.-»' A 8 A+B A(A+B) A 8 ap A+(aB)
: 0 0 0 ] 0 0 0 0
0 I | 0 0 ' 0 0
; ! 0 | | | 0 0 '
g ' I I I ' : ! i
,-"I { EQuaL 4 b £QuaL 4
{A)  A(A4B):(AA)+(AB):=AB
A ALA+W) f'—"—h“_x_
7; iy if::'
AN SN
/ /" A{A+D) -
AAVABIAD
THE LAW OF COMMON T
IDENTITIES is a law which governs . S TR LT T oY T o s
the most frequently occuring I ST G S (U ST RN B B S )
Roolean -expressions, that would [ SR R ST I f.JO RO I T
normally be simplified by applying c Lo 1 ! L el ol + 1o ! '
a combination of other Boolean e e LG ]
laws. Once these identities are g, A+AB:(A+A)(A+B)
learned, they increase the speed of ] i
simplification. The law of identities "’ T e aeis s oEiare:
states that anytime the expression Y i ] ;Lrj:)—-—’
AA+B)=AR or A+AB=A+R '~ oot
appears it can immediately be A[,(‘“l’;'___w N SRRy o
simplified to AB without going . 140 o}- SRR L }
through the process of using the [ : =l éa;nn [t—f«v‘-s,-j {‘—o) %
distributive, complementary, or law P e —J-{}—— a7
of union to simplify. S RENEYIOLO ».{ S O XY S IS XL
O UL - ol Lo viie ] 9
% N R S Tl e e T
SR SN S0 N ° : S
ST s EQuAe - € — o
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THE VEITCH DIAGRAM is used in
finding the simplest logic equation
necded to.express a given function.
This simplification method is based
-on the fact that a Boolean
expression has two states that are
complimentary to each other. Any
number of variables may be plotted
on a Veitch diagram, though the
diagrams betome difficult to use
when more than four variables are
involved.

ala A | &
8| 8
) )
¢l ¢ |¢
2 VARIABLES
3 VARIABLES
3 3
A A
B ° 8
D —
B J —_ )
o i,
€| ¢ ¢ ¢ ‘
8
5 VARIABLES —_
8
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Table 2-1.-Boolean Laws and Thebrems

, f. Law of ldentity LA = A
: ' A=A |
2o Commutative Law AR = BA
A+B=B+A
I Assocutve |aw A(BC) = ABC

A+(B+()=A+B+C

T I T N L

4. Wempotent Law AA = A
N A+tA=A ,
5. BDouble Negative lLaw A= A
6. Complementary Law AA=0
A+A=1
7 law of Intersection . A . = A
/
/y° 0=0
........................................ ;/'_-___._.....-..---.._.._--_..
] Law of Union /A+1 =1
]
A+0=A
....4...-..__4.__.-.A....~-...;/ ..........................
" I)x'\lnru:m'\‘ Fheorem AB=A+D
' K‘;_]' /ih
O e e e e .-
10 bimtrithntive Faw , ALB + () = AB + AC
A+BO=CA+B(A+H)
1 [ a0 Alsorption AA FRY= A
A+ AB=A ;
’__/_ . e e e e e e e e e e
! Faw o Common Tdentities ALA 4 B) = AB
A+AB = A+B
/' ............................... -




. | "TOPIC 3

LOGIC CIRCUITS

Most computer functions are based on the
operation of just seven basic circuits: the
bistable multivibrator (or flip-flop), the AND,
OR, NAND, NOR, and Exclusive OR gates, and
the NOT function (or INVERTER). Only the
FIVE gates and the NOT function will be
covered in this topic.

LOGIC SWITCHING

Topic 3 covers the electronic theory
necessary to understanding logic gates. A logic
gate circuit is an electronic switch that has two
operating states—either all ON or all OFF, Each
type of electronic switch (logic gate circuit) has

.._a set of conditioris peculiar to itself that will

either turn it on or off. When' the conditions
have been met to turn on a switching circuit, the
circuit is said to be “gated on,” and when the
switch is turned off, it is said to be “gated off.”
The set of conditions that controls the gating of
a logic gate circuit is called its LOGIC. A logic
gate is the collective term for each type of
electronic switch along with the logic required
to gate it either on or off. These principles are
illustrated in figure 3-1. ,

In figure 3-1(A), current flows through the
switch to ground through the load; therefore,
the lamp is not illuminated. In figure 3-1(B), the
switch is upen and current, flows through the
larnp. causing it to illuminate. The lamp was
“gated on” by the switch; the condition that
caused the switch to open is its logic (in this case

71

Figure 3-1.—Logic Switches.

the author’s pen). Because electronic computers,
and not manual computers, are being discussed,
the operating principles of an electronic switch
will be presented. An example of a logic gate
that you are already familiar with is the class C
biased amplifier. In figure 3-2, the manual
switch (used in figure 3-1) has been replaced
with a class C biased transistor (Q1). You will
recall that the class C amplifier is biased below
cutoff, and will stay in this condition until a
signal of sufficient amplitude and polarity causes
it to be driven into conduction. Note in

7




Figure 3-2.—Electronic Logic Switc* with Positive Pulse.

figure 3-2(A) that no signal is being applied to

- the base, and in figure 3-2(B) a series of positive

pulses is being applied to the base. These pulses
are of sufficient amplitude to drive the amplifier

from cutoff directly to saturation and from

saturation to cutoff.

In hgure 3-2(A) the transistor is biased into
saturation by the negative battery voltage on its
base. There is maximum current flowing through
the transistor (or switch) and\the lamp is not
illuminated. In figure 3-2(B), each time a +9 volt
pulse is applied to the transistor it causes Ql to
go into cutoff. During cutoff, current flows
from the battery to ground to the load resistor
(Ry) and through the lamp to the positive
termmal of the battery. Thus, the lamp in figure
3-2(B) is “gated on” by the.+9 voit pulse. The
+9 volt pulse is therefore the logic for the gating

circuit. To put it another way, the +9 volt pulse

is the condition required (logic) to ‘‘gate on” the
lamp. The principles of gating and logic will be
used throughout the rest of this topic. It should
be pointed out that transistors used in computer
applications are of a special type, called a
SWITCHING TRANSISTOR. The only
difference between a switching transistor and
the type you are familiar with is that the base of
a switching transistor is extremely thin. This

eliminates all class A operation. The transistor
can be operating in only one of two states,
either cutoff or saturation. This makes a
switching transistor the perfect switch because it

~ has only two states: open or closed. When 'the,

transistor is in saturation, it is effectively a short _
creuit.

In figure 3-3(A) the transistor is in its
quiescent (no. input signal) state, with the base -
positive with respect to the emitter. This causes
the transistor to be saturated, shorting out the
lamp In figure 3-3(B), each time a -9 volt pulse
is applied to the base, it causes the transistor to
cut off. Current then flows from the source
through the lamp to the the load, causing the
lamp to illuminate. Thus, the lamp is “gated on”
by the -9 volt pulse. After the gating pulse is no
longer present, the transistor returns to
saturation, switching off the lamp. In this
example, the -9%olt pulse is the logic for the

gate

LOGIC POLARITY

You should have noticed in the previous
examples that one of the electroaic switches was
caused to change state by a positive pulse (fig.
3-2), and the other by a negative pulse (fig. 3-3).

(A)

Figure 3-3.—Elsctronic Logic Switch with Negative Pulse.




These two examples demonstrate the

POLARITY OF LOGIC.

If the logic pulse that causes an electronic
switching element of a logic circuit to change
from the quiescent (no signal input) state to the
opposite state is positive-going, then the logic is
POSITIVE LOGIC. If a negative-going pulse
- causes an electronic switch to change from the
quiescent state to the opposite state, it is
NEGATIVE LOGIC. This is illustrated in figure
3-4. You should take note that the quiescent
voltage is NOT always zero. For example, the
quiescent state in each of the four examples
below is at the 9-volt level.

oV g ,
-9V QUIESCENT. STATE
+18V |
YoV " QUIESCENT STATE
POSITIVE LOGIC

ro (A)
Y QUIESCENT STATE
oV
_gv QUIESCENT STATE
-18V

NEGATIVE LOGIC

(B8)

In (A) the pulses going from -9 volts to 0
volts and from +9 volts to +18 volts are
positive-going pulses and can cause an electronic
switch configured for positive logic to go from
the quiescent state to the opposite state. The

1)
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THE LAMP LIGHTS
WHEN POSITIVE-GOING
PULSES ARE PRESENT

THE LAMP LIGHTS )
WHEN NEGATIVE-GOING

PULSES ARE PRESENTY

POSITIVE LOGIC NEGATIVE LOGIC
(A) (8)

Figure 3-4.—Positive and Negative Logic.

same principle applies in (B) where the pulses
going from -9 volts to -18 volts and from +9
volts to O volts are considered to be negativ
loglc

If given a logic circuit and told the M irity
of logic of the circuit, you can diagram the train
of logic pulses inputted to the circuit. Keep in
mind that, theoretically, O vojts has an
“electrical potential” when used in a logic
circuit. The polarity of 0 volts is relative to the
polarity of the pulses used with it.

In summary, the polarity of logic of any
circuit is determined by the relative polarities of
the quiescent state and the level of the pulse
used to make the logic circuit change to its
opposite state. To simplify subsequent
discussion of logic circuits, only two of the
infinite number of different types of waveforms
possible for each type of logic cifcuit will be
presented. This will be done by ignoring the
voltage magnitude of the logic pulse, and by
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considering only the relative polarity of the
pulse.

-9v .

-18v _ov

sV - v

3V WAVEFORM A.
+18V

9V +V

-3V =" ovl L

15V

WAVEFORM B

THE LOGIC ONE AND ZERO

Examine the two simplified waveforms (A
and B) above. Notice that unless the logic
polarity or the quiescent state is specificd, you
can not determine if the waveforms indicate
positive or negative logic.

What you can tell is that two states exnst It
is this two-state principle that lays the
ground-work for computation by electronic
computers. Computers count pulses very rapidly
to perform complex mathematical operations.
Humans, however, do not have the capability to
read electronic pulses. Consequently, humans
are stutk with using numbers. Fortunately, a
system exists that allows for the conversion of
the electronic pulses of computers to the
numbers in' the number system used by human
beings. As stated before, logic circuits have two
states: the quiescent state and its opposite state.
To match this, the binary number system has
only two characters: a O and a 1. Any.two
distinctive voltages or current may be used to
represent the logic O and the .logic 1. For
example, a negative voltage could indicate O and
a positive voltage could indicate 1, or vice versa.
Likewise, current flowing into the circuit could
indicate 0, and current flowing out of the circuit
could indicate 1. Similarly, a small amplitude of
voltage or current could indicate 1, and a large
amplitude of voltage or current could indicate 0.
Pulses could also be used, with a negative pulse

" ndicating 0 and a positive pulse indicating 1;or

0 could be indicated by the absence of a pulse,
in which case ‘the presence of a pulse could
signify 1. Many combinations of logic
expressions are possible; they can also be used
interchangeably, since each logic element
(circuit) can actually function independently as
long as the desired result is achieved. Most
present-day logic systems utilize polarity to
define circujt state, since positive and negative
voltages are easily obtained and manipulated,

" regardless of whethersthe actual logic element
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(circuit) employ relays, switches,  diodes, or
transistors. Logic circuits can be divided,
according to polarity into three general classes:
positive, negative, and mixed logic. As employed
on a logic diagram, a signal may assume either
the ‘‘active (or true)” state (logic 1), or the
“inactive (or false)” state (logic 0). The signal
levels used and a statgment concerning whether

. positive or negative logic applies are (gually

specified explicitly on the individudl logic
diagtam by the manufacturer or the logic
designer. )

In practice, many variations of logic polarity
are -employed; ie., from a high positive voltage
to a low positive voltage, or from a positive
voltage point to ground; from a high negative
voltage to a low negative voltage, or from a-
negative voltage point to ground; and mixed
polarity, from a high positive potential to a
negative (below ground) potential, and vice
versa. A brief discussion of the two general
classes of polarity and how each is related to
logic 1 and to logic O is presented below.

Positive Logic

Positive logic polarity is defined as follows:
When the logic | state has a relatively higher
positive electrical level than does the logic O
state, and the circuit is activated (operated) by
the logic | signal, the logic polarity is considered
to be positive. The following examples are
typical of the manner in which positive logic
may be employed:

Logic 1 = +10 volts
LogicO = 0 volts
Logic 1 = 0 volts
Logic 0 = -10 volts
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Examine both examples: The logic 1 state is
always more positive than the logic 0 state, even
though, the logic O stzte is negative, as in the
second example above. The previous statements
and definitions are particuiarly appropriate for
d.c. switching circuits, but also apply to a.c.
switching circuits as well. For example, a
positive pulse can be used to simulate a positive
voltage, and a negative pulse can be used to
simulate a negative voltage. However, such
complexity is unnecessary, since the absence of
a pulse can signify the logic O state, and the
original definition of positive polarity will still
apply. That is, the logic 1 state is more positive
than the no signal (or logic 0) state. _

As normally used,. positive logic is more
adaptable to an NPN type transistor because of

the NPN polarity requirements. A positive .

collector voltage is required to properly bias the
NPN transistor; operation of the transistor
produces either a low or a high positive output
voltage. The use of positive logic, however, is
not restricted to the NPN transistor. If the PNP

logic 1 signal, the logic polarity is considered'to
be negative. The following examples are typical
of the manner in which negative logic can!be
employed. ' . o

Logic1 = Ovolts : oo

" Logic 0 = +10 volts S

. \

Logic 1 = -10 volts ‘
Logic0 = Ovolts

In both examples the logic 1 state is always

more negative than the logic 0 state, even
though both states are in the positive region, as

" in the first example above. While the above

transistor is connected in an a.c. system in the -

common-emitter (CE) configuration, the input
polarity will be inverted in the output circuit.
The use of NPN transistors merely makes the
design of d.c. positive logic circuits easier and
simpler; thus, normally, positive logic is
" associated with NPN transistors. At present,
however, it i¢ unimportant which type of logic
polarity (positive or negative) is used, since logic
components and circuits are available for all
types. In fact, if a symbol such as H for the high
or active state (1), and L for the low or inactive
state {(0) are used, logic design may be
completed and circuitry devised without
concern for the polarities or levels used. Once
the logic design is completed, standard circuits
of the proper type and polarity for the
components and level to be used are selected,
and the unit is constructed.

Negative Logic

Negative logic polarity is defined as follows:
When the logic | state has a relatively more
negative electrical level than the logic O state,
and the circuit is activated (operated) by the
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definitions of logic polarity are particularly
applicable to d.c. switching circuits, they apply
to a.c. circuits as well. For example, a negative
pulse cgn be used to simulate a negative voltage,
and a/positive pulse can be used to simulate a
posifive voltage. - Such a complexity is
unnécessary, however, since the absence of a
pulse can be assumed to indicate the logic 0

state. Thus, only a negative pulse is necessary,,

d the above definitions will still apply.
As normally used, negative logic is more

. adaptable to the PNP type transistor because of

the PNP polarity requirements (see figure
3-4(B)). A negative colle¢tor voltage is required
to properly bias the PNP transistor; operation of
the transistor produces either a low or a high
negative output voltage.

Negative logic is not limited to the PNP
transistor, since use of the NPN fransistor in the
common emitter configuration (in an ac.
coupled circuit) can invert the polarity of the
input signal and provide a negative output. The
use of PNP transistors merely makes the design
of d.c. negative logic circuits easier and simpler.
Thus, negative logic is normally associated with
PNP transistors and positive logic with NPN
transistors (see figure 3-4(A)). Since logic
circuits and components are available for all
types of polarity, there is no particular reason
why negative logic should be used in preference
to positive logic. In fact, for ‘design reasons some
special computers use both (mixed) positive and
negative polarities. The usual practice is to
design the logic without regard to polarity or to
voltage levels. Once designed, the proper type of
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polarity and voltage levels for the standard logic
_ circuit and components to be used are selected,
and the unit is constructed, -

Counting Logic Pulses .

At this point, it is only necessary for you to
understand that a logic | or a logic O at the
input of a logic circuit can cause a switching

' action of the switch element. Of course, which
action occurs depends upon the existing state or
condition of the circuit.

Refer to figure 3-5(A). These positive-going.
pulses at the input of a positive logic circuit
would cause the switching element to change
from a 0 state to a | state. In the lower
waveform of figure 3-S(A) notice two 0's side by
side. They ¢xist because the pulse is twice the
width of /the 1 pulse on either side of it.
Therefor7’ the greater width represents two
pulses

Th waveform in figure 3-5(B) illustrates the
same principle, only negative logic is used. That
is, nggative going 1’s would cause the switch to
change from a quiescent state to an active state.

" The preceding information can be very
useful to you. For instance, if the logic number
input to a logic circuit and the type of logic
circuit are known, you can determine both the
input and output waveforms. For example, an
input of 010010 in negative logic results in the
below output waveform:

010010 DIGIT TO QUIESCENT STATE
CONVERTER U ‘-—-—l >

The input waveform is the same¢ as the output
waveferm. Actually, the output waveform is
determined by the type of lugic circuit used.

110 110 =:1010
QUIESCENCE
11o[1]0 of 1 =000
QUIESCENCE|[ -
POSITIVE LOGIC
(A) ‘
y
QUIESCENCE _
{
0 O 1 0 =0010
QUIESCENCE
0 1 0|1 0 01010
y
NEGATIVE LOGIC
) (8) /,/ /
-
Figure 3-6.—L Number Configuration.
et

e
e

_Thé remainder of this topic concerns the

'_,/drfferences in the six -basic logic ¢jrcuits. and

their outputs. However, before you' go on, be
sure you understand what has just been covered
by answering the following questions:

Q1. What is the input waveform for 1011 in
positive logic?

Q2. What is the negative; logic input
waveform for Q1?

Q3. The waveformt below is positive logic.

- What logic number does it represent?
L N
Q4. What logic number deoes the above

waveform represent in negative logic?

T




The next problem is a little more difficult.

Review its solution step-by-step, then answer .

Qs. e

What is the logic polarity of the switch
showa below? '

o f

R1

Notice that the above logic circuit does NOT
contain a lamp as did the logic circuits in figures
3-1 through 3-4. However, problem solution is
the same. Now follow the steps listed below:

the transistor. To do this, assume the
input is legic 0, then determine if the
transistor is biased into cutoff or
saturation. In transistor Q! the base is
N-type material and is connected to the
+ end of the battery. The transistor is
therefore cutoff and the output

ground potential,

Next, determine the polarity of the
input that will cause the switch element
to change its state. To do this, note
whether the positive bias voltage applied
to the N-type material causeu the
transistor to cut off. !f it did, a negative
voltage will cause the transistor to
h change state, and the logic is negative, as

First, determine the quiescent state of

potential at point f is essentially at

77

is shown by the waveforms in the
illustration below.,

RL
Q1

BAT

T

You can use this procedure to determine the
logic polarity of any of the basic logic circuits
with the exception of the NOT inverter. The -
NOT inverter will be explained later.

Q5. What polarity is the logic for each circuit
below?
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Al 1ot
A2, 110! 1
A3. !0101
A4 01010
AS. A. Positive C. Poiitive
B. Negative D. Negative
THE DIODE SWITCH

In each of the logic circuits so far, a

‘transistor is used as the switching element;

however, the transistor is not the only electronic
device capable of the extremely rapid switching
speeds required in electronic computers. Because
of their switching-speed characteristics,
semiconductor diodes are also used in logic
circuits. For the technician they do have a
drawback: you must first khow the polarity of

logic in order to figure out whether the circuit is

outputting a | ora 0.

Examine figure 3-6. The polarity of logic for
the diode switch is not as easy to figure out as
for the transistor switch previously discussed.
This is because the bias for the diode is
developed by the circuit that inputs pulses to
the diode switch and not by the diode switch
circuit itself.

Notice in figure 3-6 that it is impossible to
tell whether the diode is forward biased or
reverse biased. And, without knowing the bias
voltage - polarity, you cannot determine the
quiescent state of the diode. Even if the input
waveform were shown on the diagram, you
would not know which pulse would cause the
diode to switch states. However, if you look at
both the diode switch and the circuit supplying
input pulses to the diode switch, you should be
able to determine both the quiescent state and

" the polarity of logic of the diode.

Refer to figure 3-7. The transistor, in a
quiescent state, is conducting. Therefore, the
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CRI1
o—i¢ o

YL

R1

ov

Figure 3-6.—The Diode Switch.

i
g

e —of
U
_"_'_BATI

| oV

I

| 1=0V
= 1 0=-V

Figure 3-7.—The Diode Switch with zn Input Circuit.

input voltage to the diode switch is negative,
causing the diode to be forward biased. A
positive 1 input to the transistor will cause it to
cut off. This will reverse bias CR1, causing the
output to go to 0 volts or a logic 1.

To ensure you understand the following
information on diode switches, the polarity of
logic will be indicated. For example,

] =+5V \

o:-sy  O]1| POSITIVE LoGIC

OR ‘

1 2-3V

020V _O_L'_J NEGATIVE LOGIC
THE AND GATE T

The AND gate is a logic switch that has
multiple inputs (two or more). In addition, it is
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so configured that all inputs must be 1’s to get a
1 output.

For an explanation of the AND gate, refer to
the following diagram and read below it. Assume
that switches A and B are manually operated.

BAT

A B
|——4|||l|"/cf « o
=

A=0 B=0 =0

Switches A and B must both be closed to get
the negative voltage, or 1, to the output side, f,
of the AND gate. If only A or only B is closed,
the circuit is still open and the output remains at
0 volts. ‘

This is shown in the following diagrams.

BAT

ﬁl|l|l—0—f¢

o

A=1 B=0 f=0
BAT

I—-{ililr—-}o——-iw

f

%RL
-0 §
-0 f

?

The input conditions of any logic gate and
the corresponding output of the logic gate can
be summarized in = truth table. The truth table

{

for the above illustrated AND gates is shown in
figure 3-8. To this point, manual switches were
used in the example AND gates, but since you
are studying electronics, electronic switches will
now be used. As stated before, the logic polarity
will be specified.

The Positive Logic
Diode AND Gate

The positive logic AND gate is shown in
figure 3-9. '

Refér to the following illustration. Current is
indicated by dashed lines and arrows. At
quiescence, all 0’s are inputted to the AND gate,
and current flows across forward-biased diodes
CR1 and CR2, through R; to the positive
source. Point m at the top of Ry is at zero-volt
potential, and the output at f is a logic 0.

o

A CR1
o -
»—————— ——— ==y
o— S mg ¢ o f
- - -3>-1 .
RL * l=+V
I 0=0V
A=0 B=0 f=0 +V *

When a logic 1 is applied to input A and a
logic 0 is applied to input B, CRI is reverse
biased. The potential difference between the
cathode and anode of CR2 provides forward bias

INPUTS [OUTPUTS
A B f
0 O 0
0 1 0
1 O 0
T !

Figure 3-8,~AND Gate Truth Table,
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CRi
A o ¢
B f
CR2
R
+V

Figure 3-9.--The Positive Logic AND Gats.

to diode CR2. Current flows through CR2 in the
B input circuit and through Ry to the positive
source (+V). Zero volts exists at point m and the
output at f is a logic O.

A CRI
o 2 ig-
CR1
g g — m —o f
"’ ““““““ ‘»--'—1 R
| L 1=+V
v . 0=z 0V
|
]
A=l B=0 £=0 +V

When nput B is a logic 1 and A is a logic 0,
the same condition exists, except CRI1 s
forward biased and CR2 is reverse biased. The
* output is a logic 0. These conditions are shows
below.

A CR1

o~ e

P o e -'-'—1‘

CR2

5 L B —of
? RL 1=+V
‘ + 0=0V

AzQ B=1 f=0
+V

When input A and input B are each a logic 1,
CR1 and CR2 are both reverse biased and no
current flows through R;. Thus, point m is
positive, and the output (f) is a logic 1. This is
shown below.

A CR
o -
B CR2
o) e m —C §
R
1z +V
=QV
A=l B=1 f=1
+V

These conditions are true for all AND gates
whether they have two inputs or a hundred
inputs. The negative logic AND gate works the
same way, only you must first turn the diodes
around, as well as reverse the logic and the
source voltage. By making these changes to the
diode AND gate of figure 3-9, you get the

negative logic ° AND gate illustrated and
explained below.
A \CR1
o -t
‘.
B i CR2 m
o >t —+—o f
RL :
1z-V
-V 0=0V

When A and B are O they are at O-volt
potential, both CR1 and CR2 are conducting,
current flows through RL, and the IR drop
across R, causcs point m to be at O-volt
potential. Therefore, f is at O-volts and is equal
to a logic 0. Applying a | (or -V) to CR1 only or
to CR2 only will allow the other diode to
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conduct, keeping f at O-volt potential and at a
logic O.
If both A and B become 1, then diodes CR1
and CR2 will be reverse biased, allowing f to go
» negative. At this time the output is a logic 1.
’ A diode gate has an undesirable electronic
{ characteristic: it has no gain. When a series of
‘ diode logic gates feed one another, their
combined circuit losses may become so great
that the signal may be attenuated too much to
be of use. Where gain is an important factor,
\ transistor AND gates should be used.

N\,

\?THE TRANSISTOR AND GATE

The simplest way to construct a transistor
AND gate is to combine the diode AND gate
with the transistor\switch used earlier in this
topic. An example transistor AND gate is shown
in figure 3-10. Refer to it as you read on. At

-V), and CR! and CR2 are forward biased. The
top of RI (point p) is at -V. The -V is applied to
the basc, of QI, causing it to conduct. The top of
Ry (peint q) is negative (or -V), and the output
at f is a logic 0. When A and B are both a logic |
(or +V),. this positive voltage cuts off both
diodes, allo ving point p to go to +V. Since +V is
applied to the base of QIl, it causes QI to cut
off. The top of R, (point q) goes positive,
outputting a logic 1 at f.

Examine the three-input transistor AND gate
shown in figure 3-11."'Note that it contains
resistors instcad of diodes at the input. In this
circuit, Q1 is held at cutoff when all logic 0’s are

A CRI
QI — -V
9 f
RL
= %

Figure 3-10.~The Transistor AND Gate.

quiescence, inputs A and B are at a logic 0 (or .

A RI

O—AAA—— PR
8 R2 =-V
o—AM—¢

c R3 \

2 g
Y i

Figurs 3-11.—A Three-input Transistor AND Gate.

inputted (negative potentials). Under these
conditions, no collector current” can flow and
the gate’s output is equal to the collector supply
voltage (or a logic 0). A logic 1 (or positive
voltage) applied to any one or two of the inputs

" (A, B, C) causes current to flow through R4, /{

decreasing the negative potential at point n.

However, the voltage drop across R4 is not great !
enough to bring Q1 out of cutoff. When all |
inputs (A, B, and C) have a positive potential |

(+V)_applied ta them, the negative potential at

the top of R4 (point n) is sufficiently reduced
by the IR drop across R4 to allow QI to go into
saturation. At saturation, the voltage at the top
of RS (point t) drops to near O volts, thus
outputting a logic 1 atf.

Q6. Draw' the output waveform and logic
number output for each of the followmg

circuits. j
A. INPUTS POSITIVE LOGIC
Az 10 27 anp
Bz 1 O BO_GATE -of
c= T L| C o
B. INPUTS NEGATIVE LOGIC
A
L LT A%7anD
BEREEE eaTE [°f
B ——] i '['—r‘" l.: B o~




A6.

0000

Q7. What is the output waveform for the
following positive logic AND gate

inputs?

1 01
011
111

a=p»
C O e
——lc

Q8. Draw the output waveform for the
following negative logic AND gate
inputs?

What is the logic number for the
following output waveform in (a)
positive logic, and (b) negative logic?

S WS Y VN N U WS RN N
<———— UNITS OF TIME ————

Ensure that you understand the AND gate, then
-read the following explanation of the OR gate.

0
THE OR GATE

The OR gate is physically identical to the
AND gate, except the OR gate gives a | output
when ANY INPUT OR ALL INPUTS is/are 1.

Refer to the diode OR gate shown in figure
3-12. Under quiescent conditions, A and B are
both logic 0's (or -V), both CRI and CR2 are
reverse  biased, there is no current flowing
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A o—PFt
CR2 c
B o——P}- —o f
RL
1=0QV
0=-V v

Figure 3-12.--The Diode OR Gate.

through R, , and the top of R; (point ¢) is at
the negative source voltage (-V). When a 1
(O-volt potential) is applied to either A or B, the
diode with the 1 applied conducts and current
flows through R . The IR drop across R} causes
‘the top of Ry (point ¢) to go to 0 volts and the
output is a logic 1. Similarly, when a | is applied
to both inputs, the output goes to logic 1. As
mentioned before, the OR gate and the AND
gate are physically the same. However, if the
polarity of logic to an OR gate is changed, the
OR gate becomes an AND gate, as shown in
figure 3-13.

Refer to figure 3-13 as you read on. Under
quiescent conditions, logic O, or O volts, is
applied to inputs A and B, and both diodes
conduct. The top of R; (point s) goes to O volts
because of the IR drop across the resistor. The
output f then equals 0. If either A or B
separately receives a logic 1 input, the associated
diode cuts off, but the remaining diode
continues to conduct, keeping the output at 0.
Only when both inputs go to a | does the
output become a 1.

As you can see, simply reversing the polarity
of logic applied to the AND gate turns the AND

O
P

!

A o—Pf-

CRR S
B o—W—4 of

RL
HERAY)
0=0V Y
Figure 3-12.--interchangaability of OR Geios and AND
‘ Gutes, ‘
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gate into an OR gate, and vice versa. The truth
table for the two-input OR gate, along with its
manual switch configuration, is presented in
figure 3-14. \

The three-input transistor OR gate is shown
in figure 3-15. In gn's OR gate circuit, the
collector is reverse biased while the emitter is
left floating. In the quiescent condition with all
0's (or -V) applied, the transistor is cut off and
no current flows in the circuit. The top of R4
(point e) is at source potential (-V), and the
output at f is a logic 0 (-V). With the input of a
logic 1 (+V) at any of the three inputs, the
emitter circuit is forward biased. Current flows

o/cr
S|

BAT '
I Szc»—+——°f
i

OUTPUTS
f

- INPUTS

o—-—C - |

A
! !
! 1
0 !
0 0

Figure 3-14.-OR Gate Truth Table.

a4V
Oz-V

Figura 315, Tha Thres-input Transistor OR Gate.

through R4 and Q1. The IR drop across R4
causes point e to go to +V, causing f to output a
logic 1.

Q10. Draw the waveform output for each of
the following CR circuits.

A CRI A CR1
f
0
THE NOT FUNCTION
The logic NOT function is easy to

understand, since it simply inverts the input.
When a logic 1 is inputted to a NOT function, it
is outputted as a logic 0. A logic 0 when
inputted to a NOT function, is outputted as a
logic 1. -

Refer to the positive NOT function shown in
figure 3-16. At quiescence, with a logic 0 input
(0 volts), transistor Q1 is held in cutoff by the
negative voltage (-V) applied to its base. Note
that -V is applied across R2 to Q1. When QI

d

T

Figura 3-16.—The Positive NOT Function.
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cuts off, the top of R3 (point d) goes to the +V
source potential and the output at f is a ‘positive
voltage (or a logic 1). When a logic 1 (or +V) is
applied to the input, the top of- R2 (point c)
becomes positive due to the IR drop across R2.
Q1 goes into saturation. The saturation curmrent
flows from ground through the emitter, the
base, and the collector, and then through R3 to
the +V source. Because of the saturation
current, Ql—is, a virtual short. The top of R3
(point d) goes to ground potential, causing f to
output a logic 0-(or 0 volts).

_ The negative NOT function is the same basic
circuit as the positive NOT function, except the
transistor is of the PNP type. Also, the bias
voltages are reversed, as shown in figure 3-17.

Examine figure 3-17. Alternately apply a
logic | and a logic O to input A, and then answer
Ql1,Q12. and Q13.

Q11. What is the waveform at the output if
the input is 101? (Remember, this is a
negative logic gate.)

Q12. If a logic 1 is applied to input A, does
the transistor cutoff or go into
saturation?

Q13. What is the waveform at the output
when the input is 1011017

h
R1 Q1 > —9 -o f
A o-AA——a—

0=0V R2 | $R3
. .
&
-V

+V

Figure 3-17.—The Negative NOT Function.

THE NAND GATE

Compare figures 3-11 and 3-18. Note that
Q1 in the AND gate is common-base configured,
and that Q! in the NAND gate is
common-emitter configured. The NAND gate is
just an AND gate with its transistor configured
so a logic input will appear inverted in the
output. Actually, the transistor amplifier in a
transistor NAND gate functions as an inverter.

Refer to figure 3-18 as you read the.
explanation of the NAND gate. With a logic O at
any of the inputs, Q1 is cut off by the positive
voltage applied from the top of R4 (point x) to
the base. With the transistor cutoff, the top of
R5 (point y) is at negative source potential (-V)
and the output at f is a logic 1 (or -V). When a
logic 1 (or -V) is applied to all three inputs, the
top of R4 (point x) goes negative, causing Q1 to
go into saturation. This effectively shorts the
top of RS (point y) to ground, or +V. The
output, therefore, is a logic 0.

The NAND gate is thg opposite of the AND
gate. The AND gate requires all 1’s at its inputs
in order to output a 1.\The only possible way
not to get a | from the D gate is to apply
1’s to all the inputs.

If only one input to the ANDgate is a 0, the
output of the AND gate is a 0. In the NAND
gate, the opposite is true. If any input is a 0, the
outputisa l.

In binary (two-state) logic, when a given
state is the opposite of another state, it is called
a complementary state. More will be said about
this later.

L
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==V
Q=+V R4 RS

AND 4V NOT -V

Figure 3-18.—The NAND Gate.

The truth tables for a NAND gate and an
AND pgate are shown below. Notice that for
identical sets of input conditions in both truth
tables, the output conditions are opposite. Thus
they are complementary to each other. :

ATB] ¢ Al B¢

0|0 ] o|l01] O

1 0 | | 0| O

0 | | 0 | 0

| O 0 1 ] |

NAND AND
THE NOR GATE

The NOR is a combination of an OR gate
and an inverter. When the OR gate portion
outputs a I, the inverter portion converts the 1
to a 0. When the OR gate portion outputs a 0,
the inverter portion outputs a 1.

Refer to the circuit in figure 3-19. With all
0’s at the inputs, the base of QI is reverse biased
by the negative voltage developed across R3. QI
is cut off, and the top of R4 (point n) is at
source potential (+V). The output at f is a logic
I. A positive voltage from a logic | applied to
any of the inputs provides forward bias to the
base of QI, causing QI to go into saturation.
This effectively grounds the top of R4 (point n),
causing the output at f to be 0 volts, or a logic 0.
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Figure 3-19.—The NOR Gate.

The NOR gate is the complement of the OR
gate. A 1 is outputted from the OR gate when
any input is a 1. A 1 is outputted from a NOR
gate only when ALL inputs are 0’s. This is
summarized in the following truth tables:

AlB]f AlB| ¢
010 [ 0lo0lo
11010 1ol
o]0 ol |
i[1]0 BN
NOR OR
'THE EXCLUSIVE OR GATE

' The Exclusive OR gate is a modified OR
gate. When any single input is a 1, the circuit
outputs a 1. When ALL of the inputs are 1’s, the
circuit outputs a 0. This is indicated in the
following truth tables. Compare these two tables
closely.

A|lBIf AlBjt
0]01]0 0j010
11041 110!
0] 1 | 0] 1 )
RN 11110

OR ExCLUSIVE OR

//
L
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Al2 SATURATION

Al3. oli1[oo}ifo

As you read below, refer to the schematic
diagram of the Exclusive OR gate circuit in
figure 3-20.

Q1 and Q2 each form a NOT circuit, while
transistors Q3, Q4, and QS, form an OR circuit.
With a logic O (or O volts) applied at both inputs,
Q1 and Q2 cut off, No currgpt flows through R1
and R2. Points ® and are near source

||
.
| +V
|
A 10:00100V
'|l:::
(o
|
I
i |
|1 eV
f v lofr|oioio g,

Figure 3-20.~Exclusive OR Gate.

potential (+V), thus a positive voltage is applied

to the emitters of Q3 and Q4, cutting Q3 and

Q4 off. With no current through Q3 and Q4,

point @ is at +V potential. This applies a

positive voltage to the base of QS5, driving Q5

into saturatiort and effectively placing point f at
/ ground, or O volts. The cutput is a logic 0.

!

When a logic 1_js applied to (A) and a logic
0 m applied to , Q1 saturates, while Q2
remains cutoff. Current flows from greund
through Q1 through R2 to +V. The IR drop
across R2 causes to be at ground potential.
This ground is applied to the base of Q3 and to
the emitter of Q4. Q3 is cutoff. Q4 saturates,
causing_an IR drop across R3. This causes
point to be at ground potential, forcing QS
to cutoftf, thus allowing point f to go to +V (the
source potential). The output is a logic 1.

When a logic 1 is applied to and a logic
0 is applied to (&), circuit operation is the
same, except Q2 and Q3 conduct while Q1 and
Q4 remain cutoff. Notice that the current
through Q3 also passes through R3. The IR drop
across R3 causes point @ to go to ground and
cut off Q5. This causes f to outputa 1.

When a logic 1 is applied to both inputs,
both 1 an Q2 saturate, causing
points and to go to ground potential.
Q3 and Q4 go into cutoff. The IR drop across
R3 ceases and point (Z) goes to the +V source
potential. The positive voltage applied to the
base of QS5 causes the transistor to go into
saturation, placing f at ground potential. A logic
0 is outputted.

Now tha' you have seen how the Exclusive
OR gate operates, answer the following
questions about the circuit in figure 3-20:

Q14. With a | applied to both inputs at the
same time, why is the voltage at point f
equal to zero volts?

L“ .

Q15. With 0's applied to both inputs, are Q3

and Q4 saturated or cut off?

From this topic you learned the electronics
behind logic gates. In the next topic, you will
learn the logic behind logic gates.
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SUMMARY OF LOGIC CIRCUITS

This topic gave you an introduction to the basic principles of logic as
applied to computer technology. The following is a summary of the main

points you covered.

LOGIC SWITCHING GATES—All computer
functions are based on the operation of logic
switching gates. These gates are actually
electronic switches which have two states: ON
or OFF. '

When the gate is on, it is said to be “gated
on”, and when it is off, it is “‘gated off”. When a
logic gate is in either of these stagps, the
conditions which control the gate have been
met.

LOGIC POLARITY—The polarity of the input
signal which causes a logic gate to change state is
called its logic polarity. The polaritv of the
input signal can be either positive or negative.
The tactor which determines the polarity of a
logic circuit is based on circuit design. The
important idea here is not the design of the
circuit, but the polarity of the logic which
causes the circuit to change state. If the signal
pulse that causes the circuit to change from an
off condition to an.on, condition is positive
going, then the logic used is positive logic. Ifa
negative going pulse is used to turn the gate on,
then the logic used is negative logic. Remember:
Logic polarity is directly related to the polarity
of the signal used to control the logic gate.

LOGIC ONE AND LOGIC ZERO-Logic circuits
have only two states—ON or OFF. This
two-state condition can be matched to the
binary number system which uses only two
digits: 1" and “0". In a logic circuit, the ON
condition can be represented by a logic |1 and
the OFF condition can be represented by a logic
0. Additionally, the ON condition could have
been represented by a YES, a TRUE (T) or a
HIGH (H) and the off condition could have been
represented by a NO, a FALSE (F), or a LOW
(L).
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Al4. QS saturates, causing f to go to ground

potential

AlS.  Cutoff

AN

THE AND GATE-An AND gate is
a logic switch with two or more
inputs. The AND gate is configured
5o that each input must be a logic !
to get a logic 1 output. The input
conditions of any logic gate and its
corresponding output are
summarized in a TRUTH TABLE.

THE OR_GATE—-The OR gate is
physically identical to the AND
gate, except the OR gate will give a
| output anytime there is a |
present at any one of the inputs.

+v -V

A CIRCUIT SCHEMATIC

1(AB) = AB

- - O O -3

- 0o - o|w

0
0
0
¢

B. MECHANIZATION

B. MECHANIZATION .
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C. TRUTH TABLE

f{A,B) = A48

- - 0 O

— e = O

. TRUTH TABLE




THE_NOT .FUNCTION~The NOT

function is' nothing more than an A | tw:d
inverter. If a logic 1 is inputted to il o
an inverter it is outputted-as a logic o l”

0. Conversely, if -a" logic 0 is

inputted to an inverter, it is

outputted as a logic 1. C. YRUTH-TABLE

THE NAND GATE-The NAND
gate is an AND gate with an

inverter attached to its putput. alelas | tiap) =56
With a logic 0 at any one of the

inputs, the output isa logic 1. ojop o 1
Conversely, anytime logic 1’s are o1} o 1
applied to all inputs, the output isa 1jof o !

logic 0. The NAND gate can be AR ° /

) described as a complemented AND
Vo osate.

C. TRUTH TABLE

. B. MEC»\AMZATMN

|
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THE NOR. GATE-The NOR gate is
an OR - gate with an inverter
attached to its output. With logic

A B|AsB| f(4,B8) =448

_ oloj o 1
0’s applied to all inputs, the output ol1] 1 0
“ dis a logic 1. When a logic | is 1ol 1 )
applied to any one of the inputs, L]t )

v

the output is'a logic 0. The NOR
gate can be  described as a
| complement.:: OR gate.

C. TRUTH TABLE

_/'/’ /
/
J/
THE EXCLUSIVE OR GATE—The
Exclusive OR gate is an OR gate N _
~ which is modified so that when any .
single binary | is applied as an '
, input, the output is also a binary, 1. : -
'When all inputs are a 1, the output _ 0 ' aleltia,8) : AB +AB
is a binary 0. S s olo o
; ' [ ol1 1
£ N f
‘ r—~ ) 1|o 1 .
l AR
. .’l % .
, B. MECHANIZATION ' .C. TRUTH TABLF
' 90
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. ABSORPTION, 'LAW OF-In" Boolcan
algebra, the law which states that the odd term
‘will be absorbed when a term is combined by
logical multiplication with the logical sum of
that term and an%"other' term, or when a term is

)

combined by logical addition with the logical
product of one jterm and another term (e.g,
A(A+B)=Aor A+ AB=A).

" AND CIRCUIT—Sec AND GATE.

AND DEVICE-A device wh/osc output is in
the logic | state:if and only if all the input
- signals are in the logic | state.

AND GATE-(1) An electronic gate whose
output is energized only when every input is in .
its prescribed state. An AND gate performs the
function of the logical “AND”’. Also called an
AND circuit,

(20 A binary circuit, with two or more
inputs and a single output, in which the output «,
is a logice] ONLY when all inputs are a logic 1,
and the gutput is a logic O when any one of the
inputs is a logic 0. |

ANODE (1) A positive electrode; the plate.
of a vacuwm tube: the electrode of an electro
tube through which a principle stream q
electrons leaves the interelectrode space. ‘

(2) The positive eclectrode of an\
electrochemical device, such as a primary or
sccondary cell, toward which the negative ions \
are drawn. :

(3) The scnﬁxin(luctor-diodc +3rminal that is
positive with re t to the other terminal when
. the diode is bmsul in the forward direction,

APPENDIX |

le
'GLOSSARY OF TERMS

~ many times as indica't\ecLby an exponent.

* element which corresponds to the control grid

- cathode,

BASE—(1) A refere:}cc value.
(2) A number :that is multiplied by itself as

A Y '
(3) Same as radix.

(4) The region between the emitter and
collector of a transistor which receives minority
carricrs injected from the emitter. It is the

of an electron tube.

BIAS—(1) Vacuum tube: the difference of ’
potential between the control grid and the

(2) Transistor: the difference of potential
between the base and emitter and the base and
\;ollcctor.

' (3) Magnetic amplifier: the level of flux
densnty in the magnetic amplifier rore-under

. no-signal condition.

BIAS CURRENT—Current which flows
through the base-emitter junction of a transistor
and is adjusted to set the operating pomt of the ™
transistor.

BINARY (1) A number system that uses a .
base, or radix, of 2. There are two digits (1) and
(0) in the binary system. . /-'
(2) Pertdmmg to a characteristic which

. involves the selection, choice, or condition in

which there are at most two possibilities. »

(3) A bistable multivibrator (Flip-Flop) is’
one ¢xample of a binary device.
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BINARY CODE--A method of representing
two possible conditions (on or off, high or low,
one or zero, the presence of a signal or absence
of a signal). Electronic circuits designed to'work
such that there are only two possible conditions.

BINARY-CODED—TheS\)state in  which -

conditions  are expressed by a series of binary
digits (Q’s and l 's).

BINARY 'DIGIT- (1) A’ character that
represents one of the two digits in the number
system that has a radix of two. '

(2) Either of the digits, 0 or 1, which may be
used to represent the binary conditions of on or
of f.

'BINARY NOTATION-See
'NUMBER SYSTEM.

BINARY NUMBER SYSTEM-A number
system using two digits, symbols, or characters
(usually 1 and 0). :

BINARY POINT-The radix point which
separates powers of two and fractional powers
of two in a binary number.

BINARY SYSTEM-A number system which
consists of two numbersi.e. | and 0.

BISTABLE—A device which is capable of
assuming cither one of two stable states.

BISTABLE MULTlVlBRATOR See
-FLIP-FLOP.

BOOLEAN—(1) Pertaining to the process

used in the algebra formulated by George Boole..

(2) Pertaining to the operations of formal
logic.

BOOLEAN ALGEBRA-A system of logic
dealing with on-off circuit elements associated

by such,qperators as AND, OR, NAND, NOR,
and the NOT function. .

BOOLEAN LOGIC+ See BOOLEAN
ALGEBRA.

CARRY—(1) One or more digits, produced
in connection with an arithmetic operation that
isfare forwarde
processing there.

(2) The number represented by the digit or
digits in (1) above.

CHARACTER-A letter, digit, or other
symbol that is used as part of the organization,
control, or representation of information.

CLASS C OPERATION-Operation of a

" transistor or vacuum tube with bias considerably

BINARY
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beyond cut-off so that collector or plate current
flows for less than one-half cycle.- g
COMMON ¥ NTITIES LAW In Boolean

algebra this /faw states that anytime the

expression A(A+B)=AB or A+AB=A+B appears,

to another digit place for

it can immediately be simplified to AB: ‘\vntheut- =

going through the process of using . the
distributive law, complementary law, or the law
of union to simpnlify.

1

COMMUTATIVE LAW-In Boolean algebra

‘this law states that changing the order of the’
terms in an equation will not affect-the value of -

the equation. Example: A + B =B+ A;

A'B=B'A

'COMPLEMENT-A number or state that is
the opposite of a specified number or state. The
negative of a number is often represented by its
complement.

1

COMPLEMENTARY LAW—In Boolean -~

algebra this law states that the logical addition
of a quantity and its complement will result in 1
and the logical multiplication of a quantity and
its complement will result in a product of 0.

COMPLEMENT NUMBER—A number
which, when- added to another number, gives a
sum equal to the base of the number sysiem of
operation. For example, in the decimal number
system, the complement of 1 is 9.

COMPUTER-A data processor that can
perform substantlal computation, including
numerous arithmétic or logic opemtlons,
without intervention by a human ' operator
during the run. N

r
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.CONCURRENT- Pertammg to the
occurrence of two or more evénts or activities
within the same specified interval of time.

CUTOFF—(1) The condition which occurs
when the emitter-base junction of a transistor
~ has|zero bias or is reverse biased and cuts off or
stogs the flow of collector current.

(2i The minimum level of bias which cuts

off, or stops, the flow of plate current in an_

electron tube.

(3) The frequency above or below which a
frequency-selective or frequency-sensmve circuit
fails to respond

DATA-(1) A representation of facts,
mformdtlon concepts, or instructions
formalized n{anner suitable for communication,
interpretation, or processmg by human or
automatic means.

(2) Any representa_tions such as characters to
which meaning is or might be assigned.

DATA PROCESSING—The execution of a
systematic sequence of operations performed
upon data. Synonymous with information
processing. :

DECIMAL -Pertaining to the number

representation system with a radix of ten.
i L 4

DECIMAL DIGIT—In decimal notation, ofie
of the characters O through 9.

DECIMAL NOTATION-A fixed
notation where the radix is ten.
1] . 7 .

radix
DECIMAL NUMERAL-A decimal
representation of a number.

DECIMAL POINT-The radix point

in
decdimal representation.
DeMORGAN’s THEOREM-A theorem

in a.

 (e.g. AB+C)EABFAC),

which states that the inversion of a series otf/{»‘

AND applications is equal to the same series o
inverted OR applications, or the inversion of(a
series of OR applications is equal to the same
series of inverted AND applications. In symbols,
ABC=A+B+CorA+B+C=ABC
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DIGIT—A symbol that represents one of the
nonnegatiye integers smaller than the radix. For
example, in decimal notation a digit,is one of
the characters fror O through 9.

DIGITAL COMPUTER (1) A computer in
which discrete representation of data is used.

_ (2) A computer that operates on discrete
dafa by performing arithmetic and logic
processes on these data.

DIODE—(1) Vacuum tube—a two element
tube that contains a cathode and plate.

~(2) Semiconductor—a matcrial of either
germanium or silicon that is manufactured to
allow current to flow in only one direction.

. / ' " g
Diodes are used as rectifiers.and detectors.
- -l

DISTRIBUTIVE LAW-In Boolean algebra
the law which states that if a group of terms
connected by like operators contains the same
variable, the variable may be removed from the
terms and assocjiated with them by the
appropriate sign of operation

DOUBLE NEGATIVE LAW-In Boolean -
algebra, the law which states that the
complement of a ‘complement is the equivalent
of the¢ original term.

ELECTRONIC SWITCH-A circuit * which
causes a start-and-stop switching action by

.electronic means.

EMITTER —(1) The clectrode within a
transistor from which carriers are usually:
emitted.

(2) In a vacuum tube, the cathode.

EXCLUSIVE OR--A function whose output
isa 1 if one and only one of the input variables
isa l. '

EXCLUSIVE OR GATE -A gate that

produces a logic 1 output when the inputs are
different, but not when they are the same.
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EXPONENT=The numeral written in
superscript (10%) which indicates the power to
which the base is to be raised.

. "EXPRESSION—-A validated series of
variables, constants, and functions that can be
connected by operatmg symbols to descnbe a
desired computation,

FACTOR-Any of the elements, quantities,
or symbols which, when multiplied together,
form a product.

FIXED BIAS--A bias voltage of constant
value, such as one obtained from a battery, a
power supply, or a generator.

FLIP-FLOP--A device having two stable
states and two input terminals (or types of input
signals), cach of which corresponds with one of
the two states. The circuit remains in either state

HEXADECIMAL-Same as

- DECIMAL. (1) A numbersystem with a base of

until caused to change to the other state by .

application of a voltage pulse. A similar bistable
device with.an input which allows it to act as a
single-stage binary counter, *

FORWARD BIAS-A bias voltage applied to ...

“a semiconductor junction with polarity such
that relatively hlgh current flows through the
junction.

_ FUNCTION—-A specific purpose; -of an
entity, or its characteristic action.

~ GATE - As applied to logic circuitry, one of
several different types of electronics devices that
will provide a particular output when specified
input conditions are. satisfied. Also, a circuit in
which a signal switches another signal on or off.

GATING-The process of selecting those
portions of a wave which exist during one or
more sclected time  intervals or which have
magnitudes between selected limits. Also, the

application of a specific waveform to perform -

clectronic switching.

GROUND -The point in a circuit used as a
common reference  point  for measuring
purposes. Also, to connect some point of an
clectrical circuit or some item of electrical
ecquipment to earth or the conducting medium
used in lieu thereof,
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sixteen, also pertains to conditions, choice, or
selection that has sixteen posgible values‘ or
states.

(2) Pertaining to a characteristic or property
involving a selection, choice, or condition in |
which there are sixteen possibilities.

HEXADECIMAL SYSTEM—Pertaining to
the number system with a radix of sixteen. It
uses the ten digits of the decimal system and the
first six-lettets of the English alphabet.

_IDENTITY, LAW OF—In Boolean algebra,
the law which states that any expression is ¢qual
toitself (e.g., A= A,or A= A).

INDEMPOTENT LAW-In Boolean algebra,
combining a quantity with itself either'by logical
addition or logical multiplication will result in a

Jlogical sum or product that is the equivalent of

the quantity (e.g., A+ A = A; A * A=A),

- INPUT-One; - ~a -sequence --of,
tate(s) Also the current voltage, power, or
driving force applied to a circuit or device.

INPUT/OUTPUT—Pertaining to either input
or output or both. '

INTERSECTION, LAW OF~In Boolean
algebra, the law which states that if one input to
an AND gate is already TRUE, then the output
will depend upon the state of the other lnputs
only

INVERT-To change a physical or logical
state to its opposite.

INVERTER-A circuit with onc input and
one output. Its function is to invert or reverse
the input. When the input is high, the output is
low, and vice versa. The Inverter is sometimes
called a NOT circuit, since it produces the
reverse of the input: : .

LEAST SIGNIFICANT DIGIT (LSD)-The
LSD is the digit whose position within a given
number expression has the least weighting
power.
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LOAD-The power that is being delivered by
any power producing. device. The Aquipment
that uses the power lrom the powér producing
device.

LOGIC-The basic
applications of truth tables, )
off-on circuit elements, /and other factors
_involved .in mathematical computation in
automatic data procesging systems and other
,devucs

drinciples and
nterconnections of

L()(,I( CIRCUT-The primary
information procegsing in a digital equipment;
made up of electyonic gates and named because
their operation ig ‘described. by simple equations
of a qpu.mllzcd ogic algebra.

LOGIC DIAGRAM - ln computers and data
processing equipment, a diagram ' representing
the logical elements and their interconnections
without nccdssarily expressing construction or
engineering Jetails.

LOGIC ELEMENT-The smallest building
blocks whi¢h can be represented by operators in

LSD-See Least Significant Digit.

MATRIX~In computers, a logic network in
the form of an array of input leads and output
leads with logic elements conne«.ted at some of

. their intersections.

control‘

an approprfatt system of symbolic logic. Typical -

logic Ll{.l} ents are the
flip-flop, which can be represented as operators
in a suitaple %ymbo{lc logic. Also a device that
performs the logic tunutlon

LOGIC INSTRUCTION-And instruction
that exe L\ms a logic operation that is defined in
symbolic \og,u, such as AND, OR, NAND, or
NOR.

LOGICN\OPERATION ~A nonarithmetical
operation in\a computer, such as comparing,
selecting, makhig references, matching, sorting,
and merging,
quantitics are involved.

LOGIC SWlT((vaA diode matrix (See
MATRIX) or other Ewitching arrangement that
is capable of dirccting an input signal to one of
several outputs.

LOGIC SYMBOL A symbol used to
represent a Jogic element graphically. Also a
symbol used to represent a logic operator.

AND-gate and the -

MECHANIZATION-Using electric or
electromechanical switches. to represent Jogic
circuits (AND, OR, NOT, NOR,. NAND). - =

MOST SIGNIFICANT DIGIT (MSD)-The
MSD is the digit whose position within a given
number expressnon has the greatest wenghtmg

'power.

MSD-—See Most Significant Digit.

MULTIVIBRATOR--A type of relaxation
oscillator (containing two transistors) that
generates nonsinusoidal waves. The output of
each of its two transistors is coupled to the
input of the other to sustain oscillations.

NAND-A logic function of A-and-B which-
is wrue if either A or B is false. ’

T
-

NAND CIRCUIT—A combination of a NOT

- function and an AND function in a binary

here the logical YES or NO |

: ()5

circuit that has two or more inputs and one
output. The output is logic O only if ALL inputs
are logic 1; it is logic 1 if ANY input is logic O.

NEGATION—The process of mvertmg the
value of a function or variable.

NEGATIVE LOGIC—The form of logic in
which the more positive voltage level represents
a logic 0, FALSE, or LOW and the more
negative voltage represents a logic 1, TRUE, or
HIGH.

NOR-A logic function of A and B that is
true if both A and B are false. ‘

NOR device—(1) A device that has its:output
in the logic | state if and only if ALL of the
input signals assume the logic O state.
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NOR GATE-An OR gate which is followed
by an inverter to form a binary circuit in which
the output is a logic O if ANY of the inputsis a
logic 1 and is a logic | only if ALL the inputs

“are a logic 0.

NOT CIRCUIT~A binary circuit with a *

single output that is always the opposite of the
input. Also called an inverter circuit.

NOT DEVICE—~A device which has its
output in the logic 1 state if and only if the
_input signal assumes a logic O state.

NOT FUNCTION-A- eircuit which inverts
the input signal. (Same as NOT DEVICE or
CIRCUIT).

NUMBER-(1) A mathematical entity that
may indicate quantity or amount of units.

) (2) Loosely, a numéral.ﬂ An abstract
mathematical symbol for expressing a quantity.
In this sense, the manner of representing the

“number—is immaterial,—Take 26, for-example™

This is its decimal form--but it could be
expressed as a binary (base 2), octal (base 8), or
hexadecimal (base 16) number,

’

“NUMBER REPRESENTATION-The
~ representation of numbers by agreed sets of
symbols according to agreed rules. .

NUMBER REPRESENTAT[ON_ SYS-
TEM. An agreed set of symbols and rules for
number representation. - . \ :

A

NUMBER SYSTEM-Loosely, a number

representation -system.” Any system for the

representation of numbers (Scc POSITIONAL
NOTATION).

NUMERAL—(1) A discrete representation of
a number. For example, twelve, 12, XII, 1100,
arc four different numerals that represent the
saime number. :
word that

() A numeric

number.

represents A

A4

OCTAL NUMBER SYSTEM—A number
system which is based on powers of eight. This
system is used extensively in comguter work. .

_OR CIRCUITSee OR Gate.”

, OR DEVICE-A device the output of which
is a logic zero if and only if ALL the input
signals are logic zeros.

OR GATE--A gate that performs the logic
OR function. It produces an output whenever
any one or more of its inputs is/are energized.

POLARITY —~The characteristic of havmg
magnetic poles of electnc charges.

POSlTIONAL NOTATION—A numbering
system 'in _which a number is represented by
means of a stated set of symbols or digits, such
that the value contributed by each symbol or
~ digit depends upon its position as well as upon

. its value.

G e i e e e e T

POSITIONAL WEIGHTING—The value
given a digit based on the digit’s posmon thlun
~a given number.

'POSITIVE LOGIC—The form of logic in
which the mpre positive logic 1ével represents |
and the more Regative level represents 0.

QUIESCENCE —(1) The state of an amplifier
with no signal applied.

(2) The operating conditions that exist in a
circuit when no input signal is applxed to the
circuit.

QUIESCENT—The - condition of a circuit
when no input signal is being applied to it. '

QUIESCENT STATE-The period during
which a transistor, tube, or other circuit element
is not performing an active function in the
circuit. '
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.+ current/voltage is increased.

RADIX-Also called the base. The number
of distinct symbols used in a number system.
For example, since the decimal number system

. usestensymbolsne 0,1,2,3,4,5,6,7,8,9),
the radix is 10. In the bmary number system the -

radix is 2, because there are only. two symbols
ie., (0, 1). . : )
' RADIX POINT-Also called binary point,

octal point, decima) point, etc,, dependmg on
the numbet system ‘

1]

REVERSE BIAS—An external voltage
applied to a diode or semiconductor junction to

reduce the flow of electrons across the junction. '

(Also called back bias).

SATURATED-The operating point "of a
transistor, diode, or electron tube in which there
is no further increase in output current or
voltage when the base or cathode

- SATURATION-The condition existing in ..
e anyeireuit -whieni-an incréase in "thé input signal

produces no further change in the output.

A

SEXADECIMAL—Same as hexadecimal.

STATIC—-A fixed nonvarymg condition,
wnthout mdtion.

TRUTH TABLE—A table that describes a
logic function by listing all possiblé
combinations of input values and indicaiing, for
each combination, the true output values.

UNIT-A single object or thing.

VARIABLE-A representative symbol that |
can assume any of a given set of values.

VEITCH DIAGRAM-Diagrams consisting of
joined squares which are used to give a graphic
representation of basic logic relations.

VINCULA-Plural of Vinculum (See below).

VINCULUM-—-A straight honzontal linte
placed over ne or more members of a
compound _ logic ‘expression .%o negate -Or -

“"complement. Additionally, used to join two or
- more members together. . .
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thirty-two-square Veitch diagram, 61 " fractions, 13, 14
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* .. Glossary of terms, 91-97

‘,G"

* .

H

= Hexadecimal system, 4.

fl. Idempotent Law, Boolean Algebra, 33
.= Input Inverter, Boolean Algebra, 24-30 -

Law of Absorption, Boolean Algebra, 45-47

’ . Law of Common Identities, Boolean

o Algebra, 47, 48
Law of ldentlty, Boolean Algebra, 30
Law of Intersection, Boolean Algebra, 36
Law of Union, Boolean Algebra, 36
Logic circuits, 71-90 ’
logic polarity, 72-86
AND gate, 78-81
diode switch, 78
" exclusive OR gate, 85, 86
logic one and zero, 74-77
NAND gate, 84 -
NOR gate, 85
NOT function, 83
OR gate, 82, 83
transistor AND gate, 81
logic switching, 71, 72
- summary of logic circuits, §7-90
Logic one and zéro, 74-77
. counting logic pulses, 76
" negative logic, 75 .
positive logic, 74

M

Mixed numbers, conversion of, 15, 16

I T ¢

" Octal system, 4

N

NAND gate, Booléan Algebra, 23

" NAND gate, logic polarity, 84

Negative logic, logic one and zero, 75

~ NOR gate, Boolean gate, 23

NOR gate, logic polarity, 85
NOT function, Boolean Algebra, 23

" NOT function, logic polarity, 83 ,

Number systems, 1-19

computers, 1+4

decirnal, binary, octal, and
hexadecimal number systems, 3, 4

historical background, 1
one-to-one counting, 2

conversion between héxadecimal
and binary, 16,17

conversion from decimal to octal

) and binary, 11, 12

conversion of fractional numbers, 13- 15
conversion of mixed numbers, 15; 16
conversior to binary from octal, 10.
conversion to decimal; 7-9 -
conversion to octal from bmary,9 10 '
.- positional-notation, 4r7..... .
summary of number systems 17-19.

One-to-one counting, 2
OR gate, Boolean Algebra, 21-23
OR gate, logic polarity, 82,83 .

P

Positional notation, number systems, 4-7
Positive logic, logic one and zero, 74

T

Tr\ansist_'or AND gate, logic polarity, 81

!

A

Veitch diagram, Boolean Algebra, 50-62
summary of the four-variable Veitch
diagram, 60
. summary of three-variable Veitch
diagrams, 58-60
thirty-two-square Veitchdiagram, 61
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