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- ARl Reséarch Reports gndAechnical Reports are inte'nded for sponsoss of

R&D tasks and for other resperch andemilitary agenmes/Aqy findings ready

Jor urnple.rnentatuon at the timé of publication are presented in thg last part

of _the Brief. Upon completioh of a major phase of the’ task formal recom.

'+ mendations for official action nbrmally are conveyed to apprgpnate rmhtary
agencies by briefing or Dlspositmn Forrn. -
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The Hiuman Factors Technical Area is concerned with the demahds 6f the .
future bactleffelds for’incréased usqr/sysg.“ capacity to acquire, transmic,
process, disseminate, and utilize information. Research is focused on user/
syécem,incerface problems and interactions wifthin command, control; and in-
telligencé centers and is concéerned with such areas as tactical symbology,
user-orienced syscems,‘informacion processing and management, and scaff
operations and procedures., as yell as sensor syscems incegracion and
atilization. . . . *

' . *
P *

One area of special interest is the development. of procedures to supporc
and enhance the decision-making process within command, concrol .and incel-
ligence centers. The curt@nc.ceggnical report contains a prototype introduc-
tory textbook for structuring probabiliscic chinking and decision making
under conditions.of uncertainty.. Based on the study of intuitive regsoning
processes and cognitive biases, it presents simple tools which can be used
to solve problems typically encountered 1nfrveryday situacions. Téchniques
for choosing the most likely amomg a sect of poessible answers, estimating a
nuzerfcal value as the solution to.a quanticacive problem, and assessimg the
probabilicy of occurrence of an evept are ouclined as well as illustrated with
numerous examples. Keferences and¥suggestions for furcher study of this ctopic
. are presented at the conclusion of cthe cexct. »

,
L]

Research in decision aiding is conducted as an inrhouse efforc wich ad-
dicional supporc from contrhccing orgdwizations that are selected for their
unique contributions to this.area. This effort is responsive to the, require-
ments of Army Project 2QL61102B74F. :
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EDGAR M. JOHNZON
Technical Dirggror
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1 . EXRCUTIVE SUMMARY

~

Vv ' ;

Requirement : ) - . 1)
. t. ~ . - ‘. -~ .

v " To develop a prototype in;podﬁctory textbook for use by.persons regard-
less of previous formal trainipg, to ifmprove their probabilistic thinking .-
skills, Specifically dealing with the topic of decision making under coudi-
tions of uncertainty. g

Y

Approach: ° L o, . %o

nS ot -

- A Hebrew Eextbook designed to improve student analytical and thinking
skills through an understanding of the concept of uqcertainty and the use
of spefific heuristic procedures was transtated into English and adapted for
the %ﬁerican student reader. o . D )

. The development of the original text was hased on the study of intyitive

reasofiing processes and the identificatioﬁyof thinking and decibion-making
biases that typically lead to faulty judgments and decisions. Emphasis was
placed on the identification of easy-to-understand procedures for understand-’
ing uncertainty and circumventing common‘thinking errors. Examples appropriate
for ?ﬁe American student were developed. ’

— - *

b - H
Product: . .J/ ) LT

. This report contains & prototype textbook.whic¥® introduces the concepts

v of uUncertainty and probability and expands on some tools for reducing errors

‘- and improving thinking skills when' processing partial probabilistic informa-

tion. Concepts. and techniques are exemplified throughout with numerous exam-

A ples. Approaches for develdping skills in four major areas are presented.

v, (1) when the goal is to-choose the most.likely among a set of possible ;-
solutions to a problem, a framework is .given for formalizing the question,
eliciting a list of pl} ible answers, and defining the degree of confidence

’ in each. (2) To arrivel af~a numerical value or range of values in a quanti- .
tative problem, the techrfiques of estimation based on pOpulations and samples
are discussed. (3) To determine the probability “of .occurrence of a given

. event and extrapolate from group percentages to iudtv%dual chances,’ the

echniques of probability assessment are demonstrated. (4) In addition

special attention is given to the issue 9f estimating chances in exceptional
problems where an overwhelming amount of relevant information is available.

Practice probleps to extend understanding.are provided at the end of most

chapters. A list of technical references for background ‘reading and an out~

\\ , line of related toplcs for further study are also indicated.

W




Utilization:

!

“» The prototype fex%,
human processing of 'info

1

outlines simple, well-founded techniques for the
rmatjon which requfre only rudimentéry mathematics

and can be used in day-to-day circumst@nces to make better decisions.

The

basic text material can be eagily adapted to specific application areas by
replacing the existing examples of ones relevant to the new topic area,
text will be useful in'the general training of both military and civilian
personnel who are required to process; sort aand/or evaluate incomplete, un-
relfable information; for example, potential uspers are managers, commanders
at any echelon, and forecasting specialists. In addition, specific high-
payoff military application areas idclude iigining in decision making and.
information processing in the fields of1¥) nd, control, and intelligence,
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{/ -~ ) PREFRCE TO THE;HEBREW TEXT Lo
.o » "The implementa,tion of scient-ific 4deas into the educational system” was
, T tﬂ\\,pjme of a lecture giver by Daniel Kahneman té a group of graduate students
. w « participating in a seminar organized by Seymour’ Fox, then head of the School
- ©  -sf Edpcation at the, Hebrew University, Jepusalem, Israel. In that lecture
o I:he fitst eeeds of the present book were planted. . .o

wr S B
LI n »

> ’ ‘ " Dr. Kahnaman udies people's raasoniqg processés He looks fsr corre;:!:
- vand migéaken intuitihps and.suggests ways to overcome biases in the thinking.
' R Rroce"sses taking plac under conditions of u rtainty. -
) ‘ Ag. a researc.her aq;d educator, Dr: Fox is interested in curriculum devel-
~ . ,-opment and_ thé. incarporation of scientific (educational and psychological) . %
-~ ideas into school’ curricula.
4 : e
- > - -
~ These two people encouraged the development of a curriculmu devoted
solely te t&inking cunder un.cet!:ainty, one product of whicl-> is this book.
Many’ others contr'ibg!:ed to this book: ’ o ‘
~ . - .
. Ruth Goqﬁ':o ad Moshe Shaked went over the text many times, editing and
« « . addipg, trying it in tl"leir-classe's, and developing most of the exercises.
T Ban‘.lch, Fischhoff and Sarzah Lichtenstein, two American psychologists who
have been .stuﬁng thinking processes for -years, reviewed the text and made

suggestions. .

. 4

>
L Miriam Basok and Efrat Balberg were helpful in the first stages of
p'lanning and giting. . N ,

s H Finally, we legrned m from a number of juniqr high school teachers

who had the couragg to teach “thinking under uncertainty” long before the
_textbook was):eady. Yossi Leshem, Judit¥ Miller, Aliza Paer, Tamar Kahn, and
.Lea Sha!:il.
Fd -
We deeply thank all these people. Withou!: their help, !:he raw ideas
would%have neVeg developed infb a textbook.

Tel

' Ll -
- +

INTRODUCTION >

+ When you start reading this book, you do not know much about it, What
" is its content? Will yoy understand it? Will-you enjoy it? ABout all these
- questions, you experience feelings of uncertainty. This is just one example
of the uncertainties that accompany nearly every step)of our lives.
L. - - . -
- We feel ungertain aboug the small events in our lives:

/) When will Qhe bus arrive? : P
® Will it fain tomorraw? . .

o v .
® Can I stick to my-diet this week? et
AU ot .

. *

L]
b T L

&
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.o And wenalso.feel uncertain about mugh more major problems:

* Can I get‘. a good job? . ) ‘

L]

. Should(I marry this person"

v 1Y ’
. . - ® Will I survive the s‘q;gical operation? - '’ ‘

L

Businesses &nd other groups of peo{:le also face uncerta;i:nty: \

L ¥+ @ Will this vew product sell? "‘

® Will our i‘esearéh be funded? : i s

b

1,‘ .Even the latgest organizaticrns in our society experience uncertainty:

\ * e »
® Will a2 hard stande on defense decrease the chances of war?
- i

.But uncertainty does nat prevent us from making decisions. We must
‘decide-whether or not to carry an umbrella before we know for sure what the
, weather will be, fegislators must vote yes or no on a tax-cut bill even if
are not certain of its .effec Nearly every step we take, as private
citizens, as groups,. or as a who society, is the result of a decision made
uncertainty., . . .- ’

* ]

ousands of years age, /in the primitive world, people tried to solve un-
L ty by consulting prophets. The prophets exchanged uncertainty for cer-
t‘.ainti‘y they told people what would hgppen id* the future as {f it were certain.
Bven totlay, people go: to. Qstrologers look at horoscopes, and take other

- future,
Most people do not try to eliminate all uncertainty but live with it with

the help of‘ t‘.heir intuitior. Intuition is a kind of sensation or inner feel-
fng that _guides us and shows us how to act. It is & personal feeling, a per-

perience and dctions.-we have taken in the past. . ' .

.
-

-

¥

have realized ‘how important it is to look at the way people -
spit‘.e of , uncertainty. These researchers have tried to find

'and personal thing, thére are strong commonalities among t‘.henint‘.uit‘.ions of

different people w they think under uncertainty. Young people, like the

'e].derly, and lay péppie, like professionals use similar thinking todls. When

those thinking procésses are compared to the best-known methods for treating

u‘nce;vinty, methods' taken from statistics, probability,, and decision theory,
. : " 3 s

. Is the deféndant guilty as charged? _ I

- Y . . M
® Will p tax cur fuel inflation? ! A

8 work how people think and act in uncertain situations. '
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“Vcase," Susan responded "1 iigure I'1l have a boy." .

<

~ X3 “w N
- . . P

the researchers found that our intuilrive: thinking processes are much simpler.,
While these simpler methods are ofren satisfactOry, ‘they can sometimes lead -
us intq errers. : <

L . s .
LA | . Lt v
. -

Susan has just been admitted to the hospiEal in labor. The doctor on” .r
duty tells Susan thab the last six babies borm there were girls. ' "In that, °

Y

)y Many people would answer as Susan sdid, éome.of them with a smile, others
with great seriousmess, In such situations, our intuition. tells us that .
things "balance out,"” so that a series of consecutive births of girls will
make a boy more likely for the next,birth. Bdr here olr intuition leads us
astray. More.careful thought makes us realize that the gen@er of those otBer
six bables cannot possibly influence or change the gender of Susan's baby.
This 'is just one’example bf a bias in. our intuitions that can, in other cir-
cumsta , have an enormous influence on human behavior,. .

This book presents an introduction to uncertainty. Based on research
abgut people'’s intuitions, it describes how people usually thitk about uncer-
talnty,and ¥ errors these intuirive modes of thought can produce. It.de-
scribes s e better ways to think-about ancertainty, :

-

e are not trying to change your intuitions. Indeed, even‘the intuirions
of researcliers who have been working in this domain for many years have not
changed, drastically. 1Instead, our goals are to alert you to situations in
which intuirtion can lead you astray and to provide you with new ways of think-

ing clearLy in those situations. . . '

We have inaluded some practice exercises at the end of most chapters.‘
Neo answers are prgvided, but we ‘hope you will try the exercises as a way of
deepening your understanding of the topic®" Your real learning will come,
however, when you apply the techniques and ways of thinking described here to,
your own 'life and to the uncertainties you face every day.

4

In this book we do not try to'be prophets or astrologers. We cannot
convert uncertainty into certainty, and we cannot provide absolute, solutigns. ’
The techniques we recommend do not guarantee that you will achieve desireg
outcomes in uncertain situations. But uUsing these techniques should produce

. better outcomes more often than not using them.

L3

This bock is divided into three sections. The first seciion, chapters
ffé, provides 2 general framework for thinking about uncertainty. The secend
section, chapters 5-7, discusses some tools that are frequently used in deal-
ing with problems under uncertainty. The last section, chapters 8-11, deals
specifically with prcobabiliry assessment.

' - A
e

o
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We' oftpn kear, as.part of the' answer to a que‘st:ton phrases. like "I'm ¢
“‘sure that...," "I've'no doubt that...," or "I'm positive that,..." _People’  °
using these phrases really believe that they have.the’answer to the question i

L}

"

d'r“fé*él no' doubt of its truthfulness, <. 7oA . .

~

L _Question. What are you do:l.ng riihflnow?

L]

+

FE Answer: I am reading. . . ]
) -Nosody would ask,'"Are you sure ab;ut that?" ‘ ‘
, ) Qun;stion: David, what gender are you? | - ,
' <\ nswer: I'm sure I'm aéﬁgnzlr___J :
. Q;uestion': Elizabeth, what will you do tl‘lis afternoon? ‘ :
'. 'Answe%: N¢t doubt Qﬂout if, I'll‘ggatb':he movies: . s .
- Q . ® Question: John,’ whogse picture is that? l r N
| Answer: I’m confident that's my sister, . , x
Yy o' Question: Dhn,:whaf kind of ‘sandwich di& you eat for }unch today?
' " Answer: ' I 'knqw for certain I had a cheese sandwich, - oo

fe

.. ""%’ . L . - ° N : [l
] .--. ] — '-‘_;‘__ W * j. ‘. r . - . - +
. ' B » \:‘ r M K]
_ A . - 3 . - L - N ., . - . - .
. SECTION.I: 'A'GENERAL FRAMEWORK . . . A T
. "; L o f . L . . - - '( R .-“ " | e R )
- CH.APTE&‘i . ,. ) . . - s ( . . .
’ 0'4 ] .‘ - ‘.;»- . . *% L4 M ' LI . ) -
T R T ’ - ‘ TN e e T e . o
oLt - T CERTAINTY AND UNCERTAINTY SN , "
Te s Feelings of ‘Cértﬁaty and Uncercaincy . ] ’ , T : .' .
T % N \ - .. g it

. . In all these examples, the question asked relates to a fact or to an

evenf in the past, present, or future.
tain, very coufident, with no doubt

at all.

The person answering feels very cer-
David is sure, Elizabeth has do

doubt. John is confident and Dan kno& for certain.

L ’ _t
. Ve experience certainty about a specific question when we
Ahave a feeling of tomplete belief or complete confideﬁce in a

tainty, feelings originate from the confidence we have in our knowledge
and J.l‘l- the experiences we have accumulated through the years (Dan has seen and
tasted cheese many times and he kpows how it looks aud how it tastes) and in
the confidence we have, 4n the functioning of our senses {Dan relied on his
eyesight and taste)

3ing]=e answer to. the question, ..




v ! ..:-; i

-

e

2 This confidence may sometimes fail us. Elizabeth, who is so sure of her
« : plansy for the afternoon, .may find such a long line at the theater that she has
no chance to get in. ‘She just did not think about such a possibility
. beforehand. - , - ¢
Knowledge ang e;periénce generally fail us when we face radically new
" developments. Until the 15th .century, people were, certain that the sun re-
« yolved around the earth.  But some of those who-heard of Copernicus' new

'f " ideas about planetary motion replaced their previous-certainty with doubt..
. . s

-

» : . ' -
L Our senses can also fall us. Have you ever saf\in a standing train
' whijle.another train began to move? Sometimes you get the strong sensation
,. thag it is your own train that is moving. Only aftef the moving train has

|

pa sed’ your window.do you redlize that your train is still standing in the
,same place. Novice mountain climbers.often misjudge the sumnit, believing
they are on the final approach when in fact they are still far away. As with
our experiences, we cannot always rely on our senses. They can fail us in
many situvations. - . °,

h ]

In spite of ‘these occasional failures, we do rely on our senses and the
knowledge and experience that we have accumulated because, most of the ¢ime,
they work. Moreover, if we had to make the effort to think ab‘ﬁt each step,
we take each time we take it, we would not be able to function at all. Should
we stop eating just because there is a small chanCe that the food in front of
us is not the food we think it is? We ptefer assuming that our knowledge and
our senses are good enough. !

In contrast to the feelings of certainty we exyerience with sone ques—
‘tions, there are other questions that lead us to feel uncertiin.

-

® Will it rain next Saturday? . 4 \
.0 Are there intelligent cr;atures in outer space? . .
® Will the strike be settled within a week? -
. ‘0 Where have 1 met this person before? o (? .

® How mény traffic accidents were there last year?

+ 1
. - -

Coﬁcerning such questions, some of us, and sometimes all of us, feel un-“
certainty. To some questions, we cannot offer even one plausible answer. Who
ruled Italy in 1563? Most people will be unable to suggest even one possible
answer. +°

. %

. For other questions, many answers come to mind; sgme seem more suitable
than others, but we do not feel completepy confident agbut any one answer.
How many members are there -in the U.S. House of Representatives? I think it

may be 435, but it might be 235, or 436 etc. My confidence is spread over .a
large number of possible answers. .

-




.
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* \' .- fr \- . .. .
Consider-an archeologist who,/is digging®a site in the Great H{ains of

, North gflerica and who wants to determine, the date at which people lived at
the site. While digging, she found § leaf-shaped flint implement that she-
will use as a clue for deciding about the date of the sité. -She knows that
such flints are prehistoric. Furthermore, its shape rules out some periods
in prehistory but leaves -three posgjghdlities: (1) The present implement is
most typical of the "Clovis" type of projectile point, which was used between
9000 and 8000 B.C.; therefore; it'_s highly.probable that the site dates to
that period. (2) However, the point has some characteristics of the "Folsom"
type, which was in uge later, between ‘8000 and 7000 B.C.; thus, it may be from
that period. Moreover, such prehistoric points are highly valued by collec-
tors, and a ready market for modern fakes has developed. This point might be
a fake. (3) Thus, perhaps the site is moderm. ' coy,

~

Y T

The archeologist is sure that these three answers cbve: the range of ' .
possibilities. Other possibilities & not seem plausible. She has three .
possible answers to the qlestion. She feels a partial belief.in each of the
three answers. This partial belief is expressed in the words "highly probable,"
“may be," and "perhaps." At that moment, there is no onme answer toward which

I+ [she feels complete codfidence. Therefore, we say that the archeologist feels
y N

¢ uncertain about the question, "How old is the site?" . . .

Fl

L -

To summarize: We experience uncertainty concerning a sPecifit question®
when'we have a partial belief in each of a ﬁugber of possible answers to the )
question. . . -,

N P ‘. g
- But what about when we cannot think Of even one plausible answer to a
question, as in the example of the ruler of Italy in 1563? Although we do
not have a partial belief in a number of answers (because we cannot think of
any answers), we do feel uncertalnty. If someone were to present us with a
number of possible answers, we would not feel completé confidence in any of
" them. In order to include this las® case, in whith we cannot think of even .
one answer, in the definition of uncertaihty, we define the feeling of uncer- .

tainty negatively: .

-
-

We experience uncertainty about a specific qﬁestion when we
cannot give a single answer with complete confidence. .

] | ,¥.
Exercises . Voo
- * ,\
1. Sometimes, in hindsight, we find out that our wuncertainty feelings
were not justified. Think about ways in which one's certainfy feelings could
be unjustified for each of the following situations: . o

& T attended a concert yesterday. ’
Fa

[

- 4
. ® T have been here before. )

® The store I am looking for is right around the cornet,

® My watch indicates that it is 8 o'clock.

[l L ]

. . & “j> « F
e 12] .




A

. : ! ' ' Y o * N
+® 1t is now inQ p.m. {Z%' T .
‘ ~ -y ‘ . * "'. .: *
. I am standing in front of my house . . ’ ,'e‘
.. L I 1 write a letter after the guests 1eave o .
- -«!- . s B v
2. Think of at 1east three times when you were sufé about something -« 7.
but turned out to be wrong. . 7 PR N B
s - ’ :ﬁ' ooz * . : }._3 . .“\:
s . R o
’Charatteristicb of Uncertainty Feelings : . - o T
Personal and General U;Lertainty There are some questions for which we
feel that_uncertainty is cu@rentlysﬂ?évoiﬁable. These are-questions toward
which we feel that, nobody now knows~the right answer® ' . :ﬁt .
. _Is there any sort of life on other'stars? : S ; " )
® Is there a monster in Loch Ness in SCbtland? llﬁé“\\ l ,J ‘ o
- L3

*® I am about to toss a coin. Will it come up heads or tails? A L
' t ! < . * LI
K How did Schubert intend to finish hig "Unfinished Symphony?" S T
. * 3 - ".' .
For some of these qué’stions, wé expect that a certain ansiwer willi be . i
known in the future. As soon as I toss the coin, I will know whether it. me o
up heads or tails. Other questjons may be unresolved forever. Since S Pubert A ‘
died before he finished his last symphony (and left mno notes) we will never v :
know his intentions for it.

* - Il“ ﬁ *

In contrast to questions about which uncertainty feelings are unevoid-
able, there are questions that, in principle, somebody can answer with cer-,

' ~ "
tainty. . It which hand am I hiding 2 coin? You feel uncertainty, but I da abt., ) o
I am not sure how many Representatives there are in Congress, but 1 recognize‘
that other people know the answer with certainty. . T ) .
l F) - * e L )
. Cd ’ N -
When a person feels that, in principle, there is now no certain I
answer to a question, then that person feels general uncertainty, Ut
4
When a perstn feels uncertainty concern the question but ‘ i =
realizes that, in principle, one could feel cdr y, that person : -f
feels personal uncertainty. * . : [_

.,

Sometimes w y be more cBmfortable with general uncertainty, betause
we cannot blame 4§ our own ignorance. On the other hand, with pergonal

uncertainty we have the hope that we can resolve the uncertainty by consult-
ing a’ more knowledgeable source. } .




* . . ‘ ) ' 'T-

“har
. Amounts of Uncertainty. Paul was’ asked, "What is the longest river in
‘the United States?” He answered'with ‘complete confidefice, "The Mississippi."l *
Next he was agked, "What is the‘longest river in the worId”" This time, he
.+ felt uncertain. He was then given,a hintu The answer is one of the four . .
rivers: " Mississippi, Yangtze, Amazon, or Niie. let u§, now consider four
possible states of mind Paul might be. in after p;ceiving the hint.

" . -~ *

RSN WA Papl vhinks all the answers are equally likeiy.; _e '
% Ll } ‘.
: -g. Now that Paul sees the four possibilities, he remembers reading about
y, Egygt not long ago; the article stated that tng Nile is the longest river in
C the worl&. a - . .t
. - .- . (‘ . (- - . L ‘-
Those two gituations are extfeme in the.sense. that the first one tepre-
. .serfs maximum uncertainty (every possibility is seen as equally likely) and
¢ . °  the secoqﬁ represents certainty. Between thﬁse two situations there are many
intermediate situations, and,eachixeflects different amounts oféancertainty.

L]

l\ 3. Paul decides that the Yangtze iS(certaintly not the right answer, but
. " among the three.remaining ‘(Mississippi, &mazon, and Nile), he has no prefer-
*. ence, In this’ case, he feels less uncertainty thaa in the first situatioh,
" in which he'had no preference among four answers. . . v
o, 1 .
4! Paul thinks the answer,is the Amazon, but he is nBt certath about
it. He judges the enswers Mississippi and Nile as equally likely, but not as
likely as the Amazon.: He is sure’ that the Yangtze is wrong. .

- -
.

We can ngw order the—four situations according to the amount of Paul's
uncertaintyly, iz most uncertain in Situation 1, because ht feels no .
preferences among the four answers: The next-most uncertain situation is 33
he feelg no preferences among three of the answers. Paul also reduced the
set of possible answers to three in Situation 4, but here he feels ‘that one

is more likelx than the' other two. This uneven distribution of confidence ~

an- in 4 makes 4 less uncertain than 3, where he thought all thrae were ;qually
likely. (ase 2, of course, is the least uncertain; Paul feels no uncertainty
-atau"* ‘. . - * _

The amount af uncertainty depends on two factors: the number of possible
" answers one can give and the strength of preference one has for each answer
relative to the others.

\

i

lBy‘“th'e Mississippi," we mean the entire river system' that includes the,

~

’ 'Hissijgippi, the Missouri, and the Red Rock. .
C. zﬁississippi- 3 710 miles; Yangtze: 3,400 miles; Amazon: 4,000 miles; .,
- Nile: 4,145 miles.
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1. ’if all possible answers seem equally likely, then the
more possible answers there are, the more u@certainty we feel.

« 2. When there are a fixed number of possible dnswers, the
amount of uncertainty depends on the apread of confidence across
the possible’ answers. We feel most uncertainty when all answers

* are equally likely. As the spread of confidence across the set of

treme, ﬁhen we are completely confident in one answer, our uncer-
. .tainty is eliminated. . . i

. "

" answers becomes less uniform, we feel less uncertainty. At the ex-

- %‘” -

, «'The first Tule above may be exemplified by paring one's feelingé of
. uncertainty just before rolling a fair die and jus
* There 1s more uncertainty with the die than with the ‘coin because ghe dié

has six possible outcomes while thre coin has only twa. '

The second rule above may‘be exemplified by comparing one's feelings of
uncertainty about the roll of a fair die with the roll of a shaved die, one

efore tossing a coin.

on which 4 six appears more often than any of the othér sides. Therelis more

"uncertainty with the fair die hécause all sides are equally likely to be
q ¥ ¥

rolled. ! '

., We are pot speaking about some abst

additional answérs, come to mind.. ;/r”’

ct notion of "objective uncertajaty,”

that exists as acharacteristic ™out thefe' in the world.  Rather, we are

‘speaking about subjective feelings, bellefg, -or sensations. Those feelings

are naturally v perscnal and dep on experience, knowledge, and other
individual charggégpistics. One can feel uncertain about who fnvented the

_ ' telescope, feeling™that it was either Kepler or Galileo. One's feelings of

uncertainty will incpease if the names Copernicus and Newton, as plausible

Whether one is dealing with general uncertainty or personal uncertainty,
the amount of uncertainty may be different from person to person. Two people

may experience different degrees of uncertginty because they have different
numbers of possible answers to the same question (as with the question about

. the invention of the telescope above) or because they have different distribu- °

. tions of uncertainty across the same number of possibl® answers. Do flying
" saucers ‘exist? People.differ in their beliefs about this; they differ in

the amount of confidence they place on each ©of the two possible answers,
and no, and tﬁgé in their overall uncertainty. °

Changes in Amount of Uncertainty. Feelings of uncertainty are not
sarily constant. Sometimes the amount of uncertainty change8° one feels

L]

eces~
more

uncertain op less uncertain because of additional informatioh about the ques-

tion. More information can change.the amount of uncertainty either beciuse
the new information adds to or diminishes the number of possible answers or
bacause it changes the relative amount of confidence that one attaches to

each of the possible answers. Consider the following example:

1. Susan has just finished reading a murder mystery and knows that, X is

the purderer. '

0 24
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2. Susan then gives the book ‘to Sgpry.
list of the names.of all the characteg in the book, one of whom is the mur-
derer. Henry has ‘no idea who thit ﬂfght be because he hds.p#f read the book .

On the first page, there is a

-

yet. Therefore, he considers 811 of them equaliy likely. i -\ . ://
‘« '3, Henry then reads the firat 100 pages. He.now believes with near .
certainty that.X is the murderer. ) . . ‘
. 4, James ‘also reads the first 100’ pages of the ﬁook. Re also sggpecta
X, but he is,less sure abBout it. He is less confident than John becduse he
thinks that Y might alsé be -the murderer, . . C ¢

5. Henry then Leads all but the last six pages of the book. He still;

thinks X could be the murderer, but he is now less certafn than he‘was afteq
reading only the first 100 pages. Because the. author has presented so many;

conflicting clues, he riow feels that except for the murdered person (it was e

mirder and not a suicide),
of .the book might be the murderer.

everyone, of the people menticned at the beginning
i

“This example shéws that different people can feel different amounts oﬁ
uncertainty about a single question such as "Who is. the murderer?”
» '
T 1. Comparing 1 with 2 (Susan has read it and Henry has not). we see
that Susan knows for sure’ who the murderer is but Henry has no idea, He |
feels uncertain about the gquestion. . . . {.
' . e .f
2. Adding information (by reading part of the;book) may decréase uns
certainty one feels (compare 2 with 3), increase ,uncertainty (compare 3 ,°
with 5), er not change it at all. (compare 2 with 5). One can reach the same
amount of uncertainty in one case becauge of ignorance (Example 2:'%Hehry
has .not read the book at all) and in arfother case because of a lot of 1péon-
sistent information (Example 5: Henry has nearly finished the book) .
» f
3. The same data can,influence different pegple differently ‘Cqmpare
James in 4 with Henry in 3. They feel ‘different amounts of confidenge in
the answer,“"X is the murderer," although they have the same tpformq ion.

"‘".

I
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Exercises - . :

.

¥
- ﬁ‘ "
1. For each question, ‘do you think the un_ertainry ia genex I o
personal?

* How manf microbgs are there in the world?

’ : divisible by 77 . }
Ig.ﬁthe number 247 718 div e by - i;‘

® TIf I bought a lottery ticket yesterday, would T have worl

I ¥hich athlete 1 win the race? ' "

- . ~
. a

ol

Ly




¢ ¢ What is.the age of the earth?’ ' ) S
' ' ¢ How much maney does George have in his pocket°. ° T
P :
2. Think of three examples of questions for dhich you have"™ personaL -
. feelings of uncertrainty and three questions for which you have general feel-
.« ings.of uncertainty. P ; ’

. N .o, 5 - .

. 3. Fach of the following questions has two posaible answe g: yes and no.
g‘/(ﬂFor ‘each questiod, (a) think of a piece of information that. wifl decrease your
uncertainty by mzking you more sure that ydu know the right andwer; then ,
(b) think of another piece of information.thgt will inctrease your uncertainty
relative to the uncertainty you felt after ( This informatiog’xill in -some
. way contradict the information vou gave in’(a).

1)
- . \

¢ Will tomorrow be a nice~day§ . R . Coee -
* & Is milk good for health? \ . S .
. Sﬁqpld children be.taught to read before enteriné first grade?

L

¢ i1l the Republicans win the next election?

. - v &
‘ ¢ I3 my car about to break down? o "
_r 4 - _
‘ .r‘\ "Will Nancy remember to pick me up at 53Q0 p.m.?. b -
. . . ’ - s
.Y & Will the algrn go off tgmovrow moraing?, ' _ 4’

- £ " .
¢ 4wi1i éf”fmpress the intérviewer during my job interview? . . .

- s . N " ’ ‘. k
Uncertainty and Decision“Making . :., . . -

J . t- , : i .

v In everyday situations, the uncertainty we feel usually does not keep us

from acting. Even the most cautious of us do not, delay actdon until feeling

_certain. If one always waited until one felt certain, one would rarely take
any action at all. . .

L4 &

* It is not certaih that I'11\reach work without an accident on‘the way.

¢ I can't be certain that when I turn on the hot water 1 won 't get a

" cold shower, _
-~ ¥ ri ) - _ .7 .
¢ Ican't evén be completely certain when I go ta ped at night that the
L SN *bed won "t collapse. - .

A 3

When such possibilities gre raised, we are suddenly conscious that all
‘those situations are, to some extent, uncertain. Bkt the chance of something
going wrong is so ‘small that we are willing to "take the chance and proceed to
drive to work, turn on the shower, or climb into bed. LA
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Even when we are not willing to disregard the less probable outcpmes,
we do not always avoid action. Sometimes we can act and éake suitable safety -
steps. J ~ L .- - .
. . N N '- . e (.‘-\—}-‘. . ' . . -lﬂ r
® I'll take an umbrella on & cloudy day because I don't want to get wet )
if it rains. ' - - \
. ¢ i . - ' . Lo
- 4 . -
> o ¥My friends s&id that they will try to visit me tonight. I'm chilling
. a bott’le':% f.vine, although I know that they probably won't come.-
) . .r '.:_“-l 'f; - , 7 ‘ o
~ In contrast to these e:;amples. in which we act because the uncertainty ia
small oy the safety steps are.easy, there are situations in which uncertaiaty
looms large. Still we must take some action. - ' . .
. r - . L" 1° P - - . . IQ
‘] ® fow much food should I prepare for the party? -8 v
. What job shall I accepf? ' . S ]
With decisions that are important to us, we act, but only after careful 2
consideration ahd?o{teﬁ while still very much in doubt. .o> .

. ) Y . '
Finally, remember that not making a decision is itself a kind of decision;
not taking an action is & kind of “action. . ) -

.Shall I go~to & movie tonight? I Bave read conflicting reviews of the'
film and feel uncertain about whether I'll like %it. At 9 p.m. I reallze that *
it is too late to decide, aince the movie has already started. "
. This book will look at situations in which peofle feel uncertainty.
We will diicuss mistakes that we and others make when thinking about uncer-
tainty, We will suggest how to detect fallacies and biases and how to aveid- '
them. In general, we will explore how we can.improve our thought processes -
and our thinki,ng under uncertainty. . L, ‘"
- N A A
Good Results Do Not- Alwaya Follow Good Processes. Even if we' corld con—
sistently adopt all the recommendations made herein, we canidt be gure that
each rational and carefully considered decision will lead té. the desired re-
sult. If we decide after careful congideration, during which-we avoid every
. poasible fallacy and bias, to chooae Job A over Job B, Job A may still tum
- out to'be 2 much worse job than Job B. 1In thia case, although we adopted & -,
good thinking process and made a good decision, we got & poo.’s',:'re.suit.

. This ia & natural characteristic of situations in which % Teel uncer- 13
tain:- The outcomes of our decisiods are not predictable in’'advance. Thexe- |
fore, we cannot be sure that, & good deéision procesa will ce¥tainly léad to T
the desired reaults., Our capacity to predict an outcome.if advance i§ the

factor thar diatinguishes decisiobs nnder certainty from decisiong yndexr, e
.meertiinty. ' . .. ﬂi % et
) Lo R P R
, &A mountain giide hed g decide whether to take Route A or-Route B. '?'l’t‘i&
. goal was to reach the lpke as_quickly ‘aa possible, The guide kngw ‘that Route

:-.; A 13 shorter than Route B and.that the routes have aimilar, uuphq;h'a'%fcfads .. :

*« The.guide, decided to go the shortesat wdy, Ropte A,. However, close tr‘gathe ake, <~
LT -
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the group. found that Routé A was completely, blocked by a’ rock slide; group mem—

-

bers had to retrace thelr steps and take Ronte R, -

If someone had asked-the guide,

1]
Route A will get you to-the lake fastﬁ"gﬁ

have been, "No, not absolutely certa}
can happen.

one could not be completely confidentY¥ar Eodt afwagﬂ!kear elther.

a characteristic aituati&n in making
nothing wrong with the decision proc

available, the guide made a good decisig

of an unexpected rock slide, the road
lake after sunset.’

an
but P

(

was

hl

?Qﬂf

‘.' !Of ";h&

F
Siied and the group arrived at the

bsplutely certain that taking
e.B2," the response would
L‘.)Q sure.” Unexpected things

r u There was
ide.

"outcome was bad.

ertainty.
sBecalise

.l
’

No ‘one could be complet: ﬁqeéﬁfiﬂenﬁgﬁhat Route A was clear, but
This is

.

According to the,data

We” have seen that a pood decision made under uncertainty can lead to
an undesired result. In contrast, consider the following: .

An Israeli visited the United States. MWhen he came out of the airport,
he hailed a cab. The driver looked at him and said, "Are you &n Israeli?"
The man was surprised, saying, 'Yes, I'm an Israell; how did you know?" The
driver answeréd,."That's easy. You wear a patch on your eye. Moshe Dayan
also wore a patch on his eye. g;yan was Israell. So I figured you are, tbo.!

Poor decision processes can sometimes lead to good'resulﬁs. .

.

When we feel ce}tai% gbout a specific situation, we can predict
with complete confidence the outcome of each of our possible actions.

When we feel any uncertainty about a°situation, we cannot pre-
dict with complete confidﬁpce what the outcome of ouyr actidns will be,

. - —

Under justified certainty,?%ood dedision processes are followed by .
desired results, but under uncertainty, good. decision procesaé% can sometimes
be followed by undesired results, while poor decision processesg can somﬁtimes ’
be followed by desired results. a

. Becaugse of these characteristi¢s of decisions undet uncertéinty, there
1is no way to make inferences about the quality of the decision process based
on the juality of the results.. You cannot téll the guide, "Because you are
late, your decision to take Route A was wrong." This argunent would be as’
unreasonable as saying, "You did not get six when you threw the dice; there-

fore,lyou did not throw well."

T

[

"If I can't be certain of getting a
The

It would be reasonable to ask;y
desired result why should I try to improve uy decision processes?"

ansyer is that the better our decision processes are, the more likely good
re ts are, +*Someone who adopts good decision processes gets more degired

results than someone who adopts bad degision processes.

=

1 -
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- _Thé rules and suggestions presented in this book are recommendations for
i * good thbught processes to use when making decisions under uncertainty'. The

overriding message from them is, "Wait a minute. Think gwice.”” Don't rush to

- “conclusions.” To adopt these techniques takes much time and effort. Not all
réblems, situations or questions that arise under uncertainty will require
o  special efforts. .Bﬁt if you know the rule$ for better thinking, you can use
them for problems that are especially important tp you. * 0
\ . \ Ll L

,~Exercises - '

-t - v
’ - . 1. For each of the fol‘lowing ﬂecis:l.ons first judge whether the decision °

was good or bad. Then, for each bad decision ‘think of a possible good out-"
7come. For each goth decision think of a possible ba¢ outcome.

i

-

— a. -last night, Bill'ddcided that he wouldn't set his alarm ‘clock but
woula wake up by himself:  * -, -
e ] _ b. This morning,, Bill refused* to eat an egg that was bought; 3 week.s ago,
. ’ insteacﬁ he ‘cooked an egg that was bought yesterday: ‘

D -

c. Bill left the house by jumping ott a window, al!‘.hough his apartment -

-#ts on the second floor. N ) .
: . N rang, . ® . . N ) .
. . . d. When B#tl got to the, bus ®top, gwo buses arrived.. He took the full * -
" bis, sayimng to himself, "Full buses get there' faster because they make fewer
e stops "o . _ , X
- - ’ “w
, - . - . Fad
’ "¢ e. When he arpived at ‘his cohege Bill was late to class. He e%ered
. attothexr class, saying, "I have to make- life more interesting.” \
L
o : « £. -Bjll had an appointment with a denfist at 2:00 p.m. He arrived
at 1:45, saying, "I don’t want*any. more trouble today. . *
i Y, g. The minute Bill got home, he gat “down to stu’dy for his exams, say-.

ing to himself, "I still feel pretty good. Létér this evening I willk feei

oo tod t:l.red to atudy "o } . N

h. In the evening, B:I.li went to visit a friend he hadn' t seen in a 1ong
time.

’ . . . b . .
-
., i

o i. Bill walked back home, Baying to himself "The bus schedule at night
is terrible. Sometimes you have to wait an “hpur for a bus." . . . o
] N *
‘ 3 Before going to ‘sleep, Bill set hi's alarm for 7:00 in the moming,
saying to himse.lf "I have to learn from experience "

‘ * - ’ \

' 2. Think of five examples qf good decisions which may be followed by,
“tundesired resuylts. . 3

) - * L B ‘ “n
. ‘.‘.‘ ¢
(. - .
p " ' Lo
“r . | . *.- _ - -
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DEFINING THE UNCERTAIN SITUATION

i \

o' Inzkﬁducti “\\1 ,
Sy "Gn the first of Janyary, 1981, Wilma A. Smith, 'the lessor' will transfer
* . to 'the lessee,' George S. Jones, the house keys for the residence at 1850
v Mainﬁﬁyrdet, Parkington, Illincis." This sentence from a legal contract is
. formutated clearly and accurately. The words, "lessor," "lessee," and "resi-
dence” are explicitly identified. Every word in the sentence has ome and only
- one meaning and the whole sentence portrays a clear message.
. RN
. This strictness does not usually exist {n our natural language; our -
! eve:ydé& language is net built in such an exact fashion. Everyday language,
. ¢ because of -its many uses, includes many words whose meanings are not clear. A
-4 Even two peéople who know the language“will not always take the same meaning
fronm a single sentence, Por example, a husband and wife are arguing: ''Was
» P last yeat s vacation 2 success?" One says, "We visited too many cities and
s 30 %xhausted the vacation was not successful.”" The other counters, "We got
‘. to ireanew parts of the ‘country; it was terrific.” _ ,
, This situation is one that could be characterized as a certainty situa-
bid tidd. The vacation is over and both people knoy the facts about it. The . ™
., argumedt is not about the facts but about the meaning of the term "successful.”
The difﬁgrencebiﬁrgge neaning of terms is important in situations involving
s certainty. We will see that agreement on the meaning of the terms is even
mﬁre important in uncertain situations. )
Suppose the argument took place before the vacation. Will the coming /f
vacation be suctessful? This is an uncertain situation because no one knows
<  how the vacation will actuzlly turn out. Differences of opinion will exist,
" -and the debate will concern facts about possible future events; but in addi-
tion t of the debate will involve & lack of agreement on the meaning of - ‘
“a guccessful vacation." Uncertain situations cause difficulties because of
their very .nature.- In order not to make it even harder to cope with these
,. . . situations,‘one has to be meticuléus about the definitions. Defining terms
, is actuéily the first stage in looking clearly at problems; therefore, a
 clear formulation of the problem is often the key to good decisions and .
effigiént actionss ¥
P R c! . Ty
,.fh this chapter we hope to convince you of the importande of clear for-
mnlaugbn in general and in uncertain situations’ in particular. We will also
e recommend a tool that will enable you to test whether a problem is formulated

+ L]

1

clearly‘. ) o » e
¥ Vagueneds and Ambiguity in Language ’ ) T .

If we agk for-an opinion about a mutual friend &nd get the answer "nice,"

. we will not learn much about her character or her appearance. There are many

y words fn our vocabtlary like "nice," 'successful," "difficult,"” or "bad" that
point -ouf® the ‘spedkar's general intention without communicating much

-
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information.. Yn daily 1ifé, we.infer the exact meaning behind such general

words and phrases with the help of past knowledge about the circumstances

or past acquaintance with the speaker. For example, when Joseph tells John,
"What a nice day,” John can interpret it as "The sea was quiet; it was not

hot; nothing went wrong with the boat,"” because the two of them just came

. back from a day of sailing. For someone returning from a tiring trip, "a

nice day1 might mgan lying down on the sofa reading a book and drinking beer.
Ll - ] * ’

3 - PR —

p—

E
Vague words convey only a general meaning which we make spe-
&ific with the help of past knowledge and the context in which
. they are saiﬂ ’

S ' . * - -

There #¥e Sther words in the language that cofivey a relatively,exézt
medning, but each suych word has several possible meanings. Consider the fol-
lowing example: 4

© LI

'® ‘She wore 2 hard rock:(giamond) on her ring finger.

L
L)

: , .
® This is hard rock candy.
£ .
- ® He was drilling through hard rock.
® My favorite kind of music is hard rock.

® This rocking chair gives a hard rock. ) '_“J
Bvery one of the meénings is understandable in itg context. In a suitable
context there Is no vagueness about the meaning. We call such words ambiguous.

-
——
v . N ‘

¢

. Mubiguous words are words with mﬁltiple meanings.

+ |

. . . / ;
The Advantages of Vagueness and Ambiguity. There are many domains in
which vagueness or ambiguity in natural language is. a positive contribution.
A good example is the symbolic language Jf literature. The poet David Fogel
has described his childhood as "blue.” He did not intend to provide an exact
definition of his childwod. Instead, in the phrase "blue childhood, " he
tried to convey general sensations conceérning his thildhood:’ blue sea, blue
sky, peacefulness. « Blue also evokes thbughts of infer sadness or even _of
puritanism ("blue laws"). But this ligt of meanings does not exhaust™the
possibilities. The poet and the reader can find a broader and deeper meaning
for the expression'"blue childhood.” e poet chooses or even invents vague
or smbiguous words and expressions; the more such expressions, the richer the
_ poem. . ;-

Another use of vague lenguage hich all of us take for granted is aot
the langusge that makes a poem rich metaphorically, but the language that makes
the writer 'rich materialistically., This is advertising language: “Things go
better with Coke," "Marlboro Countyy," or "Reach.out and'touch soibgone." With
vague and ambiguous axpresaiona e writer tries to influﬁggg_:ﬂb 1istéver
without the listener's 8wareness ¢f the ambiguity.

Hom

' » -" 3 ’ . .
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In daily life, we sometimes use vague or ambiguous language to.aJ:;H
conflict or to be polite. 1f somebody asks us, "What happened to Fred? Why
isn’'t he in your office any more?," we may prefer to answer, "It didn't work
oit," rather than going into detail with, "Fred got fired because he came late,
QuarreLed with others, and was gven suspected of dipping into the till.'" “By
saying, &It didn't work out," we leave the meaning intentionally ambiguous.

In dail} conversation, a really specific answer would often sound ridiculous.
For example, "How are you?" No one would be likely to angwer in. detail about
'bod§ temperature, a lingering cough, recent mood changes, etc.

Even in formal langiage, ambiguity and vagueness are sometimes ysed
intentionally. In the peace settlement between Egypt and Israel, there was
mention of future talks about autonomy with reference to the Palestifnian prob-
lem. But autonomy for what or whom? This was left unspecified so that in
discussing the treaty, Begin could say the autonomy referred to the Palestin-
ian people, while Sadag could say it referred to the disputed land.

In summary, there are many advantages to vague and ambiguous expressions
in natural language.

Vague or ambiguous expressions can (1) activate the listener's
imagination, (2) conceal information, or (3) avoid conflict.

- ’ * -7
The Disadvantages of Vagueness and Ambiguity. The trouble comes when we
use vague and ambiguous expressions unintentionally or umnecessarily. A vague
formulation of a message may cause mlsunderstanding, wrong decisions, or faulty
interpretations. Most of us remgmber saying, "I didn't intend to insult Yyou;
you simply didn't understand me,” or "That's not what T meant at all." After
a long argument, we hear, "Ah, is that what you're driving at? 1 agrite com-
pletely.” Vagueness causes misunderstanding because of the gap between the
meaning the speaker intends and the meaning the listener is getting.

»

Henry claims that during the last 2,000 years, humans have not progressed.
Helen claims that humans have made astonishing progress., The debate between
the two relies on the meaning of "progress." Henry means moral progress; he
does not see any. Helen means technological progress, which 6bviously has

occurred. T4 ,
~,

Dan and Paul are discussing the need for 2 Saturday committee meeting.
Dan sags, "We have to start early because the agenda are so long.”" Paul says,
"No, I like to sleep in on Saturday. Let's start late." Will they have a
rancorous fight and cancel the meeting without ever discovering that Dan's
"early“ on a Saturday is 9:30 a.m., which is also Paul's "late™

Ag a first step in any argument, the two sides must test the terms.
Do they understand each other? Do they agree on the inteFpretation of criti—
cal terms? .When each one of those taking part in ag argumebt means something
else by the same term, they will not argue with oqiignogher but in parallel.

/
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The debate over human progress in the last 2,000 years should begin by
réaching an agreehent concerning the subject. Even after an agreement that
the topic is "moral progress," debate*mg% continue. Helen can argue that

] eliminating.the death penalty means moral progress, yhile Henry claims that

' : ,' it is 2 retreat. But this is a debate about substantive values, niot a debate
o based on ﬁisunderstanding.

3

. ‘ L

Vague terms cause misunderstanding.

&

Barly agreement‘shpqld be reached on the definition of terms.

A debate affer such agreement may be fruitful and interesting.

-

A ygebate based on vague and. ambiguous terms is pointless and
unproductive.

Exercises

) 1. Find,in the newspaper or any piece,of literature 10 examples of
intentional vigueness.

- 2. Look at a weekly horoscope. ' ' L
- - ]

® Find the vague or ambiguous words.

® Rewrite the horoscope replacing each vague\“j/// iguous word with

a clear one. *

f

Did you learn something about horoscopes?

A

.

e Clairvoyance Test. When we are in an wmcertain situation and we can-
not"decide between .a dumber of ppssible answers to a question or problem, we
must first clearly define the problem that faces us. How will we know when iy
the problem is‘clearly defined? ‘

] ¥ - - .

A test fg determining claritly is the "clairvoyance test,"” Imagine a
person who knows the answers to all possible questions.. This person is called
the "clairvoyant." TiHe clairvoyant knows all that happened in the past, all
that happens in the present, and all that will happen in the futpre. But the
clairvoyann knows only facts and cannot make interpretations or‘inferences.

The élairﬁoyant knows all facts but doés not explain, interpret,
or infer, , ‘
A term, phrase, or statement ﬁhsses the clairvoyance test if the
R clairvoyant, relying solely on facts, is able to say @ether the

statepment is true or false. »

. A question psdsses the clairvoyance test if the clairvoy&pt
relying solely on facts, can answer it.

f




1. How many people will attend the lecture?
2. Will the audience be large or small?

The clairvoyant can easily answer the first question: "One hundred forty-
three people will attend the lecture." The clairvoyant will not be able to
answer the second question because it is not cledr whether 143 people is a
large audience or a small audience.

A local group is sponsoring a public debate on creationism versus evolu-
"tionism in the public schools. Two members of the group want to decide
whether it will be a "hot debate.” The importance of a clear definition may
be seen if we assume that such a debate has already taken place, that the two
members were present, and that they cannot agree whetﬁer the debate was hot,
or not. One says it was a hot debate because it went 20 minutes over the
scheduled time. The other one claims that it was not a hot debate because
the discussants were all polite to the finish. How could they define hot
debate to avoid this disagreement? A hot debate could be defined as "a debate
that lasts long after the scheduled time." This definition would not pass $he
clairvoyance test because the clairvoyant would not know how many minutes or
hours “iong afger" meant. Definitions like "the debate lasted more than 2 &
hours" or "ar least two discussants raised their voices above 30 detibels for -
at least 10 seconds' would probably pass the clairvoyance rest. After the
debate, any one of these definitions could be used to decide whether it was a
hot debate.

Will my two friends become reconciled? The phrase "begome reconciled”
must be defined before this question can pass the clairvoyance test. We
could .define it as "my two friends will say hello to each other when they
next meet” or as "one of them will invite the other to dinner within the pext
month.”" Either of these definitions would pass the clairvoyance test.

0f course, saying hello is not really all that is meant by "becouning
reconciled.” Often a definition thar passes the clairvoyance test will ,be
mich parrower than the ordinary meaning of a phrase. One way to broaden the
definition is ro list several Specific behaviors, any one of which would be
taken as indicating reconciliation: 'They say hello next time they meet, or -
one invites-the other cgﬁ%}pner within the next month or they talk noge:her
on the phone, at least © within the next month.” This definirion is broader
but still pdsses the clairvoyance test. Even so, such definitions do not
capture the subjective feelings of friendship and affection,that reconcilia~
tion implies. Clear definitions.that pass the clairvoyance test will not
always contain all the rich implisajions and associations of' ordinary lan-
. guage. But the clarity that the clairvoyance test assures is necessary for
effective decisioﬂ‘making,

!

-

} [d
For effective decision making, all terms in the.problem state~
ment should be defined so that they pass the clairv?yance test.

Fal




Is the road -.to Sarah's mountain cabin a bad road? What is a "bad road?"
4 road could be bad because it has steep hills or sharp curves or because it
is narrow or deeply rutted. Each of thesé characteristics, in turm, requires
further specification (how steep is a steep hill?). Many definitions are
posgible, and each could, with care, be worded so as to pass the.clairvoyance
test. Which definition should we use? To choose the best definitjon, we
need to know wny the question was asked. What decision rests on the an&wer?
If the question was asked Because the county is considering taking over the
road, the best definition of "bad road" may be "costs more than $2,000 to,
bring up to cownty standards.” But if the decision is whether you will visit
the cabin thi¥ weekend, the best definition of "bad road" may be something
like "cannot be negotiated by a 1980 VW Rabbit in second gear without damage
to the car."

- Exercises ! N .

1. The second question in the exercises for the preGlous section asked
you to rewrite a horoscope. Do all the components of the rewritten horoscope
pass the clairvoyance test? If not, improve them.

2. Dpefine the following phrases so that they will pass the clairvdyance
test. Give two definitions for each phrase.

® A cleﬁér man,
® A thrilling book,

‘e A frightening movie, -
® A grave situation, ) . -
® A just trial,

- ® A good teacher,

¢ Nice weather, and

® A wealthy man.
s b : .
3. | The definitions you gave in Question 2 were probably narrower than
the ordinary meaning of the phrases. For each phrase, give an example that
guits the ordimary meaning but does not fall under either of your two
defirlitions - , N .

L]




CHAPTER 3 . S

LISTING AND ,GROUPING POSSIBLE ANSWERS

The Importance of Considering All Possible Answers '

) In a8 day care center, the teacher was shocked ts realize that a 3-year-
0ld child was missing. She had arrived &t the day care ceater as usual, played
with the other childrea, had a snack with the class, and an hour after the smack
was found to be missing. The teacher asked the neighbors to help him look for
the child in the area surrounding the day care building, Y'She probably did not
go far away in.l hour; ghe's only 3 years old." When the search was in vain
the teacher called the police. Police forces.got organized for the searching
process. They listed the possible whereabouts of the missing child:
-
® 1Inside the day care center (perhaps she wanted to hide somewhere and
fell asleep)
® In the area surrounding the day care centey, within a radius of half
a mile (& 3-year-old child is not capable of going very far in an
hour's time), ;
® Tn a park 2 miles f:om the day care center (perhaps she was taken
there by somebody) - '
. In any other place, farther®than half a mile away {(perhaps she
' climbed in a parked car that began moving).
Only after ralsing these alternatives did the police forces Begin their
search. , .

If we compare the police force response to the situation to the teacher's,
we can see the police were much more efficient. The teacher did mot think
about different possibilities cqpcerning the whereabouts of the child. He cen-
tered his actions around the.one possibility thst he thought whs most likely.
The police also raised the possibility that the child was somewhere near the &ay
care center, but they considered other possibilities as well. The child may
finally be found near the day care center, proving that the teacher was right,
but we have previously learned not to judge a decision process according to the
result. The fact that the child was actually found to be in the neighborhood
does pot prove that the thought processes of eliciting and acting on only one
possibility is the right process.

. Hhen,we think about & problem about which we feel uncertain, there are
.some advantages in listing all the pdssible answers, even the less likely ones:

i, The elicitation of other possibilities, with reasons for them, weakens
our overconfidence in-the first elicited possibility. If the teacher had
spoken with the police, Iistening to their possibilities and arguments, ‘prob~
ably his confidence in the idea that the child ig mnear the building would have
been weakened. He'would probably have thought,."I have to admit that I didn't
think about those possibilities." . .
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2. When one raises only one possibility, activities directed at other
possibilities are completely neglected. All efforts are centered aroquponb
most favorite possibility; all the neighbors looked for the child around the
day care center. Bven if, after considering all possibilities, action were
to be focused on just one possibility, the explicit listing of- the other pos-
sibilities prepares us mentally for those other possibilities, If the child
is £inally found in the park, it will be easier to adjnst quickly tq the idea
‘that she ig there than if we had not thought about it before. We will be -
less surprised to find out that she is in the park after raising this as a
possible place than if we had never thought about it  at all. !

3. The listing of other possibilities can also be of practical Jimpor-
tance. If the child is not found near the day care center, searchers will be
Bent more quickly to other places. There are also situations in which it will
be possible and efficient to act on many possibilities simultaneously, sending
some - searchers néarby and some to the park.

i e ’
\,/4° One does not always act in accordance with the most probable possibil-~
ity. Even if the police believe that it is most probable that the chiid is
near the day care'center, they may prefer sending searchers to the park where

. there is a deep pool, because of the danger for the child. In those situa-

tions, it is most important to think in advance about many possibilities, even
those that are unlikely.

L}

- -

- It is not appropriate to focus on the first possible solution
that comes to mind concerning a problem. It is bettet to think, in
‘advance, about all possibilities.

A

This process of listing all possiBilities in advance enables us to choose
a possibility that is judged by us to be the most suitable (not necessarily
. always the most probable). Moreover, we can prepare ourselves menthlly. and
practically for additional possibilities judged by us to be less probable.
Finally, listing all possibilities enables us‘to plan for simultaneous action
relevant to several possibilities. For example, the designers of nu lear
power plants try to think of all possible ways the plant could faii/so that

/,_. they can design safety systems for all those possibilities.

ﬁgL we gshould 1ist all possibilities and how we should organize them
will be covered in the next section. '

ExeXcises . ' .

1. ,Liet as many possibilitiea as you can to explain the following situa-
tion: *".'. . he woke up and looked at his watch; the small hand pointed to
5. Same liéht entered the room. His wife was not near him. He remembered
that she told him she would come home at midnight. 6 He became amxious. He ran
to his phone and called his parénts. Hig father answered in a drowsy¥ voice.
_ No, his wife is not there. He asked whether perhaps his wife arrived while
his father was sLeeping He got a pegative answer. He considered his next
stéps.” '

[ * R - - - Y
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2. My car won't'start. List the 10 most likely causes.
3 3. The phone rang at 6 a.m. When you answered it, there was only a
dial tone. Why? List the five most likely possibilities.

: _ °
2 Structuring Possibility Lists , . N

3 Eﬁaggle A. You meet a person. Was this person borm in Canada? The’
: problem is clearly defined, and it is easy to list the possibilities. There
are only two: (1) yes and (2). no. .

Exémgle B. I have a die in my hand. On which side will it fall? The
possibilities are (1) one, (2) two, (3) three, (4) four, (5) five, or (6) six.

Examglelc. I have a current American coin in my hand. Which coin is. it?
The list is (1) pemny, (2) nickel, (3) dime, (4) quarter, (5) half dollar, or
{6) dollar. . .

We will call such lists “1lists of possfzilities." In all three examples,
it is easy to list all possibilities. But 1f the question in Example A had
been, "In what country was this person born?," many possibilities would come
to mind. All the countries in.the world are possible. In a situation where
there are many possibilities, we often will not want to, or not be able to,-
list all the possibilitieg. :

&

When we have many possibilitieh, it is worthwhile to grouP‘them
into categor;gh; each category will contain & number of possibilirties.

Grouping into categories is guided by a certain rule.. For examplE, we
could group the countries according to continents. Thus there are seven cate-~
gories of possibilities (one for each of the seven continents); each category
(continent) will contain a number of possibilities (countries). e catego-
rization could be guided by a different rule, for example, lang :+ English~
speaking-countries, French~speaking countries, etc. The number of categories
will be the.number of languages. )

. - [
a

Categorization is not a process that we use only in uncertain situations.
We encounter such a& process, daily under another mdme: classification. For
example, a library is interested in organizing a catalog of books so that
people can easily find a specific book. The books have to be classified .
accor&&ng to one or more specific rules. A book can be classified agcording to
one of the following systems or according to seve:aliof them gimulta 1

- !

1. Por classification according to subject, each subject (topic) will

‘be ascategory-and in each category.the number of possibilities will be the
number of books on this ject. .

% : . . /
- 3There are a few countries with more than one official langq#ge. These will
cauge problems for grouping, which we will discuss later. [,
’ /
. _ / »
. / . aed
) /

‘ .. .2538- . N :




i . 1 ', -

w
L]

2. For alphabetical classification according to the title of the bhook,
each letter is a category and the number of possibilities in each categéry is
L~ the number of .books whose title begins with that letter.

3. For alphabetical classification according to name of author, again,

each letter of the alphabet is a category. b

‘ Any other classiﬁication is possible as long as it is useful.

One can subdivide any list- of possibilities (see Figure 1) jinto a few ' :
broad categories, each of which contains many possibilities (see Figure 1b),
or into many narrow categories, each of which contains few possibilities ~
- (see Figure ic). An extreme case is the case in which each possibility has
. 2 different catego:y see Figure la),. ;

(a) 24 possibilities

-

d ] I - ) :
- 7
- L] ] u-

(b) 4 categories with 6 possibilities each

{ p
. l‘ ; \..
(c) 12 categories with 2 possibilities each . . N
A .o /. R ”
L3 L T
Figure 1. Categorization of 2j possibilities. ‘X
The decision qpncerﬁing thé‘huﬁber‘of‘categories depends, of course, T

on the problem, on the purpose of the classification. rWhen one has to rely

on one's memory, about five to seven categories are most efficient. e than

h,/? seven categories place a strain on our cognitive abilities, while fewer than
 fiyve may leave, too many. possibilities in each category. . v/
L]

Let us look at another classificat109 problem* How should you fil ‘thg
 bills on your desk? You want a system thdt is logical 80 that you can ckly
“find an.old bill when you need it. You could file them by month: All bills
paid in one month go in the same file. Alternatively, you could file them by .
payee: All the phone bills go in one file. Can Yyou think of anj{other ef-
figient filingifystem?

¥
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" Exercises
1, Group the possiﬁtlities you raised in Questions 1 and 2 in the
exercises of the previous secQ{op into categorifs., Give a name to each
category. -y - an 2
. * «"! / * -~

. " 2. Classify the bookp in ¥our private library into five to seven cate-

gortes, Give a name to éach category. What is your classificatfon rule?

~

- ' 1 . - g: . ‘
Necessary Requirements for Category Lists . ://” .
- N »

Clear Definition. Just as a problem has to be clearly defined and has
. to pass the clairvoyance test, so do all the categories (or the possibilities;
1f we do not group). We have to define the category names so that the clair-. .
voyant could say without any doubt Into which categorles every possibility -
falls. If the palice forces asked the clairvoyant, "Where is theschild——in
the dgy care center, around it, or far from 1t?,” the clalrvoyant would mot
have been able to answer because it is- not clear what exactly is meant by
Yaround” or "far."” But if asked, "Where is the child--in the day care center,
withined radius of half a2 mile, or more than half a mile?,” the clairvoyant
N, . could have answered. . . -

-

Consider another example: ‘

Alice: How many burglaries were committed in your.neighborhood last

year? N ’
Tony: Not so many.

’ Maybe Aldce knows what Tony means by "not so many,” but the clairvoyant

does mnot. The’ clairvoyant could not answer the question, "Hoy many burglaries

were there--few, not so manyNor many?" The clairvoyant knows that' there

were exactly 10 burglaries, but i1z 10 few, not so many, or many? The clair~

voyant can.answer the question, "Hoy many burglaries were there--less than 10’W

, " 10 or more but “less :than 50, or 50 or more?" . . : ,
" ‘ "
It is not always easy to glve precise definitions to all categories. £

Often. the differences are not very clekr, and the bounda¥ies between categories
are vague. For example, when you get a driver's license, ybu must state your
+ eye color. Eye colors ar®'problematic in the sense that they are not clearly
defined. When does blue become green? In spite of those difficulties, the e
- wsual clagsification is (1) black, (2). brown dr hazel, (3) grey, (4) blue, or
(5) green, However, even the clairvoyant may have difficulty in deciding
how to categorize the eyes of someone whose eyes are bluish green, varying
with the color of clothing. The+categories are not well defined. (One could
define eye color onj the basis of wave lengths, but the measurement would be
* expensive and not Y ry ‘practical.) In difficult cases, we should agree, in
advance, on a classification method for assigning each possibility to a cate-
gory. .One method 13 to specify, in advance, that there is a judgt who decides
how to classify each case. For a driver's license, the applicant is-the

‘ judge; all people decide their own eye color. In other Bituations, we can .
) select a judge, or eyen require that.two people agree on the clagsification,
o I
r. 27 4a )
40 .
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h a third person to Tesolve tieh we coul&r for example, specify an expert .

-
will decide, for countries-in which,more than one language is spoken *ﬁhat ‘.
primaxy’ language is. T . . » s

n.': - -

- *r 4 CL
Ag.we call for strictness i the’ clear definition of the groblqg,‘eoﬂwa, L
L hawe~to be very strict about a clear definition of the categories. It ' Lo R
tmportant so that each possibility hag a place.in the classification, apd _’§ g
re will be no arguments. “When clear definitions are difficult, we_ will = )

'come the ‘difficulty by specifying a olhssification method in advance% v

1
”»

Sometimes developing clear definitions for categories will serve ko, ':Qr..

#fm 2 vague problem. For example, we could develop categories by which  ~ % - -
:lasslfy roads. The category "bad road’’ might be roads that haye potholes ... r -
‘utg more than 4 inchés deep, and so forth. Such category défiditions-”, = ~

o

d/then clarify what 1s meant by the question, “Is the road’bad?“ s -

K 1.' '
Clear definition is a necessary condition for a good list of categoriﬁs, :
1t is not a sufficient condition. For a good list we will need further  #*.

L iremnts - . - [N v

. - v -
- -

‘Exhaustiveness. Each list of categories must be exhaustive that is, S
wst be capable of including all possibilities. . S ' ;

In the classification of motor vehicles, the license bd:eau creates s
gorles sach that all motor vehicles will have a place: trucks, buses, .
8, private cars, motorcycles, and speclal cars. Qs

When we say that the year‘is divided Into four seasons, autumn, winter,
ng, ‘and summer, each the 12 months can be assigned to a season.

It 1s not always easy to ereate an exhaustive list. °

2

Example A. I decided to classify the books in my private library accord-

to subjeet. I,could put most of my books under qne of these categoriess
fiction, (2) poetry, (3) science, (4) philosophy, or (5) art. After putting, .
of the books Into these vategories, 1 find some books left: a dictionary, ‘
’¥ of puzzles, ¢hree cookbooks, and a book on photogrZphy. I could add |
categories, one category for each of those books, but then I would have’ - .
many categories, some of them with one item only. - ) ¥ ] '

A more practical solution for the above groblemg-woqld be to add'only one
tional category ich all the remaining books™Will belong. The name of .
category could be "ofher“ or }niscellaneogg,“ The additional category

apsure that the list will be exhaustive-&very book in my library can ﬁg -
jorized. For the classifiecation of motor vehicles mentioned above, e
:1al cars" ~was actually the miscellateous category. ;

L
-

!
-~
- -
Exaigle B.  The editor of the local newspaper grouped the newsiénf% four *
ories: (1) international pews, (2) national news, (3) local.nefs, and®

wcorioin.c news. News for tijgse four categories comes across the desk every .
but what about, all other news? A new Miss Universe was elected, new Xxe- .
h'on cancer has promising results, etc. Should the editor add more cate- o
:8 for meédical news, for beauty competitions, or-for anything else which~ : - f
along? This would be 'ridiculous; almost every day some unpredictable -
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° events happ’én th&t’ would’ not at into any category. Again, it 1s worthwhile
dding only ong fhore category, "miscelianeous," into which all the other news
will be grouped. In this way, we ensure that the list of categorfes is ex-
haustive, there are not too many categories, and there is a proper .place for
. + a unusual or unpredictable news. Go back to the example at the start of this
chdpter; you'will see that the Tist of categories the police developed con-
cerning the whereabouts of the child yas actually an exhaustive list.

. T A miscellaneous category is especially important in uncertain situat:ions,
‘. when it is difficult to think about all possibilities .in advance.

»
- . L3

Exclusivéness, 'We mow add a further requirement. Not only should every
case have a plice, but it shou® havée one and only one place. The categories
have to. be definéd in such a way that not more than one of them will include

. the game possibility. Ruth and Nancy have a game: a board with squares- on

. it, dice, and toy soldiers. They decided to invent new rules for 'the game so
i that it will be more interesting. Each player tries to move her soldiers to
the opposite gide. The one sho moves all her soldiers first will %in. The 3
rules for moxjing are as followa. .

~

'
¥,

1. Each player in turn t:hrows- the dice..

S % ,
’ 2. 1If ghe .gets an.even number, she will progress as many squares as

- . ghown on the dice. .

- L a

3. If she gets an odd number, she wi’ll;ret:reat as many squares as shown

on the dice. .
: ll!r '
4, If shé gets a number divisible 1:); three, she does not move.
. - . 4 ’ R . . % . > M
'S * The,two begin playing. Ruth throws the dice and gets a six. “Harvelo\e
) I cah progress six steps.’ "No " responds Nancy, "eix is divisible by threej -

you have to :éay where you are." .

N

represen by two rules .(possibilities); six is an even number and a number a
divisible by three. In other words, the categoxries Were not exclugive. In
by, the above example, poor grouping cauged only an argument, but: if the police _
) _ forces search all possible areas for "the missing child, nonexclusive possibil-
" ities may causs‘ duplication of effort., -

. . 0f° i%xse Ruth and Nancy 8 new rules are no good because one outcome was

- - »
L
1

- Tf‘lus the third requirement is that the cat‘.egorieh in the list of cate-
- gories must be exclusive. The only way to check whether the categdries are s
exclusive is by logical testing; we have to imagine a case suitable to two or
e more categories. Consider the following'example. In ag. attempt to create
categories for vert‘.ebrat‘.ea, we decided on five categories: (1) mammals,
(2) reptiles, (3) birds, (4) ereatures with fins,-and (5) other, _Is there a
'vertebrate that is included in more than one category? Yes, the whale is a
' mammal and hag fins; thus, At belongs in both the first and the fourth cate~ °
< gories. The categories ave therefore nonexclusive. In tl:n&;ame way, we could
think about the piece of news that is simultameously nati: news an¥® economic

news, Often it :l.s eagy {p.overcome nonexclusiveness by redefining the cate-
gories. Try the biological division of vertebrates: fish, amphibians, rep-*
tiles, birds, and mammals, _ » -
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Sometimes it is difficult to create gxclusivé categories, as with the _
news problem. One of the following solutions can be adopted: ’ '

+ ' . N
41, Allow the person who groups the items the freed o decide in Yhich
category to put the possibility. (This solution is like {the shlution we pro-
posed when the categories did not have clear definitions ) ?h news editor
will decide how to claskify each piece of news. ° Y ’

o -

I

2. Use "miscellaneous™ as a dategory for all ambivalent cases. Then, .
eagh category will be defined as "predominantly ecqnomic neqs;","predominantly
" international news," and so forth. The miscellgnéous citegory will énclude,
for example, news about an international economic problem. The disadyantage
of such a solution is that the mistellaneous category quickly becomes too hig.
Try té avoid using thése two solutions whenever possible. Instead, try to

find a list of naturally exclusive categories.

-
L]
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’ Let us sumarize all three requirements for making lists of posgibilities
'in uncertain situations: ) . )

N
- * * -,

-

. 1, 'Each category of possibilities must belﬁlearly defined. .
. f ..
2. The list of categories must be exhaustive——include all
expected and unexpected cases. .

3. The list of categories must be exclusive--each possibil-
ity should fit intc only one category. .

+ “
- . 5

In a sense, these three reqdirements can always be mBt by fechnical means.
\_/ One can achieve clear deffnitions by specifying a judge; then each category is
defined in terms of that judge's.decisions. Exhaustiveness can always be
achieved by adding one more category, "other." Exclusiveness can be achieved
qrtificiaily by limiting each category to possibilities that cannot belong in
any other category and by saving the “"other! or "miscellansous" category for
all mixed possibilities, thus,

-

® All As that are not also Bs or Cs,

-

® “All Bs that are not also As or Cs, .

s - c . ' -
»  #® AFl Cs that are not also As or Bs, and '

. ® All other. C )

. I

However, such t§chnical solutions do not always lead to the mdst useful
categorizations. Additional characteristics of useful ecategories are dis-
cussed in the next section. — ’ ‘ .

b
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" Exercises =  °
e T . v T 4
S, 1. In Questionw 2 oﬁjqﬁ;,exerciaes in the previous section, you' classified
- #she 'books in your library. Check that the list of categories you created
satisfies the above three requirements. p ..
oo . 2. Check and cPiticize the following lists of possibilities:
‘ - n
" » » . +
¢ X, 2, What will the color vf the.traffic Xight be when I arrive at
. ‘ the "intersection? ,
* ; . e - [3
. -, LY LJ Red, ;
.o —_— ® Yellow, or ‘ .
Y ® Green."
+ T 1
I N 'b. How will the coin fall?,
- . . " .. ® Heads or
‘ , ® Tails. roe

=
SR " *+ c. Hoy many céins are in my pocket?
S e 0
4 S NE . .

’ 7 .. 6.\-8, or .
/ S - ‘ .
[ ] . ¥ N N . .
‘. d.,'.ﬁhas‘: is his profession? -

'\ _® "Scientist,
. ®. Writer, -
. e Blue; ¢ollar worker, -
*.7" N @ Teacher, or -
T ® Other. i
A . L
- . »&,"’ " ,'e. What book are you reading? c,

. B / Prose,, : _ o, )
Poetry, .
Scientific.literaturia, or

Professional literature. .

* f. Where did the tourist come from?, : . . AN _
Japen, ' . .
Europe, - o ’ ’
Australia, or
. New ‘}’ork.

fo
LI I N

* ¥

. ’ L] [ "
: _3. Por each of the lists you criticized in Questfon 2, suggest a better

o -list. If you have difficulties, list them: .
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More Requirements‘for Lists of Categories ’ ‘ ' '
- IE— s .. ; E
Each list of cate ories must pass some necessary requirements. But for -
many problems, we can éreate more than one list of categories, all of which |
satisfy those requirements. Which one of these well-defined; exhaustive and;
exclusive lists is most efficient? Let's go back to the missing child example.
We have to devise a.search plan for her. One possible 1ist of categories is
the following*

’

® Inside tﬁe;day care center,

- . Land -

® Within a'radius of less than 100 yards of the day care center, 4

L Within a radius of 100 yards or more but less than 500 yards from
the day care center,

* Within a radius of 500 yards or more but less than a2 mile from the
day care center,

L] Within a radius of one mile or more but less than 5 miles from the
}‘ day- ﬂare center, and 4 . .
® All other ﬁossibilities. . ~
This list passes all three requirements: The categories are well defined,
exhaustive, and exclusive. But we can suggest another list of categories
for the same problem: (1) The child is with a relative, (2) thé child is <
with friends of the familya.(3) the cHild is with strangers, and (4) other
possibiliyies. This list is also well defined, exhaustive, and exclusive.
Those two lists stress a different aspect of the same problem. The first
list focuses on distance from the day care center. The second list focuses :
f6n the question, "Whom is the child with?" The decision about which list
to use depends primarily on the purpose of the liating. 1In this example,
it depends on how the police chief wants to organize the search. Should the
forces be s to gsearch in ageas around the day care center, or is it more
efficient to send them to look for fauily members and friends? If the
police chief believes that the child is not Jjust wandering around but, went
to find someone, one of her friends or relatives, the chief would probably
prefer the second 1ist of possibilities. -
¢ v Consider another classification problem. The area of a8 certain city can
be ‘divided into subartas in different ways accordin % to different purposes.
There is a division of the city into neighborhoods;“this is a division which
is important for city mandgement in order to provide services to all neighbor-
hoods. The same city can be divided according to the density of population
g0 that the majil can be delivered efficiently. In the first division, accord-
ing to meighborhood, each subarea is approximately the same size. In the
second division, the subareas vary greatly in size (Figure 2),

-

- The selection of a set of categories depends on the purpose of
the categorization.




Areas SE.].ar in size

.

’

Areas according to population density

.. .
Figure 2. Dividing & city into subsreas. .
Often, the important'aSpects of the problﬂ!Fgmerge from the definition
of the problem itself; we are then not free to choose the categories. The
title of a local radio news show is News Across the Country. In this case,
the grouping of the news is according to areas and not subjects. Similarly,
‘in the case of the missing c¢hild, if we ask, "With whom did the child leave?,"
the question directs us to a specific list of possibilities.
In othef¥cases, the categories are given, and we learn about specific
aspects of the problem from the categories. Suppose the problem is, "How do
Americans spend their free time?" Consider two lists:
1, Llist 4
® Entertainment inside the house (TV, conversation, etc.), < g
® Indoor entertainment not in one's home (concerts, theater, etc.),
& Qutdoor enkertaime’nt (trips, _sports, e.'tc.), and *
' e, Miscellaneous. y _
?o List B 1
? ' ' * .
# Solitary entertainment (reading, TV, etc.)s . ~
® Active social entertsinment (dancing, conmversation, etc.),
. -
* { 33 . . -
S




® Passive social entertainment (movies, lectures, etc.), and

-

® Miscellaneous. . -

Each of, these lists presents one aspect of the problem: Iist A stresses
the place of entertainment; List B stresses the amount of social interaction.
One can think about 4 third 1ist which stresses the amount of time spent.
Ther purpose of the listing is revealed by the categories. In this sirldacion,
even if the problem is not well defined, one can learn about the purpose of
listing from the names of the categorfes. -

3

After we choose a specific aspect of a problem (searching for the missing
child according to "distance' versus "people"}, we can still group the possi-
. bilities into categories in different ways: List A--with relatives, with ./
friends; with strangers, miscellaneous--and List B--with her sister, with -
her uncle, with Mithael, miscellaneous. Again, the preference for one of
these Tists over the ocher depends on‘the purpose of the classification.
For the police it may be more important ta know the exact names of people
than to.work with general categories. :

% —
Even if the aspect is known, selection of a list of categories
depends on the purpose of the categorization.

=

[ 4
L, ’

, There is one more point worth mentioning.* When there are so many pos-
sibilitfes that we want o group them into categories and when there are no
special requirements leading us to group according to specific aspects, it
is desirable to have approximately the same number of possibilities in each
category. An invitation to a potluck often spetifies that if your name
begins with one of the letters A through D, bring a salad; E cthrough K,. bring
a main dish; L through Q, dessert; and R through Z, drinks. These categories
were selected by counting the pages in a telephone directory, to emsure that
approximately 25% of all names fall in each category. When such a system is
used, the potluck should have approximately the same number of salads as main
dishes and s0 on. ‘

In problems involving ungertainty, thisiidea expresses itself as a re-
quirement that we will try to Broup possibilities in such a way that each
category is more or less equally likely. If telephone employees are assigned
to anSwer questions and complaints, an assignment based on single lerters of
the alphabet would not equally distribute the work load. The employee answer—
ing only the complaints from people whose last name srarts with ''I'" would have
liccle to-do, while the "§" person yould be swamped.. But if the alphabet were
categorized as it was for the potluck, the probability of a caller having a
last name that falls in a given category is approximately the same for all
four categpries.” Assigning employees on this_basis would thus, equalize the
work load. .

To summax{ze, categories.for the possibilities of an uncertain situation
must be clearly defined, exhaustive, and exclusive. When these criteria are
met, ﬁategories should be chosen to reflect the central gspects of the prob- ~
lem. \Finally, whenever possible, it is efficient to select categories in such
a way that all are approximately equally likely. .

’ ¢ ™ ' e-'- i??
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Exercises . i .
-
1. TFor each of the following problems, prepargra good and efficient
1ist of categories, T

~

¢ John came home from work and found no one at home. Why?

\'

L Hy sister is ill. What is her illness?

- ¢ What is the height of the tallest man to pass by yon.;ﬂindow within
the next hour?
o The fire began in the factory. - What caused it? .
3 o What kind of sandwich is that?.
* ¢ What kind of car will your friend buy? £
¢ My Time magazine did not arriv:e. Why?
) 2. Two people are interested in each of the following problems, For
each problem, create a list of possibilities’ for each person.
a. What score will .I get in the biology exam?
T e First interested person:b a good student
¢ Second interested pers::n: a poor student
B 'b. What will the weather t&._II.‘i.Isue. tomorrow? .
¢ Pirst inr.el/ested person. a goldier with a leng march toz:rrow ™
. ¢ Second interested person: an organizer of a competition for
model airplanes .
- ¢. I called Allan and.there was no answer, Why?
| _ @ First interested person: his friend
L 'h:"a‘e'é,ond interegted person: a thief /
d. What flower ‘do I hold in my hand? ]
# First interested person: 2 botany expert : .
‘ ¢ Second interegted person: a chiid'
' e, How much does this cake cost? :
¢ Pirgl interested person.‘ a person wha is going to buy it
¢ Second interested person:: a person who has on{' $1
. 1
N ' | .,
o ] p 35 48 ot




gz the middie of the intersgction and could not
8

on? - -‘) s

¢ First interested person: the driver of the truck

A truck was_stuck
What i3 the r

£.
get started.

® Second interested person: a police officer

- -
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CHAPTER 4 .

~

DEFINING DEGREES™OT™ BELIEF

Introduction

The elicitation of a good set of possibilities is & necessary step for
taking reasonable actions pr making decisfons. However, it is not a sufficient
step. Even when the set of possibilities is well defined, exhaustive, and ex-
clusive, the listing of possibilities does not, in itself, indicate which
decigion or action is besﬂg For the decision as to how to deploy the police
searching for tie missing child, (see chapter 3), the listing of the pogsible
whereabouts of thie child is jfot enough. The decision depends on our cggzi
dente in each one of the possibilities (as well as on other considerations).
Thus, an additional necessary step in.any decision we make is to define our
confidence or degied of belief in any one of the elicited possibilities, 1In
chapter 1 we saw that the degree of belief is a personal, subjective feeling;
its external manifestation can give an outsider an idea about it% 1In the
presenf chapter, we will inquire into the ways we usually express degree of
belief,-and we will discuss how it actually shOuld be done.

Usual Expressions of Confidence‘

4 .
Consider these expressfens of degrees of belief:

1, Jones: Will we yin the case?

[ .y

The lawyer: There is & chance we will,

2. Smith: 1If I buy a new $200 part for my car, will it bring an end :
to the car's frequent needed repairs? ’

*
The mechanic: I can't guarantee that, but the chances are not

negligi‘ble . ~ B ¢

3. Carol: David, are you coming to the concert tonight?

K

David: Maybe.

4, Physician: Ms. Miller, I recommend that you undergo an operatiom
which is not easy and even risky, but it is worth doing.

Ms. Miller: What aie_the chances that the operation will succeed?

Physician: There's a g chance. .

J 5, Ben-(to the palm reader): Will 1 pasg the examination?

Palm reader; It's very likely.

" 37 . 50
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" . tween your scale and the scales of others will show how much disagreement |

-

6. Paul: Do yoU think it will rain tomorrow?
., Biil: Probably; it is cloudy outside.
Don: Do you think it will snow?

Bill: Tqat's probable, too.

Mark: But less probable than rain. =

-

4

. These six examples are concerned with uncertain situations. The mechdffiic,
physician, and even the palm reader cannot give a certainm answer to the ques-
tions they are asked. Each one of them chose one answer and indicated their
degree of belief in it. This degree of belief is expreised in different ways
using different verbal expressions: '"there is a chance," "maybe," "very
likely," "probably," etc. In daily conversations and in the news media we
often hear verbal expressions that convey the speaker’s degree of belief in
one or more possibilities. D¢ those words clearly express theszeaker s de-
gree of belief? Does the listener get'a clear picture of the speaker's sub-
jective feelings? Ms. Miller was told that her operation has 'a good chance"
of success. What does this mean? The mechanic claimed that "the chances are
not negligible'; what did he really mean by that?

In chapter 2 we discussed the ambiguity of our daily language. There we
were concerned with-ambiguity in the definition of uncertain situations. We
recommended that the question or situation be defined clearly to avoid misun-
derstandings and wrong decisions. Just as there is much ambiguity in the
definition of uncertain situations, there is also much” ambiguity. in expres-
sions indicating degree of balief, as can be seen in the above examples. In
daily usage of language, the same person often uses different words to express
the same amount of belief. Hbreover, the same word is used by the same person
to express different degreed of btlief (see Example 6). )

This vagueness and ambiguity prevent comparisons among different expres-
sions of degrees of belief. It is difficult to rank the words to determine
which one expresses a higher“degree of belief. Try ranking the following
words a ording to,the amount of degrees of belief they express, from the
snmilféggto the highest°

A good.chance,

Quite likely, ’ .
A fighting chance, ~ ’ ‘
Probable,

Rather likely, and
Maybe.

* e 009w

1 4

It is difficult, sometimes impossible, to build a scale cut of such words.
Is "probable" more likely than "rather lifkely?'" ' What is the meaning of "maybe"
and "a fighting chance?™ Where exactly is their place in the scale? Even if
you can build a scaleof words expressing degree of belief, a comparison be-

-, there ig. .

F '
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Furthermore, if we arrive at an agreed scale, we will not be able to de-
fine exactly the relationships between tb scale steps. How much more likely
is “quite likely" than "rather likely?" 'What is half as probable as "a good
chance?" Such vague expressions for degrees of belief cause much misunder-
standing. The speaker and the listenel often do not share the game meanings.
A lomg debate can result from such ambiguities. !

One can claim that although thefianguage is full of ambiguous expreg-
gions, we generally understand one atother quite well; moreover, it is not
.always so impertant to be precise apd clear. Sometimes, indeed, it would be
ridiculous to, require su¢h clarity, Although this is often the case, Bt is’
not a justification for ambiguity in other situations. C(Carol in Example 3
may be satisfied with David's a er about his possible presence at the con-
cert, if.his presence or absence, is not going to affect her decision to go.
But if his presence is going to affect her decision, his answer may be too
vague. She does not expect him to answer with certainty (since he himself is
uncertain) but wants to know how uncertain he is. Are the chances high, low,
very low? -His answer convéys only uncertainty and fails to indicate his
strength or ree of belief. .

g //95 f

-

-
-

When making decisions ih uncertain .situations, the ambiguity of verbai—
rexpressions intended to ¢ vey degree of belief makes a decision more diffi-
cult. : The lawyer's, mechapic’ s, and physician 8 answers do not help their
clients much. Does the 1awyer s answer, "there is a chance,” mean that the
chance ig high Eﬁhggh to juatify the money and time that will be spent in the
judicial process? Do the mechanic's "not negligible” chances, justify spending
$200? : .

’ ’
b L J ™

Vague expressions of degree of belief can (1) cause misunder-
standings and (2) complicate the decision process and lead to un-
wise decisiomns. -

In daily convefsation, there are Ways teo overcome ambiguity in verbal
expréssions of degree of bhelief: We use hand gestures, facial expressions,
and often vocal inflections. One can express the sentence "there is a chance"
differently using different vocal inflection which will ‘ndicate either a
small chance or & large chance (try it). But in written 1anguage these de-
vices will not help. - C . .

Another : to overcome ambiguity is to create & common scale of words
in a group of people who are engaged in & .decision process. This will be, of
course, an arbitrary scale, suitable for, and agreed to by, that specific group.
This solution may be good for some cases, but it does not golve all the prob-
lems. An dntelligence officer gets houfly information concerning enemy troop
movements. ,0n the basis of this information, she is asked to exXpress her
daily degree of belief in an outbreak of war. The changes in her feelings ¢
from one diy to another may be very small, but those small changes may strongly
affect a decision to mobilize the reserve forces. . Even an agreed—upon scale
of verbal expressions may not be sufficient to distinguish small but important

differendes in degrees of belief.

/ o 52
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. Another disadvantage of verbal expressions of degrees of belief is demon-
strated in the following two examples., N
, t

1. The chances of war are equal to the c&nce@ of rolling a six with a
fair die.

Fl

. 2. Mr. Baker has & minor medical problem that affects his daily 1ife.
only slightly. The problem can bg, solved with a complicated gperation. The
chances for its success (removikg. he problem) are equal to the chances of
rolling & gix with a fair die.' i

Although the chances eXpressed in both examples are identical (both are
identical to the chances of rolling a six), people do not judge this way.
The chances of wap will verbally be expressed as "high" or "considerable,”
while the chances of ‘the guccess of the operation will be expressed as 'small"
or "negligible." ,Why? In the judgment of degrees of belief; chances, proba-
bilities, etc., we tend to take into consideration®values, gains, and losses.
The chance of war breaking out is called "considerable" because of the high
losses involved in it. Tﬁe same chance, in Mr, Baker's case, is judged as
"low" since ome can live a decent life with the problem and because the risks

J are high - .

For decision making under uncertainty (shall we call up resgrves?), one
has to take account of each possibility's chances (will they attack or not?)
and the values, gains, and losses associated with each possibility. -1t is im-
portant to convey to the decision maker a separate picture concerning the .
chances (degrees of belief) and the values. If Ms. Miller (in Example &)
wants to make a decision concerning the operation, the physician should give
‘her a geparate evaluation of the chances of success and the pain, cost, and .
go forth. By saying "good chances," the physician implicitly conveys his ' .
advice concerning whether or not#ythe operation should be performed but does
not clearly express his belief concerning whether the operation would be a
success. .

Ed v N

For good communication between people and for good decision-making
processes, it is important that the expression indicating degree of belief .
indicate strengthr of belief only, and not an evaluation of that strength in
' the context of the decision problem. Such an evalydtion can be expressed irn
a secbnd stage after the strength of belief hass€en clearly expressed. The
verbal expressiong for degree of belief tend to confuse those two aspects of
an evaluation. )




»

b L
Four disadvantages of using verbal expressions to express de- :
grees of belief are: .
A . 1. The usage and understanding of such expressions are ineon-
sistent both within a person over di{fferent occasions’ and between
people on the same ovcasion. ,r . .
: 2, ne of thege expréssions conveys varying degrees of }\
sx belief dep g on the context. . -

These expresbions are nQt sufficiently se‘sitfve to small [
/Iu\t imfbortant changes in degre f belief.

’ o T 4. These expressions may confuse strength of belief with ek~
pressions. of value. .
n\‘ . . 1 .
‘.ﬂ ™ - P - - .

In the light of these disadvantages, we, seek a different tool to expTress
< oyr degrees of belief that will be understood unambiguously by everybddy, will
enable to make eomparisons between different degrees of belief, will’ be' .
sensitive to small-changes in degrees ofybelief, and will distinguish between
the quantitative dimension (strength of belief) and the &valuative dimension .
. " (values, gains,*and losses).

* . v . . ~ ’

) Exerciges ). o -
- L - .
. 1. Find in the newspaper at least five paragraphs in which there is a

verbal expression of degree of belief.

» -

2. A horoscope is a way to deal witH uncertainty. bhoose one horoscope .
and poiat out words which eXpress degree of belief v

3- ‘Rank the expressions you collected in‘exdrcises 1 and 2 frﬂﬁlthe ex=
~— .pression that indichtes thessmallest degree of belief to the one that indi-
cates the highest. What are the difficulties you encounter?

™

- - . B L] Y

l Numerical Express.ions of Confidence,

' b .
What are the chances thst the Boston Red Soj will win the Americean Lesgse

| " peanant in 19857 , ~
', John: The eha-nces are®50-50, because the Hely York Yank.e ght win it, )
too. s -

+ Don: There is a 100X chance. ' ' 5 ,;~5

| John and Dot express their degrees of belief in the possibility that the

‘ Boston Red Sox will win the American League pennant in 1985, . They do not ex~ s

. . press it in woxds, but in numbers: 50 and 100. We understand exactly their S

: feelings: Don 1s much more confident-than John.' We will adopt theit way of . *

expressing degrees of balief. BEET ,

[

-

“‘( ' ) . r * . - " - .
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. ﬁup assume that each one of us has a full store of confidence. When
af complet:ely confident about something, when you § feel c‘er,tainty,‘ you o
11 express it by saying that you attribute your whole “store pfg confi’Benccg o
it, 100% oi“ it. am caompletely chf:I:amt: that 1 -am rgadiﬁ'gtno‘g,‘I feel \"]
rtainty regarding jt. W§ give 100% of my confidence.to’.it, On the other hand, .
en we feel uncertyinty regarding a questiotf, our, store of confidence is dig~ - -‘
ibuted gmong the possible answers according to our degre ,of belief in each.

hn beljeves that it 'is :}ust;H as likely that the Boston Rg: “Sox wal tgin or not

o the pennant., He therefore divided 100%- conf idence e'é’e ;..begwe 1. the two
seibilities: A The Boston Red Sox will win the American Le,agne ﬁen nt, and Lot
e Boston Red Sox will not win the American League pennant. Ol.iuencma Ahink T

at the chgpces of the Boston T{ej Sox are much higher than those pE the other =~ . .
ams y 'he gives 70% of his confidence to the possibility ‘Eﬁat “the Boston team .

L1 win and only 30% of his confldence to the possibilit:y that Boston will

t win, John, Oliver, and Don dlvide their store of confide.nge differently '
tween the two /ppssibilities._ R . _ /v ' -

-

1 14

* k 'l - L ]

L Al

].’?’ 8 describe ‘the total store of confidence. wit:h a circ].e of a constant .
2&. ‘rﬂi} division of our store .of confidente to all the possibi}.ft:l:es is

»m with ple-ghaped gectors of the cirgle. Don John, and. Olive.r s answers .
1 be described as s_ho‘;wrf in Eigure 3. . . “ > A '

-

John . - Don . Oliver
Y » T s. o
IR Boston will win > [ ]’ Boston will not win o

N ' i )

Figure 3. Different divisions',of stéreg of confidence,
) I-.‘- s o= -? . - QI‘ -
The divisioﬁf’conf&nce may be different from person to ﬁ n, since
rees of belief are personal, subject feglings .. ;However, . is some- v
ng common to all nimbers: The numb asgigned’ to all the possibilities .
up to 100. If the confidence store \s 100Z and if we divide it among ex- .
sive and exhaustive- possibilities, then we have to use it all, The, two .
sibflities that the Boston Red Spx will wi@ #r that they will not win are,. .
course, exclugive and exhapstive possibilities, since no tie is possible.

n one has two such possibilities, one can infer, of course, frouw,the }
nces .given to one possibility ahbout the chances given to the other sne. _—

. -
a

. .
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] The number we assign to a possibility expresses the percentagé
| of our store of confldence. . .. .
& —
‘ If the 1ist of possibilities we elicited is exhaist {ve and if the pos-
. . sibilities are mutually exclusive, then the sum of the degrees of belief given
to each possibility must add up to 100%., If, after the distribution of num-
bers to all possibilities, we realize that they sum up to less than 100%, then
either (1) we atftibuted too little of our confidence to ome of the possibil—-
ities or (2) the list of possib:[lities is not exhaustive. .If the numbers sum
up to more than 100, then either (1) we attributed t top much-confidence to one
of the possipilities ox (2) the poegibilities are exclusive, _ y;

The following example is adapted from chapter 1l; Uhat is the 1ongest .
river in the world, (1) the’ Nile, (2) the Mississippi, (3) the Amazon, or

. (&) other? Ray and Bermwere not sure regarding -any one of the possible an- ‘_"
. swers, They divided their- stores of confidence differently (Figure 4).&
. Rag Ben
| 1. Mississippi 30 1. Mississippi - 50
2. Nile 35 2. HNile =30
. 3. Amazc:n 20 3. Amazon 10 ) .
. 4. Other - "15 4, Other *° 10 .
. —— PRy : L
. 100 100 X
4 . 0-' - . . ' " ‘ L3
8s Rl
B 80
. ‘75 25° 75 LI
30 * - N N
~ 66 - ”
Ray w' Ben ’ - '
. 80 £} ' ' )

- hd §

_ Figure 4. More divisions of stores of confidence.

| S ,
We can s‘ that Ray feels more uncertainty t&n Ben; Ray dfstributed his con-
fidence more'evenly among the four possibilities. .

L ‘ LY T
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Exercises ;i , o

1. Consider the verbal express ons sﬁ.l collected for Question@ of the
exercises in the last sectionm. . "

- a. If you had to translate ach phrase into & number indicating per-
centage of confidence, what number wofild you choose? .

e
s -

{ -
* b. You probably are not chm 1ete'1y sure abgut your numerical trans-—
lation. Give an’'upper and lower limif to your trapsglation such that you will
be nearly certain that the word indicates é. percentage in the‘given interval.

c. l{a.nk the words according. to the range of the interval. Can you
learn something about the words fromthe range of the intervals?*

Pollowing are ‘@ number of possibility lists with numerical degrees
of bel f assigned to each. But the numbers 'do not add up to 100. For each
list, decide. vhether the 1list is wrong (the possibilities are not exhaustive
and/or not exclusive) or if the faplt .is-‘with the distribution of probabil-
ities. Then corrget the proble:g youLa\un&. : .

a. When will they -install a new é:elepbone in our house?
® Today--10, . .o
¢ Vithin 3 days--40,  ° ; ~—
¢ Within a week--80, ) d
¢~ Within 2 weeks--95, and . _ L.

. ¢ Other--5.. L I '

“r

b. What kind of car will stop to pick up those two hitchhikers?

Private car or truck--60, \/’)
Commercial - truck--25,

Tow truck--5,
Taxi~-—20, .
Bug~-5, and = - .
Other-~10.

-

A c. Where did.TI first meet him? .
At high school--20, . : . : . .
At eollege-—-25, A . . . ,

At 'a party--15, P . AR
In my neighborhood--10, and , o nte
" At a football game--20. X LA T

d. Why didn’t Henry call me as he 'promiaeél?'

He fofgot--30, ) G ) AN
He intentionally didn/t call--5, o Lo H" :

‘The telephone was out of order--lo, o ' 3 R
The telephone was busy--2, and - . C . R R
Other""’ao. 4 . B ' ’ d\/- . ,‘-‘T’,' ) . > :'- : ;
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T S -8 th won t the car start? ! i .

N ol .‘_*;-: . - - B »

S ™~ e e glectrical problemsd-w
S s e T % Dead Battery——30, i .

RAEEE _'4"*' . C -9 70ut ‘of gas--30,.- S L

- - “ Engine. flooded--ZQ.md e
ST PR . 0ther—-2‘5. R

"r\" :-\_-.\ . .. ) --\ o . r\: N .__,_.'__ . St
The Rdvéntagee .of Numeric} Expreésigns e e sl L
- vy - » e o . 5-:“:,:-' ey
co e - E'hen Ray and Ben dief.ributed tﬁeir‘tonfidence among the fom:‘ p‘éasibil - ;;

. . ties, ve imediately knew who gas more certain, id his'chosen answers The ~

S nume:;icfal Janguage as an expression of, de.grees of Eeliaf has a nﬁﬁb’f of ad,-w oo
R V&u:a&es m‘r verbal languase. T , e T -"’:/— R
AR . P R Tt P
A umhers oyercome ambiguity and vaguenese of ‘verbal expreaaﬁns.,_r' 4
PR ﬁ?mberb re interpreted ‘idedtically by, all ‘users. Ths numheﬁg;pgfsees a - .
. -.: . - percentage of all.confidence attributed to an'answer or an évént. ~Whep Joha™" -

., gays; 50% to.the chancés that the Boston Red Sox will win the American League - .

Sy pennant,‘we ’know exactly Thow he feels. He means, and we \iq:datstand all of e

... A the;e Wir'z - -i .- R Y S \.‘\ \: e "":"". o

d"to the pos'aibi.litj‘

)

'ljta&. 5 of. his -store of -a::onfidence ie rib

/ il :t:h’ey A1 win, . = LI
'v 9, .That 502 af his confidence is attributed to the poasibility thgt“!:h y ":4 1
.f/.r 1i -ﬂ.Ot -Winﬁ o . \ .’ ‘. .
":’.“J i Sl s, ) 'a ' - "‘ ’
"'C- ?hat the. cl:uartcea that they will win end the chancea fhet they will noi: _
r?' wn. ere”perceived by him to be identica,l , 0 //
Qﬁ,ﬂ'fhat Joﬁrk %degrees of belief can bé diagrammed aa shom in Figure :
L e 5y dnd _ ) P
:' I N SR . » N » -

-1 L :‘i’ah:i, the same’ degree of belief dn the Red Sox '8 %nd.ng as / /
o a’ :in ﬁ‘ fair co:l.n condng . up heads. '-'*g*. i

Lo - * Lo

W :t ian” say& that. the ‘chances thagwa &ace treaty between ;

Tordel and t;he Arab countrids will be signed before the end S, asge year 2000 #'
2,52 he means {and ;e un&e:xstan&) that his qonfidence di a8 shown in

Pigure 6. Pivision of stores o
* of confidenmce- . - /. :S

~
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"As can_be seen, the same number always expresses the same degree of
belief. , Différent degrees of belief are expressed by different numbers.
Every number has one meaning, identical for the speaker and the listener.
2. There 1s no controversy concerning the relative strength of different-
~ numbers. Fifteen percent is higher than 7% and, lower than 32%. If two pOBSi’//’-ﬂttﬁ
bilities are assigned 75% and 25%, then the chances given to the first are 2
3 times as grgat as thiose given to the second. Thus, numbers enable us to s )
. make precise comparisons among,. different degrees of belief. . s S
Ead r
3. With numbezs we can express small _differepces in degrees of belief.
Suppose that thé intelligente officer who receives information about enemy
‘troop movement$ uses numbers to express, each day, her degree of belief in |
the autbreak,of war. . quh numbers may be used in conjunction with a decision
Iule. PFor example) the rule may specify that if the chances are more than 10%,

- part of the Tegerves are called up; if'they are more than 20%, more of the - .o

L

reserves are cglled up, etc. The difference betwéen ,10% and 20% may not be

“"" clearly conveyed and perceived with verbal expressions. .Often, as in this

_example, a decision maker has a threshold on the chance scale beneath which

_ one action is raken and above which another action is taken. Such threshold
7+ _points can be a result of a long ision analysis. A decision maker using
' such threshold points needs umbers. g

4, k\ﬁit‘h mmbers it Is ea to differentdiate b&tween thé quanfity :

“dimension which reflects the stremgtlf of the degree of belief and the evalu-

atfve dimension reflecting the values icherent in the decision-fiaking, conte,

The number expresses chances only; it does not press values ter ;usin
"a number to express the chances, one could add dst0o expres one ?;_:‘ .

evaluation concerning those numbers in the decisi ~making context. ,For e, 0 .

" .ple, "a 20% chance of a surprise attack 1s too high" means, implicitly, 1hgt.; ol

something has to be done about it. However, if the characteristics pfian . « *, = 4.

. event tend strongly to influence its probabiliny evaluation, it may also af- ~

fect the given numbers. et

-

L] T

' 1. Numbers are underﬂt@od identically by all users,

- ' . 'El' . ) 1t v
e LI 3 ™ - vt
e’ . - " ' \‘l"m}‘; P
[

2. Numbers allow comparisons betweeh degrees of belief. wookh oo o

' . - e " .
! - . - 0 "

b3
\ 3.. Numbers can convey sﬂkll differencea in degrees of.belief. .f,.;ﬂ‘ -

' * e ¥ T ] l:'-l'
b\ﬁ, Numbars separate the quantitative dimension of chance from e -}f "
( the evaluative-one. R AT T

R .7 . =

© Why Do Peqple UUge Vague Lang ge to Convey Degrees of Belief?

" If you are gonégnced that it is fuch better to use numbers to,convey °
degrees of beélief than to use verbal .expressions, you probably wonder why .
most of us continue to use verbal expressions in daily conversation, in fhe °

-

dews, and even i%’ggndeméﬁ manuséripts. : _— T .
I‘F$ ® o TN, con -




L . Hoat people a;an__o; aare of the problems created by verbal expréssiona,
: and. ttlerefore do noF seek alternative ways to convey degrees of belief. How-
. ever, . some of those who are.conscious of the disadvantages of verbal expres- .
. \..:\Siom refuse to. usd" numbers. For most of the problems they face, people have
a genqral feeling. regarding the chances, but find it difficult to translate
these feelings 4nto numbers. &Gﬁber equires a clear gpecification-of the
N feeling. Are my feelings best éxpresaed as 20%, 30%, or maybe only 102?

Not “only do we find it difficult to translate a vague feeling into a num-
ber, but we may believe, in addition, that uaing a precise number implies
_exget reasons. When we say, "It’s very likely," we do mot feel the need to

- T 'give a detailed justification for our statement, but we do feel thit obliga-
AR " : tion when we use the precision of mumbers. We expect to be asked, “Why 60
instead ﬂf 33 or 707 How-did you arrive at that number?’

£ \';
N - .

pr
N
A

R - Another ﬁeel:lng that seems to be psychologically associated with' the .
Ve -uge of numbérs to express degreés of belief is the feeling of being responai-
-7 .7 ble for the result, A& mechanic may refuse to say 80% for the chances tiat

[, . the car will work for a year without pro‘blems, thinking that if there are
S prob‘lems, he will be accqsed\ of e miaatatement.

-

zann : -, ) Can we oyem'oﬂe these. difﬁit_:ulgies?

The ﬁiffieul:j_ of Elicit‘ing; Nx_:tﬁxbers. We will propose a method for

AU é‘.liEitatipn in the next sectzion\. B e T

ORI The Diffiaultj ‘of Justifying tha..’mmbera. Since the numbers reflect
subjectj.ve degrees of belief, it is sometimeg’difficult to justify them in

Y : detafl. And it is true that stfating.a specific number, 1ike 80%, makes you
= .. ., sound more committed than using a.verbsl' pbrase iike “very lilcely." The very
R v advantage of clarity (communicating unambigubusly with others) results in the
AN EE aisadvantage of apparent prec.{aion even when.you do not<feel that precise.

+e 0. In the next section wa offer a way of using, numbers to express degrees of be- )
s He'f that avoids thﬁfcatim of precis‘.ton 'by giving a ‘range of numbers
'-;-_-f ;.,-_‘-‘% 'inatead of a single eré .

e .The Fear of Being_Responaible fer the Resulta. In the first chapter we
\ﬂ_‘ ta’lir.ed about -good decision p'roceﬂsEa and degfred tesults. We showed that
o e@n # good decision'protess may sometimes be follawed by an undesired outcome;

-, but 45 the long run, good decigion proc_eg.s’ea will“more often result im

n ‘desired qutcomes tham wrong. decision proceases will. We also argued that one
e annot evaluate one,decjsion from-its results; one has to look at many deci-
“F o sions. We expect a physician -to- aucceed in most OperatiOna for which she

% gave; say, 80% chance &f success, but» we should iot, expect her 'to succeed in

- ail of these operations. (ox im any ‘particular one of them). If people, learn
not to., evaluate one decision procesgs by its résult, the;.r may be less concerned
about expressing degrees of belief as numbers. For each separate case, a num-
‘ber should not obligate you any.more ,than a word does.

' ;
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Eliciting Numbers to Express Degrees of Belief

. - . - + *
We may overcome the difficulty in eliciting .numbers with the help of a

. small device called a chance wheel (Figure 7)% This circular device repre- ¢

sents our total store of confidence. Around the circle there are numbers
from G to 100. The device is actually com-
posed of two interlinked circles, one dark ? ‘
and one light. The uger can manipulate the.'
device to change the size of the dark sector
from 0% -to 100Z dark. The numbers around. the
circle indicate what percentage of the circle
is dark, Tn the middle of the circle there is
3 pointer that we can spin. If we spin the
pointer, the chapces that it‘will land in the
dark sector are the same as the proportion of
the circle that is dark. When we say we assign
25" to the chances that it will rain tomorrow,
we mean that 252 of .our stpre of confidence is . - .
assigned to the outcome "rain” and the remaining - . .
75% is assigned to the outcome 'mo rain." These Figqu 1. Chahco ;
assignments are the same as the chances that the . wheal. ' ‘
pointer, when spun, will stop in the dark-sector .
(252 chance) or thetlight sector (V5% chance). : ’

. vy g 1. %
Toﬁiilustrate the use of a chauce wheel suppose Ellen wishes to elicit
from Arthur his degree of belief inm the proposition, "In the next election

,the present mayor of our town Will be reelected." .

Ellen: what do you think are the chances that in the next electios-the .
present mayor will be reelected?

L]

Arthur: I have no idea.
Ellen: I am sure you have some beliefs about it. R . -
Arthur: Yes, I think that the chances are-small.

Ellen: How small?.~

»

Arthur: I don't know. . - N

Ellen: Okay, let's find out. I%i1 offer you two gambles. ' One gamble y',
involves the mayor. The other involves the Chance wheel. In either gamble - o
you can either win $100 or lose ‘mothing. All you have to do is tell me which : K
gamble you'd rather play, .o . , ¢ /<;

§te2 One ,
Gamble Number 1: After the elecflon, we will see who the mayox in. If

P

it 18 the present mayor, yoy win $100. If it is someone else, you will neither
win nor lose anything, - '




* / : L’ ‘s
Gamble Number 2: After the election, we Will spin the pointer on this
chance wheel, with the wheel set at 90% dark (Figure 8). 1If the pointer
stops in the dark area, you will win $100;
if ‘the pointer stops in the 1ight area, you
neither win nor lose anytliing. . -

-

‘*'Which do you prefer, the first gamble,
or the second gamble? L

/ L]
Arthur: I prefer Gamble 2; I'm nearly’
sure I will win. . -

-Bllen: What do you mean by "nearly
suge?” .
“ Arthur: There'ra 90 chances out of 100

to win.
&

Ellen: Can t infer from this that the

~

mayor's chances of reelection are smaller than 907 Figure 8. Chance wheel
. - set at 907%
Arthur: Sure. . - dark.

Ellen: Okay, here's another _choice
between two Bambles. -

’

Step Two= : .

Gamble Number 1: ~ Affer the election, we will see who the mayor is. If
it's the present mayor, you win $100. If it's someone else, you will neither
win nor lose anything.

0
)

Gamble Number 2: After the election, we will ~
» spin rhe pointer on the chance wheel, this time-
with the wheel gset 10% dark (Figure 9) Now which ™
of these two gambles do you prefer? .

Az:‘th‘ﬁr: On the‘wheel, there's not much chance
of winning. I'd have a better chance to win with
the mayor; I'll go with Gamble 1.
Ellen: May I infer that the mayor's chances of « S0 ‘

reelection are larger than 10? .
Figdre 9: Chance wheel

Arthur:  Righe. : . set at 10%

\ dark.
Zllen: Mt's tTy again.



Step Three .

Gamble Number 1: Gamble 1 is on the mayor again. It's the same gamble
as in the first two steps. !

Gamble Nomber 2: Again we use the chence wheel, this time set at 50%
0

dark (Figure 10). Which one of those two
gambles do you prefer’ now?

Arthur: I.prefér Gamble é.
Ellen: May I infer that the mayor's

chances of reelection are larger than 10
but smaller than 50?

* Arthur: Sure.
. 50

Pigure 10. Chance wheel
set at 50% dark.

“n o~ Step Four - -

Ellen: Now which do you prefer: Gamble 1 to receive $100 if the mayor
vins, ox Gamble 2 with the chance wheel set at 25% (Figure 11)?

Arthur: That'a hard one. It's close. 0
I guess I'll go for the mayor, Gamble 1.

Ellen: So now I'm inferring that you
believe the chances for the mayor's reelec-
tion are more than 25 but less, than 50.

[}
Arthur: Yes, that's right.

A : 50
’ Figure 11, Chance wheel
. : . set at 25% dark.

Step Five *

Gamble Number 1: After the election, we will see who the mayor is.
If it's the present mayor, you will get $100. 1If not, you won't win anything
and you won't lose anything. \\\ .

- i S‘__G




~ Gamble Number 2: .We will use the chance
wheel again, set this time at 30% dark
(Figure 12).

Arthur: I have & hard time deciding.

Ellen: Do you have any preferénce at all? 75
Do you care which gamble you play?

25
30

Arthur:- I don't know. I just can't-choose
between them. really don't care which one I °

get s 50
Ellen: So'is it reasonable for me to say ﬁ‘h\\w‘\\\“;

that the chances are that the pointer will stop Figure 12: Chatice e
in the dark area of the circle Zre the same as the wheel at |
chances you give to the mayor's reelection, 30%7 30% dark.

"

Arthur: Yes. . - -

Those five steps enable us to elicit & number which expregfes Arthur's
“degree of belief. Arthur felt as if he could not express his feelingeeysith °
a number, but he found he could choose between two gambles. . At the end,
his choices conveyed to Ellen his dégree of belief. This happened at the A
indifference point, when he was indiffergnt between the two gambles. By
the same device other people could have arrived at different numbers fQr
the same event, since their feeling might be different. ﬁlthough using the—*
chance wheel tekes time, it helps in the process of eliciting numbers. :
Moreover, it enables us to retest a number given of fhand. . :

It may seem that there is no relation whatsoever hetween an election and
the spin of a pointer on the chance wheel. Of course, there is fio content’
relation between the two events. The on.ly ‘rela iongis the degrees of belief
associated with the two events. It is easy to pive & number to the event of ]
the pointer stopping, while it is more difficult to give a number to the second
event. With the help of one, we get a number fdr the second “event; they are
identical numbers when we reach the indiffebence pqint. -~

We will not always be willing to give a precise number. It.is poésible
for éxample, that Arthur would have stopped before Step 5, saying, "I can't
say more than that the chances are between 25.4nd 50." Sometimes we do not
need a precise number; an interval is good enough. ”~ Clarity does not call for
a precise number. An interval is no less clear than & number. As we did not
always require a narrow, ridiculous definition’of the problem in the name of
clarity (see chapter 2}, we do not -always require it here vhen specifying - .
degrees of belief.

o

x -

L3
' ' f-

Now, after we have. elicited a numbeér, can wé‘justify it? Can ye say why
"30" or why "between 25 and 507" Usually we cannot justify the mumber or the
interval in such a way that. from the justification we could: infer the number
(there are some such cases, to be discussed in chapter 8}, We tan just state
the many reasons that together’cause us to feel some degree of belief.

. L€
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"Reagan will be reelected in 1984."

It is not easy to learn a nevw language. We are all used to speaking in
a vague vgrbal language when expressing degrees of belief. In daily life,
this language sedves us quite well and the damage caused by its ambiguity is
minor, but fogy important decisions it is helpful to use numbers to express
degrees of belief. It may be more diffieult to elicit numbers,, but it is
much more efficient. We understand éach other better, numerical expressions
are more sensitive to small differences in our feelings, and in the end, in
the long. run, our decision processes will be better.

Exercises . —_ X , ™~ ] P

l. Try to express in a number the chances you atttribute to the event,

t

T2, Elficit the chances for the same event from two friends, using the
method presented in this chapter. Start with extreme settings of thg\fhauce
-wheel and gradually narrow it down. ) ’ .
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N questions about_which we feelsuncertain:

L] ) ) L 3
ION II: SOME TOOLS /
CHAPTER § .

\ ' ESTIMATION

Introduction .

~—A typical situation‘involving feelings of uneertainty is dealing with a
quantitative problem. A few examples follow:

® How many people will come to my party tomorrow night?. *

® VWhat is the current total number of private cars in the United
States? .

# What is the shortest driving distance in miles from my house t¢ a
specific downtown department store? }

L How much’will the trip- cost? 5

“

¢ How many copies of James Michener's most recent novel will be sold
;- thgs year? .

-

® -How long is the Nile? .

. Most of us feel uncertain concerning such questions. We are aware of

‘the fact that we do not have the correct answer, namely, the exact number.

Thege -feelings of ,uncertainty can be either personal or general (see chapter
1). They are personal if we feel that this is "our problem"; the number
could be found in some reference book (encyclopedia, statistical report,
etc,) or there are people who know it (for example, some officials in the
Department of Ttansportation know'the total number of private cars in the
United States). Maybe even we personally could have found out the exact’
number, provided that we have had enough time (like measuring the distance
from our house to fthe downtown department store). On the other hand, some-
times our ings of uncertainty are general: nobody can be sure, for ex~
ample, how many people will attend your party tomorrow, er what the exact
population of Babylon was 3,000 years ago.,

‘In the previous chapters we presénted sgveral stages forﬁdealing with
Check whether the question is

'.'\tlearly formulated; (2) list different possible answers to it} and (3) assiga

different numbers to the answers describing oux different degrees of belief.

In such a way, we answer a question and at the same time expreQB the amount
of  uncertainty that we feel toward it. N « - E

y .
Similar rules appl¥ to quantitative pxroblems, where we are’frequently
ted for practical purposes in getting either a single number, which
us the closest to tjje true number, or a range of numbers, rather )
ing a classification of rpossibilities and their chances. When
reporters, ingtance, cover a demonstration, they want to report one num~
ber (e.g., approkimately 8,000 people) or one clasf (e.g., between 8, 008 and
10,000 people) These reporters know that the chance of their’ estimated

4
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number being the exact, true number is almost zero. However, a good -approxi-
mation illustrates the scale off the demonstration; it was not a small one in
- which only 2 couple of hundred took part, nor was it a huge ome in which tens
" of thousands of people were marching in the streets. .
Quite often yhen we have to assess quantities ywe feel that we do not have
the faintest idea regarding the problem. We feel unable even to tell the
appropriate order or magnitude: hundreds, thougsands, tens of thousands?
Returning to the demonstration example, the street in front of the city hall
was full of people participating ih the proteat. How many were there? It
seens as if there is no information available that could enable us to know the
size of the crowd. However, if we think a little bit more about the demon~
stration example and similar problems, by utilizing some methods whichill be
presented later on in this chapter, we realize that in most cases we do have
gsome partial or fragmentary information at" our disposal, and it”can enable us

to. make some assessment or evaluation., Although it is merely an aspproximation,

it should, in many cases, suffice.

" The difficulties we face when éésessing such problems are in three areas:
(1) We hatve ‘to recognize the fact that we have considerable amounts of partial
information*concerning many questions; (2) We need to reveal the appropriate
partial information.and to check its relation to the problem under discussion;
and (3) Finally, we need to organize the information in such g way that _we can
utilize it well and eventually reach a good assessment.

In this chapter we will etudy methods of identifying partial fgﬁgydﬁiion
and deriving a numerical assgssment from it.

What Is an Estimate?

A young novelist who has published some books in the past sent & manu-
script of,2 new novel to a publishing house. The publishers read the manu-
script and agreed to publish it. Now they have to decide how many copiea they
shoyld print in the first edition. They cannot be certain exactly how many
copies of the first edition will,be sold. However, they certainly cannot
claim to have no idea because they have some information that may help them
assess approximately how many copies will be eold namely, the televant order
of magnitudel :

1. Fhe publishers have read the manuscript and know what it is about

- (for instance, this novel describes one of the old families of the South;
within this Framework a love story is told). They know generally how many
copies of similar novels have been sold in ghe past.

-

2. They are acquainted with the previous books by this novelist and

know how many copiea have sold. .
3. They know how many copies of a "best seller" are sold, and thay be-
lieve the mew novel will not be a best seller. '

S After the publiehers gather and organize all these pieces of information,

- they will be able to assess the number of copies for printing purposes.

- - )

~
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The procedure for making a numﬁrical assessment based on

. 2. Assemble In some way all these fragments of information to obtain an

estimate.

-

estimate. .

=

The number obtained by the éstimation procedure is called an

* Exercises ] .

A,
) }roblems
-/

L

r

-
L]

-

Following is a list of professions. Give some examples of estimation
that these people have to solve in connection with theiw daily work.
. 3 i

Plumber, -~

Carpenteq‘, . &
Truck driver, .
Construction workér, /
Tourist guide, .

Dressmaker, - A

Film producer, .
Housekeeper, and

Intelligence officer. - .

oy !
B

2. Describe five cases in which you have made estimates. .

-

o

| L B 3 I N N N AN

JoHn's. exam will take place 2 weeks from today. John.is wondering how
many days before the exam he should start preparing for it. Does he have
any relevant information that may help him to decide when to start studying?
Certaidly this will not be his first exam; he knows approx ely how many
8 he has spent for preparation in the past for exams of a similar scale and
ce. He remembers also whether the preparation time was usually enough
or whether sometimes he had the feeling that he still needed more time"i:
cover all the material, or conversely, whether he ‘felt that he had started
preparing for the exam 80 early that by the time of the exam he had forgotten

. R 68 R
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E L partial inforhation is called an estimation_procedure.
- “ -
The estimation procedure contains two distinet stages: -
- 1. Collect relevant informztion on‘the current problem: - “
- . , L1
® Books about old families in the South have in the past sold T
about 8,000 copies thé first yéar. .
»
@ The novelist's former books have sold on average 2, 500 Qopies
, ° .8 year. y , .
® A best seller usually sells move than 20,000 copies a year. ) -
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e vital detafils, In sum, his personal experience with similar exams is '

initely relévant information that he can use to obtain the desired *
essmgnt, . . . ‘ )

A couple éﬁtudents decided to earn some money by selling soft drinks
people cel ing the coming Fourth of July. How.many bottles should

y buy?” They do not have personal exgerience, but they have several altef- .
1ve, sources fdr collecting relevant {nformation: .

L

1. In the city, cehter there are booths that regularly gell drinks and
reshmeiits. The owners of these booths may furnish information concerning -

es of cold drinks on regular weekdays and weekends. y . 5 '
2. Perhaps some of theggfbooths\sold drinks 1ast Fourth of July and . P

'y may remember the-quantities sold then, 3 ’ *
? Tur, -

Our students can,ask themselves and others how gany. bottles of . ‘ﬁ ' .
d- drinka a person who stayssin the streets at this tiﬁgkgf year will nor- s

4

ly consume. . . — b « ‘ ) ) _
. Pieces of informatio'n at ourz'disposal' and those we successfully Soilect ? @
‘basic data to use'in estimatiopt. Therefore it is important that.they be
accurate as possible. It is sometimes hard to ensure. that all pieces of
ormation will be accurate. -*We normally prefe::!to uge a piece of informa— .
n in which we are moré confident than another piece that we trust lesg, *
n though the latter may seém tq us 'to contribute more to the final estimate.

&

For most of the quantitative problems that We face in our daily lives d
do not have accurate information; thus we capnot solve them.feeling ab- I
utely confident in’our solutionl Neverthéless, we almost always have sBme -
tial information that can help us obtain an assessment. Whil® thinking
ut these problens: for the first time, we do not always realize we have .

h informatioh (for instance, we.have no, idea how many bottles of soft - I?%
nk were sold last Fourth of July) But further ﬂ'lin!e:ng in other direc-' . .

ns will reveal partial information that may help us in our assessment .

cess. We may think, for insggnce of the average quantity of botitles con-

ed by somebody who stays out 5}1 day‘in hot weather. . . SR

‘

1 ¥ -
- L] L

.y, It 1s Highly important .(1)" to seek relevant information N T ) S
actively and persistently and (2) to pursue it in di§farent . T, N .
‘channels and directions. N . a S 2 L .

-~ e e ! . d 4T . . 3 . ’ a
" We can seek information by consulting source books Or'experts and by °‘ * Ty
nking hard enough thfEVEEl what, partial information we already know. * .

n if there is mot-enough time' to cpnsult outside sources _OF experts, it
rely the case that we find; after some thought that we have no gartial

ormation. . oo . A
e i r - . + o
‘e How many .tons of apples were picked last year .in Oregqn orchardg? e e
® What is the weight of the.White Housd} : ST

What is the total length of all the blood, ,vessels in ou’r body? B ‘

‘ ' ’ I '7 I
* - ' ’ . LI . ' Lvone
.
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-

¢ .

e ¢ lem is known with the greatest accuracy. In our example, had not £he orga- =

w

RN -4 : S o
For these and similar questions we haye to admit’ that'we have no idea at all,
but we should nog overuse such claims of lack of knowledge; usually we can

. think of seme f approaching the estimate.

” - L3
K] . ° - t £

Procegsing Partift Information--The Assessment Procedure

The relevadt information furnishes us with basic'data. How can we make

" use of such information? How can we process it to reach 2 numerical estimate?

There age several methods for doing this. Thesé methods differ in the thought
processes involved. Following are several illustrations.

Example A:" The organizing committee of the coming convention of Korean °
War veterans wishes to know the number of people who will attend the convention
next year, This ififormation is important to the organizers, for they have to
order adequate facilities, parking, food, pro§rams, etc. How can the members -
of the committee egtimate this number? They decide that they will base their
estimate on the number of participants at the last convemtion, which was held
S years ago. This information gerves as & starting point to use in construct~

. .ing the estimate. They consider in what respects the coming convention will be

dif ferent from the last one. ' For example, the season (summed versis fall),

' publicity, celebrities and entertainers who are expected to“aryive, ete.

Based on such partial information the coimmittee decides that 25% more people ,
will attend this year than attended the last Convention. - . 3

In this-example, the. committee those ag its starting point & number that
they knew accurately. Often, however, the starting point is itself an estimate, -
which is than adjusted according to the specific conditions of the problem.
The choice of a.starting point depends in part upon which aspect of the prob-

nizers of the conventionfknown how many people attended the last convention,
they might have chosen her starting point, peﬁhaps the total number of ~
members,pf the organiz s

-4
'Y

M -

. ) - -
+ . . M -

]

One of the methods for estimation is to begin with & starting
point and to modify it according to the specific conditiona of the
. problem under discusaion.

] iy . ’ '

-

c

13
' -

-

le B: A platoon commandet in the Air Force was ordered to pre-
pare an alrstrip for emergency uae so that light atrplanes could land and .
take off from it. He had to.notify his superiors how much time he would nee
. for this td8k or, in our terminology, he was’ supposed to estimate the duration v
“ of the op eration. %

The commander 1%who persohally had never Bgfore directed such an operationm,
recalled that the Yongest Quration for a similar operation was &, full month.

“That operation was directed by one .of hia friends, who was scolded by his

L - o I

On the other hand , eurlplatodn commander remembered hearing that such an
operation was completed by a platéom in 3 days during war€ime. Therefore, he
belf!bed that his assignment would taka between'3 days and 30 days.

superiors for taking mych ‘e5 long.

)

- *
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. Now he considers the gfecific conditions; ’ 'Ihe platoon is on péactatimg R
", status; there is no needfor exceptionally speedy getion. But if’ 18 swmer, ", .. o
now, and the area is genmerally flat,~so the’ 0peratiqn cam be ,,carried out quite .. ot
quickly. Bearing all“these data in mind the comar;deraa\} eétimqte how meny SR
days, more or less, he will need for execul:‘iﬁ)g_ 't}:is o,rdet. , YA

,'-; B I A C A

[ J }

Example C:  What is the aeriabdista" e' beme,en S&n Erencistq an
Wichita? Tt is definitely less than the disi:ance frqtu San Franciaco,

York, but ceh’.aig.y more than the distance fl;om San
City, . "

a, Neg '_ P
Franc iaco, to,Saly }..;ke et e g
. x .”H-. a? o r’: . ,’. , .r‘,, PO .i / o
. . . s e AL -" A " {:' PR A '{ I
. If ve have estimates for the disg;?é to New ToEk a?n& Sa],,t I,aké C:I.t'y, L s
we have a range of numbers within whi he desired estimene will bs, e can .| St
shrink this range further by seeckipg more informatienm (gerﬁeps we reaiize we ) ”-
know the distance between San Franglfco and Chicggo, ‘i, this may ser\re us as, /... ;..
.a more suitable upper limit, less §treme than New York) S NG 4 e

r'.'-".‘- .
h— . .- . .: \.‘ ] oo "'.r Bl e
: vt A

/. Another procedure is to seiect twé extre;me Valuqs. - W:I.fh:[.n 'E‘l:\-;‘
' thege_\wo boundaries, consideri g the sgecifm conditi.ons, est:f.‘:-—
mate. the desired number . s -t .‘

LR . - » LT

Th ext;eme Ms in this second kiud of prol:edure can also B3 x - M‘h '_ .

9 th Points of classes of possibilities, whenevei We want to comstruct BvL;h i
-classes' rather than using a single estimate. . In contrast in the. f—:l..rst pro-v_ ‘-...Lh sl
- cedure we try to identify the most plausible cldss ot even a certa:l.‘n nmber e
within that class. In this respect, the two procédur:es are essentially =
>, . different. = D Lt T -'; "'_‘“ -"‘..;;-.‘_. \“‘“ T e T
S L P e T

-Example D:  Two foreign corresppndeﬁts, “Jack and Susan, are watc ing h ’ ‘ -
. an IDF (Israeli Defenge. Parcea) parade. They get to, yzpndertng:\hdw m&nyyom -

¢/ soldiers serve in the IDE.* e S s .
' 'O - . _" PRI - e Y . S

. ) W "“~“'~é-.. o

\f-\ Jack’ ﬁhat do you think the numbef is‘z "" T -._: R

" 1‘
. -

L]

-Susan. Eow could I know? That*ﬁ c]:assified inﬁomtion. ﬁ;' s _
. ; o Ty AT

'Jack I*d ]‘.:.'.ke to write an’ articze ahou& t‘he siqﬁen Bnldier TIn. f_'é:_raei.""

Let's try-.to esr.imate bow many there are. - .. v s ;ﬁ.“"-"fi-":,‘:‘?‘l“i}' N
\-.“ -.q: J \‘:.‘\. \.\“-:‘ ’ - -':'ﬂ‘-..._:‘ Bt _.‘A-_H" Tha :‘: ' )
Susar: . How can you figur:e it oht?. S T T U T T

...\ol'-' ) “::_-""--.. ~$:“"-.

' ;Jeii.:k’:
,Isr 1, . '_
“in Israel.‘

segms to me quite s,imple. Thege are some 3 milli s’ in

of t;.hem are female, so there are about 1.5 million ‘Jewi ‘women Joe

jfhe aver:ége Iife expectancy \for vomen is ab,out 70 years.' In every. .o

ere arey the:efore, approximetaly 20,000 w't:m:e.n.,,~ because 1.5 mil- e g

lion divided by 70° is aroand 20 ,000 (assuming, of courme, the-same m\g;h;er £ .

ach age gr,ou ). J,Regular :p:l.lj.tary serviﬁ J.astsrfor‘&kzears. “Hu.Ls, . o

en point in fime, there.are. about 40 000 women saldier%r;inJhe army, Lo ]
. in two age groups, 18-19. and: 19-20. ’e , TwL e

N : R - f-" PR

n: Wait a minute, you don t mean th all t‘he women aged 18 or-19

serve An the' army? is pamber seems to mq.v ggerated

Y

/ ’

A‘_._.




_ not derve f.Or various reasons.
. Women, soldiera in the Israeli army.

.. I envy you,
ever raing

Resident:

during the 24-hour period,
_ Rain~in 'other months is
There are 7 monthe of rain, and
and in April there are few rainy days, say, about 3 days a month; (2) in the
other fionths, too, not every day is xainy.
. these months, there are 5 rainy days on the average.
. March we have some 25 (5 multiplied by 5) rainy days.
1~rainy days during the year in Los Angeles.
either very rainy or unusually dry, our estimate will change.

I am etill envious.

. of xhas whole, s
stﬁ.aiers)
. {the numbgr ‘o rainy
figur,e out* the u'fhole,(
o totai sm/ of’ rain.y dags

¢ / ".'

t11 deduct Erom oy estimat
‘Therefore,’ my

large number”

The'se two metlwda ﬁa;g usua.lly aalled

- s

t related events. . -
large number (like the entfYe Israeli

quarter of the. women, who do
inal estimate ig about 30,000

-

. ?.xample E: A tourist and a resideni: Qfl‘Los Angeles are tﬂ.'king.

The veather in Lios Angelea is splendid' it hardly '
In London it rains almoat every day the year around.

‘Although we do not have as much rain as you have in London,
"there "are -plenty of rainy' daye -in Los Angeles during the year.

What are you talking abOut? I bet there are no more than Py
rainy days during the entire year.

Resident : Let"s agree that a rainy [day means at 1e.aat 0.01 fnch of raiq
It rains in Los Angelea only from October until
rare, B0 we can igrore that-period.

let's break it down:

Let's suppose that in each one of
So from November until
In sum, there are about
Obviously, if the year is

If I do the game caleulation for London
‘ weal:’hq,z:, I belfeve the figuz:e will be atound 150 rainy days a year. /

, Examplea D ‘and E'illustrate a procedure whereby%an estimage is constructed
. from _partial or even full information abo
aasiex: to begin with the whole, or with
Jewia_ﬁ pppulaticn, ag in Example D), and to obtain by computation ope compoment,’
smaller number that is our goal (e.g., the nuiiber: pf o
an ofher circumstances we know something about the componen,ts i b s
each. mont‘h; as in Example E). ,,an}i tthugh t;hem, we. ‘.“'_
‘that ve are t:;ying tp est;imate (thg y
n\A ;typical }{ﬁar) ‘ af g

:. ‘e

os it io_,.gn mcompos

. rc; f’

-

aing the ;ﬂet’ﬁod f de&ogposition, we 5{.&::: withc‘some whple Ja
} esr. mate amfbys: S -

ionL obtalh the 'si’esiaretr wmp%mr .

'ﬂs'f:io

+"

“r-v‘k . i .’

i

., :rfe esti:qaﬁe qﬂmponén

; and by cgmgutatiprgef ¢omfr.l,ne thety,

We P{ave d:lac
f’ enc prosza&ure

f'- »j ; »
;"{" ”:",’}f‘?? ':, /0

.\. _' L

L

;:",'

ur me.thnds, each of %}
reat:hing ;he dea‘i;:ed estigate,

C bl
vl @b X

0, ,ﬂ.;ffrw :r-.a:w

(1} in October

Squetimes it i
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These methods are not totallx different, so we will: not always be .
able to gtateclearly that we utilized one of the four methods. _ Possibly r.n.lzr

:_‘- _-A" _f., . . . N

specific method will be a mixture of two or more of them. . P
\

4 .
R\
. 2. )It is often a jfood {dea to apply two or mOre methods, . \

methods that were not mentionmed here. The type o¥/ problem and kind .of infor-

mation available to you will lead you to an appropriate method. Thus the ‘( Loo»

word "methods" is perhaps too formal; thege methods should bé used merer as
recommendations. ) ) N /

W - L]
LY LY . -
o 4 .

Although the methods discusséd differ, they share something in" commor:
The estimate is based on a detailed and explicit procedure, , ‘The partial in~
formation is specified and so are the.ways by which it is proceSsed. Thege +*
methods differ from the tommon practicé of estimating and assessing “offhand”’
without thinking about the available partial information nor the best way to
utilize. . it. . - . .

» N . ’ . 4 "}

Advanta_ges of Betailed and EXplicit Estimation “Procedures

Detailed and explicit grocedures as described in the previous: seption
will probably produce better estimatés., The estimates will usually be closer
to the true number “than will vague and inexplicit egtimates for the following
reasons. . qh . s .o

1, Whey/we specify the ils, i_de ,spetiﬁ more time thinking about the
various aspecty of the problem. ' g ‘ i A
""\2 The details enable us to, examine the, extet'lt to which we are familiak
with the data needed for solving the problem hdw mueh of*the desired infor- .
f mation we already have, ~and what we still need. In this way we have gome. -~
' 'cri’teria to judge the reliability qf the ‘estifiste we prodiﬁze.

¥ ' - .

~ The deta:[ls ‘help teveal thosg “items' out which we have c:cmetidera.bleT
,fam;mts of fnformation and therefore can use in the estimation . pr%edure. FO'
‘example, we have more knowledge about the ;ncmber of rainy dayg in pur aréa each,.
. menth’ than. abouﬁ‘ the t,atal nutber the..year around.  This 1s why an attempt td
. .tgckle the p;ob!em as 4 whole (total nunber of . rainy days anmhally) will prob-
" ablyWesult™in lésg adcurate, estigites than.those proﬂuaéd by loo'kfng\ at the
details orn wl;ich we_ have. mre'knowledge {aum‘bei' of raing days eaq;h _ h)

"") D .

.-'f 4. An addicicna'l advant ge to reaching au estimate by a d‘en\:a:l.led and

‘; - 'mgplicit way over an offhan? estimate is'that the former is more dp o ¢
" ..., Berutiny and c:ritif:fsm than the latter. ‘The average numher ‘of rainy days edch

" month; the constancy-of this’number scross several months, the monthvwith the |

h' ,,‘,'ﬁ‘ighast p;ecipitation, t:hese matters and 3igilar ones are, debatabie and open

~L0 gerutiny, Thus we can examine the basgis for dif,ferent ‘Estimat:es of the’ ‘&_' o

ﬂﬁi\m -kotal mmber‘ of" ra;!.qy days in Los Adgeles. W‘ithout guch datail, it,:l.s
., Jore dffficult to d’ﬂb&t!S or to Rheck "£inal. ‘estfate ' (as_when, the tourist | .
‘ ' {n Bxample E e.stimdte\d dply S.rainy ys a year). Similarly, teachers of
) '_ mtfwnati,cs msual].y, ptcfer fu;ly des£ribed- solptions cve.r aolutions that give

1'.
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only the answer. "The detailed procedure can be scritinized .and corrected much , -
“ 7, morg efvficient;ly than in the fingl nmnerical rvesult. :
. ~5 . v

‘s .

Exa’i-cises .. . ' N

-

.,.f

Vel I Suggest one way*to o]kbin each of the following estimates using ‘

R the methods of decomposition or recomposition, ' Describe the various components

e *ia detail, but do hot make any numerical computations. . C

i . % . ——
wo- .

it &, How many fooms are there id the Plaza Hotel in New York?

X ' . b. What was ’the
’ : of Michigan foofball tea

: s . ¢. How man}; wérds , (including repeats) are there in the Bible?
D) * , !' . ‘ . .
. oo d 'What-,ea the total mémber of Jeft-handed people natfonwide?
‘ . e. /If.all Ohio's 'residents stood e by s.i,de hplding hands, w‘ould
e . they guteegd in emompassing. the state's bordixs? i '
]\. ’f}kest 1ab chec‘ké‘ the reliability of various commercial producﬁs
The' testing‘ method  is 1llustrated by the following example: If %he lab is
reque.sted’ tq approve ‘the durability of a certain cloth, say, over 100 washings,
will aktually wash a sample of this cloth 100 times and check any deterio-
rat quality. WNow, for the foi] ng commercial products, please esti-
mate the number of actions~£d7 instance, wihings) that the test /lab will
" have to carry dut-in order to prove thg durability ovet 5 yeazs of use.
n . . . . ,
- a. Prod cts tended for Juse in a house,occupied by four persons-
N - ) o
» 7 e v e & front door key--a single testing acticﬁwill be ‘one Iocking _
E S o and one ﬁnlocl?‘i-rrg . .

L]

.

P . e A la\r‘t,ory flushing system, . _ ‘ "

N -

. : ® An electric Hght for & kitchen stove, and

. ., N . . . t

- " ,?‘ e An electric wall switch. -

LA ! : N ¥ = ) -

o b, A ballpoint pen in use by a high school .student (testing cr:itariqn

wou}.d ba the length in feet of continuous written line). " -

i
¢ 3

»

émall pump for b:l.ke tires. ' , . d
N . - i . .
N . B /“|
. 3. Eat:l.ma.l:e numerically some aspects of modern living. ~ 7,

. Lo 3. qu‘many films have you watched in ydur 1ife? . )","“- ..

. b... How my ney does an avey:age smoker epend for cigarett'es during -
a8 lifetime? .




about Israeli women'soldlers}. It is absurd to suppose.that almost half of

"c. What is the total number of hburs an average college“student . f-
Bits in-the classroom before graduation9 .
4. How many steps do you take when walking from the parking lot to .
your desk? . : . . '

e. .What is the total number.of eggs you have consumed so far? S 7

Checking the Estimate  ° C, : ' ¢ ..
Checking the estimate 15 an impurtant part of the estimation procedure.

It 1is ‘customary to differentiate between two kinds of check: preliminary and

detailed.. .

Preliminary Checks. We will check whether the estimate is plausible.
For instance, imagine a candidate becoming excited in an election campaign
and exclaiming, "Thirty million men are unemplbyed.” . The objective of making -
the preliminary check-is t3 see whether this figure seems plausible. "If there '
are about 1.5 million men {n each age group in the United Stgtes, then there
are gbout 75 million men between the ages of 20 and 70 (see plé D above,

them are unemployed NN

Detailed Checks. This’ form of checking is more detailed than the "Former
in that we are not content with questioning the.reasonableness of a given
estimate but actually make new estimates in one or more different ways.  Then. .
we compare the new estimife Or estimates with the original. If the original -
estimate seems to us ' to be unreastnable, we ¢an now reach a,more plausible one.

-y

The estimation ‘procedure ’'is based, as was mentioned before, om partial -
information and logic. The amguht of partial infoxmation cOncerningd‘ given .
problem.differs between peogle. Somiebody knows more and some ‘others know less
about the problem, Somebody may be familiar with one aspect, while his or her H
friend s more acquainted with another aspect, and a third person may be ,
familiar -with more than one aspect of the.matter.’ Various aspects of the -
‘Probiem, therefore, help the persop or persons fmvolved to carry on the esti- .

mation,procedure in different ways.

. .
b F N .

The following,is an Jillustration of a detalled chedk: i .

The city engineer is:asked to estimate how long it will take to perform
some base construction work on a speclfic road. Het superiors want to know
in advance how long the road will be closed to traffic. - The engineer is try-
ing to recall how long it usually takes to do t e game work and accordingly
reaches at- estimate ‘(here she utilizes the firdt‘estimation procedure: , start-
ing’ from some base and modifying it) The engineer knows this is only an -~ .

. estimate and an error might have Occurred (an error is likely when dealing

- l

-

with &0y éstimate).. The jmportant thing is that_the errdr should not be too .

, large. ﬁccordingly} she checks herself by estimating the same figure differ- + - ° -
ently% She detimates, thé average time duratiom of each stage of the whole
job afid then cembines all the.estimates (recomposition) Computing the esti-
mates Iin different ways may reveal biases and errors. If the two estimates



v

are similar, it is'likely that the errer is small. However, if they are very

.differemt, it may mean that one of them or both .bf them are’ highly bissed;

the engineer should review all the stages of estimation to see where the prob-
lem’ might lie.

Preliminary checking and detailed checking can be closely related. For

* 'example, having decided quickly that there cannot be as"many as 30 million

ﬂﬂemployeg men, We can use the same framework to, arrive at a new, more de-
tailed estimate: There are about 75 million.men between the ages of 20 and
70; if about 10% of them are unemployed, then there are about 7.5 million un~

, employed men. An estimator more knowledgeable about such demogrdphics would

make 'an even more detailed estimate that includes teenagers with their much
higher rates of unemployment, and so forth.
ﬁ H
Each kind of checking can be either personal-~the estimator checks his
or her own estimate~-or interpersonal-~the estimate is checked by someone
else. The city engineer mentioned above made a personal check by recomputing
her original estimate using a differemt method. This would have been done,

-of course as an interpersonal ckeck by another person. “

L]
* -

To the greatest extent possible, we should try to avoid letting our
estimate depend on the estimation p;oceﬂure. There is slwsys ome true value
that we are tryipg to estimate. We wisH to obtain more or less similar esti-
mates (that is, practically one estimate) of this value by making use of dif-
ferent methods for computing these estimates.

In this chapter, we realize the close conneEtibn between tfcertainty
(which was discussed in chaptey 1) and partial knowledgey, For most of the
daily problems we solve, we have only partial, rather thgn full, knowledge.
That is why we feel uncertain when dealing with these problems. We have
illustrated that there are more- and less~-clever routes fpr utilizing the
partial information available. *

Ll

. A, . .

" We have stressed, gs we did in the first chapter, tHat clevet estimation
procedures cannot guarantee correct angwers. However, the importance of esti-
mation-procedures lies in increasing the chances of a value that is close to-
the true one.- % '

1

Eigrciseg. . .- )

5 .

-1% Perform preliminary checks on the following estimates; are the
estimates plauslible?

-

. oy i
¢ In' Hungary there are 450 public telephones.
) »

® It takes a steamship 80 days to circle the .globe.

- .

“« ® One million copies of £he New York Times are printed every day.

- -
El

*** . ® There are 100 industrial accidents in New York ﬁity each year.

5"

If a11 Pennsylvania 8 residents stood one on top of the other,
the line would reach the moom. .




r

2. Fox the following questions, try to reach an estimate in two differ-
ent ways. Are your two estimates close? If not, improve one or both of them.
4
® What is the total number of babies born each day in your state?
¢ Vhat is the total annual mileage of all the motorized vehicles
in your state?

« 7 * N t-

;" qzdé?nfidr} books have been published in the world this year (1nclud-
R ng additional primtings of all books)? )
N\

¢ How many churches are there in the United States?

=

64 77 : o : ,




s ' SAMPLING: PART I G N

’Intrgduction . . _ K N . . ,«

. . . - .
.

< . . . v
L .

~J The New York Times, December 20, 1984 . .

LI
-

‘ New Show Big Hit" i .

)
3

. . - -
* : * The new TV'show, "M*AX*S*H in World War fn," is proving to. .
' | *be more popular than expected. A public opinion survey of* 2,000
) ' respondents revealed by the nstwork today showed that 60% 8f L
those surveyed r':eport:?d knowing of and liking the.program. I

L4

w ‘ - ‘ -

Rathetine: It's no wonder that most of t:he country Iikes this program
I‘think it's good, too, .

william: Who gays that post Americans like this prog:am? The news
story says only 2,000 people participated ip the survey.' Should.I remind you
-‘fhaf the total populaeion is over 200 million? 4 P ’ .,

i

. « ,* This news item iptroduces an additional method to reach  an estimate
+ based on partial information. Here, partial information is obtained from a
sample that is only a portion of fhe population that intereits us. The sample
+ 18 the source of the information.” | . ' .

-

h ( NoboMy can be absolutely confident that ¢tly 603 of the entire pnopula-
tion (about 210 million people), Iike that program. ,However,'60% of the 2,000
respongents is certainly an estimate of the bercentage of those who like the

’ .prog¥am in the entire populafion. We do not have full ginformation about the

opinion of all the 210 million, because they were not asked. The information
concerning thege 2,000 who were asked is partial, and may serve gs an estimate.
for the popula ion as a’whole. , \

. . P . * . I "

We frequently hear about estimates based on samples:

. 1, Many public opinion polls/are-held before elections, in an attempt
s to estimate the voting results. ASudb a poll is based on small samples of

* voters who are askéd about their vo{ing Untentiong. The e ion results

’ are then tn.fsrred from the results of the poll’ R !

2, When ‘I‘:Lme magazine interested in knowing the opindbn of thg public
on Rew economié policies, fok instance, it sponsors a survey of a swtple of °
the public and tb’@n relies on the dstimate obtained by the survey results.
* -
3. Te.sting laba that check the question of new comercia{ products s
usually ‘conduct tests on samples fof the products; the results gerve as an
estimate of th7 quelity of the product in genaral.

[ )




B ’ ) a . . . . . -
. - { 4 v
. .
. . . . N [ .
. -

Vo . 3
. .
.

.Also; we ourselves often experience making estimates based on samples:
" Mary: Did yod gee that bus driver? He is so discourteous. He
eloses the bus doors before the last passenger touchés the ground, and he
does mnot reply politely’bo the passengers' questions. “
* 1

.

« Jane: He 1s nmot the only one. Yesterday I had a simflar experiéld;

with anether bus driver. .

Mary: Bus drivers in this .city are so rude! 2

2. laurie: Look, Bob, what a beautiful display window., Aren™t those °
clothes beautiful?
' b

« * Bob: Yesh. let's go In; this store sellsgeat things. -~ : *
3. Tom: Dan, I'm going to see "Black Storm." ,Do you want to come with'-
me? ) : r b
- L

Dan: Who told you that f1ilm is ,any good?

4
~Tom: I saw a small bit of it Xn a preview. It was fascinating.
I assume the entire film is like that. { ,

In all these cases, evaluation was made on the basis of partial informa-
tion. °‘This information was obtained from a sample:
L N
1. Mary and Jane assume all city bus drivers are rude by. observing only
two of them. For Jane and Haryf these two bus drivers constitute a sample

representing all the others. .

2. laurie and Bob believe the store sells attractive clothes just by
observing its display window. The disPIayed merchandise serves as a sample
of the entire‘tfock in the store..

3. Tom ﬂecides that the £ilm 1s interesting because he was fascinated
by the portion he watched. . .

* Even this small 1ist of examples shows /that in some instances it is

' justified to infer from a sample of items to the whole set from which it was

qy&ginally sampled. However, in other cases, such inferences are not justi-
fied. There are samples that look "good" and reliable; others seem “bad."

‘In this chapter we will learn something about samples.in order ‘to know when

we can trust an estimate based on them. . Nevertheless, we should keep in mind
that -although the sample may be good and reliable, the information derived
from it 1s partial .and no more than an estimate. As in any other situation
involving uncertainty, we cannot. be sure what the true situation is. Unless
we chedk the whole relevant group, we will remain, to some extént, uncertain,

‘ even with the best of samples. v

* ~
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Population-and Sample

A major city is considering repaving a road often used by trucks to bypass
the city. To determine how thick the new paving should be, the city planning
office is interested in finding out what proportion of all the traffic on this
road during the year is trucks. How can such an investigation be conducted?
Obviously, the city will not hire a group of people to watch. the highway
whole year, 24 hours a day, and count all vehicles driven on it. Such a%o-
cedure would consume an excess of time, funds, and personnel. Instead, a
— safipling procedure is used. .

A certain short period ie selected, during which 21l vehicles on the

. "~ road, trucks as well as other vehicles, are counted. In such a way, we get .
a partial group of the total number of vehicles using the road. The percent-

. age of trucks in this group is computed, and this percentage serves as an
estimate for the same percentage in the total group.

Which partial group should be chosen? There are sevﬁral'alté}nativesz

/ 1. The city could decide to count the vehicles during a single day in
that year. Thus the:- percentage of trucks in that day will be the estipate
for the annual percentage. ' s

2. It is possible to choose 1 day each month, so. the partial _group
will be all vehicles on the road on these 12 days. ;
» " ‘
3. All vehicles on the road during 1l week could serve as a partial
‘group. ‘ * s

e 4, Still another period for counting the vehicles couid pe 1 hour
gvery day in the vyear, . . .

Each one of these fand otheq) p#ftial groupe is a sample of the larger
group of vehicles using the road throughout the year. This large group, of
which the percentage of trucks is our objective, is called the population.

- s

hd {

£
The population is the sum total of items on/éhich we wag;l) ‘
to obtain information.

\""-—--..d

A sample is a partial group of items selected from the
population.

+ ' I
. Sampling is the procedure of se]_ecpgtﬁwjample from the .,
a population.

& i A
Not all populations are people. You can say the population of VW Rabbits,,

or the population of all bottles in & food store, gs well as the population of
our town. — .

oo - ' ™




A}’\ve\have seen, various partial groups, that is, various samples, can be
selected. Figure 13 illustrates three different samples drawn from the same
population. :. There are, of courBe, many different samples, varying in size of

' sample or observed features, that could be 8bawn from this population.
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T Eigure 13. Three samples from one population. - \)
~ -
! \ Figure 13 demonstrates several features: e
1. Every item in the“‘sample is part _q‘ fthe. rell:vant pOpufation. * . . y
B 2. Not every item of the population is included in &-&& nless °©
the entire population is included, and in sudh a rare case, it is no longer
called a sample). Thus, a sample ig always sv‘ﬁ’group of the relevant - .

population.

es from a pOpuEI.ation. The sdmples
and in“size (number

3. There are many ways.to draw

can differ in compdsition ‘(different i ftems).
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As far as the population is concerned the) information derived from a-

sample is alway# partial and serves as an estimate of & certain quantity of N
the population. The percentage of trucks among all vehicles driven on the *
road during a single day is used as an estimate of the annual percentage; the
percentage of people interested in a TV program, assessed in a sample of 2,000
respondents, serves as an estimate of the percentage of the entire population ‘
of TV watchers. . '

vy '
. \

N "Exercises ' r - . - -

-

for "which & sample would be helpful, n a sampling procedure. Answer

Go back to the exercises in chapter 5. Select five estimation problems
énd\plra
®  the following questions for each:

1, What was the population of interest? - .
2. What'was‘ the feature of interest? !
3.. What was the sample you have chosen? - <
‘ ~ P

’ ' . ¢

- ' .

When to Use a le . . J .

. -

When informa®ion on a certain population is needpd, the surest way is .

to check the entire population. But such’an approach i$ usuzlly impractical b

an‘d sometimes even impossible: .
. T

When the Relevant Population Is Very ,L&ge. For example, scientists want ‘

t learn about the composition of thegmon s soil. It is impossidble to check -

e entire soil of thé moon. Instead, samples of it are investighted:. \

N ‘ ¢

When the Costs ( ney, Time, or Personhel) Involved in _Checkdng the Whole ‘

Population Are Too High Counting all the vehicles using a given boad dyring -

the whole year would be :a costly task in terms of researgh-crev and time -

involved. Testing the efficiency of a new medicine on the entire population "y

of people who suffer from a spec:l.fic disease would be enormolils]‘.y expensive; - .

. quantities of professional workezsu; sophisticated equipment, facilities, and .

time would be required. Moreover, such a large-scale testing is almost impos-

sible because some people do not know they suffer from the specific disease, s

e others are hard to locate, and stiil others would not agree for varicus rea- , %

sons, to serve as "guinea pigs." . "":3 T ;
- 'l:
~In such cases, it is more practical %d conv ent to use a sampl®. o

When a 2ortion of the Relevan® Population Is Inaccessjble. 4 hospital a
' wishes to assess the differences in body weight between male and female‘babies. :
The -entire relevant population congists of all babies born recently, those - -. N
who are born right now,” and those who will be born in the future. How can *
babies not yet born be checked? ’. ., _ ' -

o o %

‘ The Testing Procedure Either Destroys or Alters the Tested Items. Tegte

- ing i;]'le entire population, therefore, will result in total destruct:ltén.
. ) + . ) X . . . N
. . - v - ) a * -k
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A manufacturer of matthes has t;ecently received complaints from customers
2t their matches tend to break’ when struck. The company wants to check the -
cength of the datch hat arernow being packed for shipment. Testing their .. :
rength by striking a¥§ of ‘them would destroy an entire shipmefit. Therefore,
st:l.ng a sample is & better’ ‘tdea, . ’

‘A testing lab is asked to check the durability of some glass cookware ’\!
3t is supposed to be heat reéistant. The lab intends. fo check the maximum . R
nperature that ‘this cookwa're can stand. s The testf.ng procedure will be to
it the produét and keep a’ tonpinuous record of its conditi&y:t ~d-;i.fferent

o .

rels of heat until.it fails. Obviously, such a destructiv tﬁng proce— .
re cannot be performed on all the fackory's line of cookware. Instead, only
;ample can be subjected to such te‘sting. . < B T b

. ' s T
, In sum, we have seen that in many cases a sample is the best wa}' to get
estimate of a certain’ phenomenon in a total population.

‘ .

. . v
. %
¥ . a
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it Is a Good Sample? . . : , Iz
% . w . . .
v Using a sample instead of checking the eptire population is, as _we hwe '
n, common and sometimes even indispensable. .We have also_seen that ,various

lples can be selected from the same popylation. Thus we must noy- wthe . s
lowirfg quest ions: :

. Yy
1. What is a 7good sample? ' ﬁ ' ' %ﬁ
2  How can such a sample be chosen from the popufat:l,on? ¢ ' L]
3. Given certain regults based on'a sample, to what extent caffwe rely . -
,that sample? ] (D R . : . , ' ' ’
, - 3 ) - . -
et us a‘eal .with the,first question. The result obtgined by t:hecking a
pie (for- instance, the percentage .of truclgs out-of all vehicles driven on & ]
d during a week) serves a¢ an estimate of the similar,result in the popula-- : ‘

n as a whole (the same percentage during the whole year) . ) .
'1‘.he estiinate oﬁta ed from a ‘sampl&a better tg the extent ,that it is

fe- to 'the true figure (which can be obtained, in principle; if the entire

ulgfion id tested) Therefore, a gbod sample is one that prévides a good

imate. Such a sample 1s called a:repregentative gample, namely, the esti- -

e obtained from it represents, or reflects, the relevant feature in the ®
I.e population. L ¢ y . ~

-Let *us “assume that 52% of. the QhoIe population like: the TV program’ =

\RGFH :I.n ‘World War TIT" (of Rourse, the percefttage of the entire population .
ictually urknown, 2nd that is why we néed a sample}. To-the extent that . oo
percéntage of interested respondents n our sample .is close to 524, .the .
sle is more representative and the egfimate derived from it is better (in -
sange that At is ckoser to the true value), )

.t 'ﬁ B * [ » ¢ i
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) A good sample is representative; itg reflects the entire
- population regardina E?é:feature 6f interest. t

i) . =
. . e

- rd *
Ve choose a sample in order to avoid® investigating the entire population. -
Therefore, we camnot judge whether or not a sample is reprgsentative of the
feature of interest by comparing its results to those of the populatién’ We

~ .. infer from the sample to the’ population, rather ‘than compare the former w:l.th
) the latter. ’ . - .7
- . » \ L~ ,

So, how can we ensure in advance, or it.least incredse the chances , that
the sample we choose will be representativh régarding ‘the  feature ©of interest?
_We are dealing now with thé question, how does one select a good sample?

¥
’ ﬁFollowing are two gituations in which is relatively easy to choose é
good sample. r . N TR L
&:-,- T -
1. Nhen a physician neéds to know the number of red blood ceills ina’ _
. patient s blopd,*usually a blood test will be conducted on a single drop of o
g “blood. Tbat; yop ' will serve as a2 sample representing. the compositlon of the .

patient s ent{re "blood. -;“r? . o "?,'

“ . "2, When a puﬁlic health agency wishes to know the.percentage of chlorine
- in the drinkiqg water of a certain neighborhood, one drop of water will -
. %', wusually suffice for checking and estimating thimmattet for the, entire "popu-

X ) latipn of drinking water” in the avea. i ,

. - W a
In these two examples, ‘the populations involved (blood in the human-body,
drinkiﬁg water in the neighborhopdg are homogeneous concerning the investi-
_gated” feature. One drop of ‘bbood is essentially identical in its composi'
i.fo another drop ¥rom t{he same body; this homogeneity applies also to water ”
e e .Therefore, we can infer the+investigated feature {blood cbmposition, for in-

. Btance) from‘any small sample. Ahy sample that is chosen in this case will .
_ be "good,”" for it is almosl,i,certainly identical in this trait to the entire

population., Here, then, the result of any sample tested will be identical

‘ toithe true value--blood or water composition. Howéver, such cases, in duich
s «+ the populgqibn is homogeneous in'regard to the investigated feature, are rare

indeed In most instances the population is not homogeneous with respect to
the fedture of interegt, Quite often, this lack of uniformity is precisely i
; ‘the corg ofhour interest. . . ’ . K ’ N
_d . w . '.' '
. v, Peoﬁle’g op nion about a TV program {s not uniform. We want to learn .

.~ * how many people iike the program, how, many are indiff,erent, a.nd how many . .
. disl;ke ft. - . ‘; o e . ,K\ L
oo ) : ' Mot all the veh:l.clea driven on a road are trucks. . "The percentage of,

v " '. )'trqq.;w is. what ﬁe need to know to design the repav:l.ng 'l./ _ '

ot T,

’ In preparatioti for a poasi e draft, the army wanta o know the height ‘of
_ . 18 and 19, ear olds foxr the purpose of ordering adequate clothing. Obviously
. @ * théresare'd differences in height; the army wishes to obtain estimates of the R
' . perceritages of reffuits ip each height category (for instance, very tall-—
' > al;ove 612", taﬂ-between ?‘11-" and 6‘2“, and average--between 57" and 5'10"

ete.). . . ) 3 R
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annual income_-af\a_liﬁmertichn men. .« \ J ’ . / K
Is this a good estimate? Is the’ "sample selected by the diners representa- ’
. tive of all hen in the. country? 'Probably not. The entire populatioq includ; R .
peopde with high, medium, and lgw salanies. Had the sample inclyded N
(1 longing to all three classes of salarysbevel there would be a better . ;
)/) that the estimate derived from it (the ayerage incdme) would be cload ';
. ,'average in the population., eVer, since the sample consisted of men having I
-, lumch in an expensive restaurant, it is reasonable‘to assume thit they were . .
" all well-to-do. Therefore, this gample cannot be rega:déd as r tative .
of the whole population, "and an ‘estimate obtained from it is'not .a gopd,one ¥
. "(because it wﬁvg not be elose to the true valﬁe) This is a biased sample. -
~ - N
Lt . 1 ‘.
’ A biased sample is a sample that does not représent a popu- T
)} lation with regard to $he featyre of interest. [’ S
Y L -/ A
- e e e o e o
& ' When a population is not hogqgeneous, not every gample will represent it. _
- This is the case in most ingtances~ ‘that: we. are intérested in investigdting.
It is important when dealing with such populations that the samples drawn will N
" be.representitive, Hog can we select fepresentstive samples? How can we " ,
avoid biased ones? r o, ) . ® o
4 , - . . ‘.
Exercises o - L ] 1 gf
i~ Choose. a2 sample to hs’ﬁ;eahln estimating the’pencentage of people having . o
| the . following characteristics-in the-entire U.S: population. What is a bad
sampling method forieach characteristic (1. ey a sampling method that W11 , ..
result in}a very biE%e@'sample)? « ... - -
* - 4 LI v [} oo L
The dgaracteristic . { d A bad sawpling method , :
- . LS
) y ® Has @ telephone 4 A télephone surgey
o ® Likes classical music , ' '
\ ® ’Is whrried ° . 7 .
"7 ® ".Is a Republican !
® Speaks Epglish fluently
’ ® Likes [football .
® ‘Weighs more than 185 lbs./ -
® Tgaches at a university ’ T
B Bas fathered one 'child ' ~
] Had a high school dfploma o
L) - »
L . [
W - ;?2 SD

.l (, . "" ) /o-\

When the- popuiation is not homogeneous, not every sample is adgoo

A group of mep eating lunch in an expensive esnaurant disc ssed'lhe ,
“average annual ingome of Amertcan men. Aftersa long debate the dinersy décided
to use themselves as a sample. Each one wrote-down his annual wages and they
calculated the average. -This figure served’ them as an estimate of the aver ge

)
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. 4 The. Departmeu't of Educat.ion wis‘hea to know whai; gropo;tioﬁ of igh sc.hocﬁ.
L. seniors plg.ns to go. to Eolle.ge fid hﬁ.res a ;‘esear;:h gclentist to mﬁ&p;‘t "appro— e

priate research dn the l:opic. » s acientiac ﬂ;ves j.n ﬁanhq,l;tan, ue@:. three a
TN pﬁ.vate high, hools, It _is most convenient. for her,. in tﬁms of time,’ budgﬁt‘,.;;
e a:nd acéessib y, to chooae A aampl,e fr,g:_n_ﬁﬁe t‘m:eg t;aai:b,y i‘gigh Sc:ﬁpnl

/ . /J _ wu; ‘such a proposed &&mple be :eprepeut'-atﬁ(e? Will tﬁis sampie don,sist—
/ s . . ing of, the seniors.from. three, Manhattau Jprivate’ scbools, mpra nt -all 11-.5. T
oo high school. sgniors on the characl:eristic c Ilege ﬁlans? Prd‘:}ly nefff ‘thi»ax i

;T Bamplef is. probably bias@,d. R ‘ %; AR
. L .“’ P : :. : .‘ ..-. C ’. . :_"."
 on ‘sach 'a sample w,ﬂ;:-’ﬁ.'é Ll

.
Lt

o . . How can we judge whet‘hef the resull: bss
a .- unbiased? . v X =
& v 1. Ffrst, we ask ,ourselves wheth.er the pol: n.t.ial aam;:le differs stgni'f- - ¥
v, . icantly from the entire population. *The ans%rerg dffirmativer The'; The' gfbpula— o
¢ . - tion is comprised of high school genjors residiug in cities, towns, and ryral
.+ areas, whereas the proposed’ ‘sample As made’ up’ solely of stidents in 4 mel:ro—"""
p politan area, Thus, the sample dies not reprgsemt the relevant populationin’
. connection with l:he feature rural/urban. Furthermore, the population contains
. v both;pubdic schpol and prival:e achool -students vbere@ the sample contaians. -~
only l:he Iatte:‘ - Y TE\ T Al T

it

 f . 2. We then ask whether the features rural/u:ban and public/pri'val:e? ‘have
sope relation to ‘the. fedture collegé-plans. In order words, the question is

wheth&z eity . re&idants diifer from town _and -rural r-eaide:nt\g and whéther blfe °
scthL studen;s diffe.r fram private school studenf:s in the&‘ inteﬁl:ionst)zu

: .:"}';' e C!ﬂlé"a& ﬂe Belig}re- such &ifférmv:és sexist:,
- '. - ‘- - B -*."' .. \ q .—-‘ . __‘ ._._, . . - -
-, 31 wg assmne t‘hern, AHAL there is a high .éi‘iande l:’bat bhe propoaed sample v

“fiot dnly in the features
nt’u‘est at t'he. momegt), bu{:

.::. g not ‘répresemtative of the enbire populatio
et ryral/urbw ‘and pﬁbuxz/prriva'te {vhich are not o S
e v aiso in the resegrch tap:tc coliegé plans. :

e ¢ ye disqualified l:'he bﬁnﬁa—.tt priva,l:e #obi’sampl ecausé i:z"ﬂaes t_ L . h

tepresent the population in tud, Peaturés that we believetaré s-thd ~ L
! \ . feature,of interest,. Ve cad nse ‘these .same considérations to' try select’a”

. ’ , representative sample, sa t.har. we, will be able t;o pnt-more trust ‘in an esi:ab— »
. mal:e obtained frém it. ~ , . - -t - . : . S
v . . Nl - : ? - Voot > -
Y . v . Before {'nol:“hfl:e.r) polling the sample. welcan think of other chat:a.ctez’-- o

$stics that we believs are re}.éted to the fedtire o£ .‘znte;'est, and plan"P

o, - gample that .aﬂequatgly represents ﬁhese characteristigs. Such represeutatiou J

SRSy can increase the chancesogf having & Bet:er representation’of feature of -]

o interést and,-thus, 6f"the sample. be a good oue, i’ the sense that the o)

o 'estimate will be close t:-o the tme valve. .. LT e M R
haraqte\ristius. r&l'ated to collegb. plsns? O' Tl
) _‘r. - . 'r c». - ’ ' '
;f’; . " ‘L oL e . A
o ! ); ! - o 7 . . ) . -
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;"‘i“‘" Ay M 3 : G e "\‘
!Ve- have/" lready menti'oned pr:[vate vq_;surpublic schools. . He should take Sy
;) :l.s- ch&ractgzietic into accouht 4n our sample... ITf.ve k.‘ncw of ail ]
i‘_’;- U 8% genlors attemd private schvols, then ip a sagple of, say 1 students,. .
= “We aiiquﬁ.d include 30 (32) from rivate schooh@d the rest from\public, schools.
o DALY "4 . A
7 (RN ewise, ve sho.uld include in our samp'le a proportion of ci\.&,(oﬁn and
ruf‘al Tesidents; the proportibn in the sample shoulﬂ b(e» the same as th¢ propor-
}.u }e\popula,tion o(\}{;gh scheol sen:l.ors. : ) \ VAS

Oth& chiaracteriistigs that ve beﬂieve are related"to college yians spring‘
ea%ily te miné “He li:st 1ere jusl:'a feu: - .

e
a-l

. 5- - ' Parents educatio

(d;[d one or both of the parents attend college?)&/ )
s Parents income, a A

_:’,_"3""' ¢ Number, of bcj%gjin the etudent 8 home. . , . A _
- \ .’l"hgreh are furely .other characteristics Iinhked to collegk plans, such as - N
' sex of the studént, number of childre in the family, and’ certain personality -
. traits of ‘the studant . r\/ :a- :
- 'o -.r.‘ P - ‘ » * . - o . \..
* . How if We want the investigated Bample to be gimilar to the population - .
* fniall thésge characteristics linked 't‘he feature of ‘inteyest, we need to do {I
> ,.the following: - . . . i
. * . » ! } - .. . . .
1. Make an g.nclt;%i.ve list of ' the characteristics we believe are related -
to the feature of interest. y . ) . . , 0
- . ~ - ‘ . . '8 ]
2. Check the pfoportion of ea¥h one of t.he'se characterigtics in the ~ ) .
: pi.'rpulation. . - P v oot
. v . . - % ot
.. e will be damparab.ke repnesentatiqn of these '
: e, r . . . .o
t as you may haye suspected; are impossible. First itih.a}/\- . -
«that we will think of all possible impoytant characteristic , S

ed to the feature of interest. Some of them we might simply overlook
stance, the parents' education), while' there are gutely other charac-,
erﬁ.st;[cs,that are rela.ted to the ‘feature of interest unbeknbwnst to us. ‘

- - ' 2 -,

__Bacond, ev if We were to incluﬁ& eVery posaible influenqing character-

:'r. we 150:13. nbt kn ﬁ‘he proporticn of each one’in the popﬁlation. + (For
ST how many studdnks’ “homes Pave mere than 200 bocks? ‘What is the per-
3, centagé ccf étudents ha ing a high levql of'self-cnnfidence?) .
L ',j' N _
. =k

- In' order to know 1 ese facts‘ﬁe HO'uH havg. to co:;ldu t sepa,:ate. tel

8
~appfopriate samples. Thus we fige.a nevey-ending’ req
e,fore‘, thia metlma is :mera%‘cal,_ indedd, it is.

- f -~ ,'. ‘
. ‘e , t
) ' , Toe. v
. . . ." . . ¥ 7 i . v— .
" M L, . ' . ’
+ %, - ‘ Y . . .
. . . ‘o- L ' . i i
— . " . f -‘_ L . { (i‘.‘ _ P
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rivate gchool denl:s will be included). . .2
. P

4 Thg.re is anot]'ler easier met:hod for dealing with sample problems It is
. called the method of random samglir_lg We will first demonstrate this .method
usq‘.ng the" same research sample Co R .

’ LI
‘ R .
N . r\

. . ' ‘Lat us asslfe thai‘.‘ the toc;tl ;mmber of high school sehiors is 3 million. --
thy

'Le,t us assume- f r thac the .rggseaxch scientist hag the college plapgs of

- these’ students. oy cards or{e ard per person. Thas¢ '3 millicn cards canm.be
shuffled by a gigaptic automa e shuffling machine, which can spit aut 2 num-'
ber<of cards after shuffling them,f A .

4 AL - : ’ .
In order to select a _gample of 1, 000 3tudet?ﬁ9 the fnvestigator operates

"the machine'to shuffle the cards and "dml‘\k}OO of them. The investigator
thus has a sample ef 1, 000 students. Wha{ ar\e the features of this gampling

.’ method?

!

' o ‘ R
. 1. Each "item" (card, pErson) é’the same chance of being included ,
in the sample ag any other item, ) .

2 .

' 2. The chante of a certain ‘item 8 imlusion in the sample is independent
* of any other item s chance.. 'Ehat i,s, whether or not a certain item is include
has no influence whatsoever ‘of whether or .not amy dther item will be included ?
too. This stems’ from the f_act that due to the kahu"r’fling,, all possible items
of the p0pu1ation are ayailable. for selecti

"o
+

. q VR S —— L e e

_ . - ,
. 'I‘his is random sampling, which is character by the fact that the sole
determinant of inolusion in the gample ig chant@. " Here, then, we cannot know
in advance what will be the compositidn.of the sample (for dxample, how mauy,

&

=
Note that ‘such andomness does- not%exist when we are using the former

sampling method. Thére we determined that, for ingtance, 30 privake-echool

students would be indluded in the sample. In other words, we d rm:l.ned in '

advance the sample itutiofi, rather than having it being- dé’emined by e

pure chatice, Horemf s 1if the in\testigétor in thig example would indeed base .

the gample solely on the students At three Manhattan private sghools,. ¢h

approach will be even }ess random, for not omnly would public school, students

have no, chance of ine ion in the aample but also Dthe;pyfw te school gtu-~ .

dents would be excluddd. In other words, the inv&stigat At fact, deter- B

ned in advance ekacfly who woqla be isnc.luded RS . -

. L. ! A 4 )
Another pxample concerns a BChUOlt teacher who ,wants to orde a>certain

f11m for the school'd extra~curricular .entertainment program., He 1 intes-

seen it, ﬁe does not want to bother ask:!,ng every e:in 16 student) whether he '&
or she Ras seen the film, for that would be time cbnsuming "and wéuld inter-. ‘ t
fére with an already busy. schedule, The school teacher decides, efore,
to rely on a sumple of students.  Naturally, he wishes the sample repre-
sent, as much ag possible the entire student population in rega d t.o t.he . Ry
true pei'centage of thoge who have see‘g the fﬂm’. . , S

_._ bt [ .. ) . ]
~ . .

H . '
[ - .
' LT .
4 »! .t N .
’ . ~ Lo -
) N . T
,
"

" ésted in knowing the percentage of his schoo:l. s students who .hﬁe"ﬁready
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.. If he decides to utilize the firs) sampling method, he should first
. think of all the characteristics lirked to has seen/has not seen the film
" and then; try to.represent them in the sample. Some examples of such charac—
~ .teristics are class level (seniors have more homework to do than juniors,
~, . 80 they have 'less time avaj.lable for going.to the mo&ies) -residentiz]l area .
ﬂ/\‘\the distancé from most movie theaters), possibly gender $:Lf it is a war filmu
5; !Egrejfﬁle$ may- have seen-it than females)h and so on.

¢ ¥We have, already discussed the. difficu;;ies involved in this method. If, . \
iﬂst.’ead the school teacher decides rather tb-use the random sampling method, v
he can use the students' fijes, decide what will be the sample ‘a{zﬁge say 100, 4
wand then select.100 names from the files randoply. "Por instance can throw
all the cards in frgnt of.a fan and pick up, for his sample, the 100 cards )
. that land closest to the,water cooler {this aampling procedure though ridie~ t
u;l.ous, is intended to demonstraté zgain the ‘term random). .. . ' T )

T .

. PR * * L

M ¥

. ,L Using the random sampling method we select a sample such that:
! 1. Each item in the, poPu-lation had" an equal chaace of . &/ '
i ;inc]:usion in the sample. . I C o

L . 2. A particular item's chance of inclusion in the sample
. {2‘_ s i_.ndependent of any other item 8 chance. N ‘ .
~

Fd

[P, S . -l . - . - P mee

-‘A sample selected by,,this metht?d is ca{l.led Q'random sample, \
{

-

. leen us:lng the first, represeéative-characteris‘tic metho& we weje care
“ful to ensur¢ in the gample adequate representation of characteristicy we be-
lieved had'somé connection to the investigated ome. Thus, we were
investigated characteristic would also be represented in the sam;;l
‘sensuring.a googl estimate., - * ° ° .
% .
Ncrﬁ after the random sampling method. has*been introduced, Fhe same
bas:l.c qpesti:on appliegt FEow can we make sure there is ad&quata representation

using .this :ﬁe:;c:dz Pox.without representation of variqus characteristics, the, '

* -

’

Bances .ara 19 hat’ the' sample will be repregseptative of the :lnvestigated
tharacteristi d t .thefestimate will be close to the true value. Using
‘the first method, nsured beyond doubt adequate representativeness of such . ..
cliaractieristits, c],aim‘.ng that this, increasés. the chances of having adequate
representation of £he invegtigated charac ristic too. Using the random method,

re cannot te anything definitely. Howkver, as you will sSoon Bee, there is Cl-

o a high. that the sample represents the populatian with regpect to all
. fas, including the 4nvestigated gtie, and opr gain {s that wp,
of He costs involve& o implementingv the rst ﬁethod. . T

,-,...ﬂWe w:!.Il discgs various considerations invplved 1n-dhci /g sample size ,
Fr htero ".'-'. . ; , 2 - -

P

l.".
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. . There are 1,000 small balls in a jar.  They areélmber;ed, and all are o
o \\J}fhmilar in size and shape. Ten of these balls (1%) are red and the rest,

: 990 (997) are white.  We can draw a random sample of 10C balls by stirring

the balls and then drawing out 100 with our-eyes closed. What is the' chance

that such 2 sample will be made up mostly of\ged bdlls (say, 70 red and 30

white)? This chance can be computed, but even without computation we would |

agree .that such.a.chance 18 quite small, for most of the balls in the jar are ¢ .
J white. Theg_e__f_orebe would "g;p%;that there. is a high chance of obtaining .
3 a saqple in which most of the balls are white.

€

It is 'highly' improbable that such a sample would be made up of exactly
12 of red balls (that is, 1 such ball) and 99% white balls.(99)% Yet most of .
the balls in the sample will be ¥hite, and very few (or noue) will be red. - .

Similarly, if 3% of all high school sgniors attend privateyschools, by ™
.+ samplizg 1,000 students randomly the chances of getting ﬂaétlx 30 private °
ﬁal students is very small, but we have a good chance of getting approxi-
.mhately 30 privete school students and about 970 puBlic schopl students. The

same rule applies to all, other charactetistics discussed here. . » s
’ : Al " : ‘K\ -
’ . Utilizing' the ragdom sappling method, we expect to obtaip an ) N
~ ) approximate representation of all possible characteristics, ) > \4

te.” ... ], withoit haviig’ to think in advance abotit aIl the charaGteris-
tics or to kfiow their proportions If~thé& populafioh. . -

. . L . e & . . ¢
_ When researchers use the firde sa‘xpling method, they”’usually combine- it -

with the second one. If, for instance, if our example of high school seniors

the researchers want to engufe representation of public/private school

\Q will decide that there will be, say, 30 private school students, and 970 ‘ .
lic school students (gccording to the apfropriate perceptages in the population).
The 30 private sehool Students will be selected randgr from al:..n?ivate
. . school students, and similarly, the other 970 will be géléected rantlo

mly f
" among*tbe rest. Such a sample is called g stratified sample. . PR A
’. - . ¥ N g . - K

- - " ! . oo . " )
Exerciges :- ’ ) . .t .
’ s 3 ‘ ' ’ A . - * N

1. "In the following table, each cell represents a sample of a particular
. charactéristic, ¢%mpled in a certain way. Write'an R in each cell for which
A “you believe the sampling is represéntative; write a B if you think The sampling
is biased.” The population of concerﬁ' is the enfire population of the country.
Explaw y8ur ansvers for -each cpse. © 1 ’ .

*

JI‘,‘. ) i-."
R - &
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No. Yrg.' Blood 'No.

* School Type He:i.gli TV8 Gender
_ - . ’ o -
1, Sending letters to: every S . "
" 10th address \,uﬂ-i{glthe . ) . ]
files oj the AFL~- ‘ - .

fz 2, Interviewing adults whose | ' . )
+ Social Security number's . :
-last thri_ée digits are 357..

3. Interviewing every persoe : .
. who passes by a,certain
cafe one morning.

4. Interviewing all Manliattan . ‘ .o
’ high school seniors. . \

5. Interviewing the parents . L4 ‘ X
N who attend PTA meetings ' .

_ of. 10 elementary schools ' . ) L,

in Chicago. [ .
" hJ

L 2._ For every B you marked in the former exexncise, write down the ldrgest
gopﬂati for which it would be proper towake inferences from the sample to
" the' population. . /

T T, 3
' - ‘ . N L)
Sampling Error . -

. ' A - L] i
It 1is jmplausible that using the random sampling method we will select a
sample which exactly represents the population in the invasfigated character-

*  4stic (nsmely, that the estimate cbtained from it.will e fde al to the
true value, which would fiave been computed had we checked the entire popula-’
tion). There will nearly always be some ‘error. .

, .
A nurse in a college infirmary wishes to know the average weight of enter-
fog - freshmen o compare w:l.t‘.h simjlar data she collected 10 years ags:.

N 1, She can weigh each entering freshuan and d{vide the total weight by
t:he number of students weighed' the result wﬂ?ﬂ he desipable average.
7 .

) .T3tal wdight of\all e

. 3
. - . - The average weight _ —~ freshmen this year .
. s of freshmen - Number of studentq pﬂt@
o Let 'us assume she .dib that, and the result she got was 135 1bs. This is
’ the true wal& ) v : =
- " . 2. SHe cam save time and efforf; by ,weighihg only a sample of students.. -

Let us suppose she decinfed to choose 30 gtudents randomly., | She weighed .them
.- -and calculsted the average. in a similar y: ’ .

) ] . ¢ . '
[ " ...,. . . . . . . . . ..; _‘- . - [

" v Q ' . . . "
T o . R ] .




. The average Weight = Total weight of the 30 stud&&ts
. d . of 30 students 30

-
Let us say the average she calculated was 138 lbs. '

If the nurse selected another random saéple of 30 students, shé would

get another number, perhaps 127, 145, or maybe 136 lbs. Any number based : v
upon results of"a simple will be merely an estimate, and there will usually
o be error she computed the average based on her first sample, ghe got "

138 1be’, a difference of 3 1bs. between thig estimate and the true value.
If her estimate on another sample Vas, say, 142 1bs., the error uﬁuld have .

been 7 1bs. . , . 4
The difference between the estimate and the true value is .
< called. eempling error. ' % .
r - = -
/ - N ! b ] - 1

Such an error will almost always occur. It stems from the heterogeneity
f the population and the fact of sampling, that ls, in sampling we check only
", @& portion rather tham the whole pOpulation.:

—

-

We cannot guarantee that such an error will not occur, for it is always -
" expected when inferring from a sample to the entiré population. However, we -
will always attempt to minimize the error. ' __—
. . . Y~ .
& The sawpling error will be smaller to the extent that the sampl2 is more
representative of the investigated charaiferistic. How can we ensure & repre—
gentative sample when simpling randomly? ¥,pue to the pature of random sampling

L

we .cannot, of course, ensuregipithing de nitely. However, ‘ ,

1. Random sampling increases the chance that the sample will be repre-
sentative (in contrast to nonrandcm sampli®ig) . -

-

2. The chance that a random sample will be representative increases to
c~¢he extent: that the sample is larger.

?, ’ ";*'-
~ What is the connection between sample size and represehtative sample?
’ ) Imagine that the Rurse, who is still interested in the average weight of ’
incoming freshmen, chooses two students randomly, weighd them, and computes
—— theiy ays This figure is an egtimate of the average weight of

. ' But it could happen that the ‘nurse chose either two ‘
«¢ fat shhdents, whose dverape weight is, say, 180 lbs., or two very slim stu-
' 2ht e 80 1bs. These Weights, one very high and ome
byiously, ‘pad estimates of the true average welght in the
3 4inte/ the sampling errors are so large (45 and 55 1bs.).

g likely that such extreme averages will occur when ran- R
. domly'bampiing 30 students, rather than 2. Among these 30, there will prob-
7. ably be gsome who are heavier than the average (say, 160 1bs. or more) and
atill othefs who are lighter than the average (say, 105 1bs. or less). It
! is unlikely that the randomly chogen 30 students are ‘all extremely fat or all
slim. The heavier than average apd the &limmer than average will tend to

¢ | :

F I 1 s @
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' balance one another, and the total average will be around 135 1lbs. It is
very likely, therefore that the sampling error based upon the weights of -

+ 30 randomly Zampled students ﬂill be much smaller than that based on only

a2 students. . . Y
.This ex.aniple demofistrates the general rule: . .
r ' ) ’r ’." N . ’
- i z . : Mt I
- ' A large sample, selected randomly, increases thé chances ', . e
that the sample is representative, the estimate is good, dnd thé ' - ¥

sampling error is small.

n
’ ~ -
- »

" As the sample gets larger, the chance of a2 large error .

diminishes. .. ’ -
. ' ~
R When the sample is actiially the entire population, the esti- ..
mate 1% equal to the true value, 4nd the error will be zero. ’
2

“Bxercises )
Following is a list of nine populations. For each' one:
1. -Pormulate a question that may interest someone (including you)}.

2. Ppgint out how you might select.a good sample from the population to
obtain an estimate about the question of interest. S

® The pOpulation of chairs manufactured by a Specified companiz

n e ® The population of cabbage butterflies, “ . # 'r‘o
4 .
® The population of sciéntists in the United States,
, ® The population of words Beginning with the letter H, .-
‘¢ ’
{4 . ® The pogulation of books printed in the~United States,
1 ‘ ’
. ® The population of babies born in California, - '
® The population of urban areas in the world, ' .
e .
® The population of treaties that were aigned in the past among -
> varioua natdons, and )
: - { ) } . ;
N &« The population of 80 year olda in the pniteé’States: ’ L oe
/ ‘ B : -
A ' )
, . P
.\" s -
L] -» e .




. Think a bit about tne following questions and sngges:?an answer for each:.

!

‘tion is general in the language. Y

-with R, you decided that th; s gituation is general in Engl .
b Does this process remind you of something? We hope itfzenigﬁL you of the

- » .

. (' SAWPLING: PART II .

Ed

What Is Sampling From Memory? a

T

I " Which are more mumerdus.in the English language?

. -y .8 Words beginning wiﬁQ\the letter M, or

'-b. Wotds beginning wid;\tha letter Q?‘
. e
2, Hhich are more numeXous in the English language? F 2

. &, Words the third lettey of which is R, or

&

v
L4

b. Wokds beginning with the letter R?

Probably, nost 9f you answered 8 for the first question, and b. for the

second. That is, most of you believe thare are more words beginning with M .
than words -beginning with § and more words beginning with R than words the .
third letter of which 1is R. ' ) ~ . -

s

- Before checking the dictionary to see if these answers are correct, let
us try to reconstruct the thinking processes involved in your attempts to
answer these questioris. . . T <
rd »
¢ You probably trieg, for the first question, to recall words beginning
with M and words beginning with Q. In this short attempt you recalled more
of the former than the latter, and this led you to conclude that this situa- .

Fl

Similarly you tried tof recall words beginning with R and thpse of which .

the third letter'is R. Becaguse you were able to recall more word$ beginning
iali

sampling issues we discussed in the previous chapter. Here aga we are not’
dealing with the entire population--the complete English vocabulary--but
rather with a portion +of it: the words you could recall,

« 1. We asked aqut the population of words beginning gith M and with Q

2. The desired characteristic was words beginning with M and wo;ds be-
ginning with Q . ;.

s
.

3. fThe answer was based-on 5 sample: HWords beﬂ.ﬁning with M and those
beginning.with § that you recalled in a short time. ‘ ‘ y
-

. , ‘ - »
" 4, Because most words you recalled were those beginning with M, you in-
ferred. that. there are more words beg ng with this letter than those begin-
ning with Q in the entire’ language (the popuiation).

= ‘94

. 2, 81
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~  This conc siaa—:ffsiaseg on the sample you retrieved from membry. The

words récalled {n thag _sbért.period served as a sample representing the popula-
tion as a whole. The situation is similar for the se:;Rﬂ\question. Try to
specify the population, the characteristic, and the sample for it. ’

. - Note that these two samples were not selected from & newspaper, a book, or
a dictionary but rather were creatéd imtermally by .thinking. Which items were
included in these samples? Each woid having the desired characteristic that
you fecalled during & short time. ) '

) K2
I »

. N Sampligg/from'memory yields a sample of items that one recall
cified pefiod of time. 3

during a *

, - -
. .

_This.is certainly not the first time you have sampled from memory. This
form bf‘sampling is common when one is attempting to estimate quantities jin
" uncértain situations. For example, .

:
%

1. Which are more frequent on U.S. roads, GM or Ford cgrs? 1f-asked
= this question,.you will probably try to recall cars belonging to friends,
acquaintances, neighbors, etc., and you will infer from this sample to the
general situation. ° '

-

R
. *2. Which are more irequgﬁt in thée United States, families with two
children ‘or those with one? Again, you will search your memory, and if among
the people you know there are more families with two children you will con-
. clude that this is the situation in the entire population.

& * .
Is this sampling from memory procedure "good” or "correct?” Does it
qualify in terms of the principles of good sampling discussed before?
y p L]

-

K

¥

Does Sampling From Memory Produce Good SaMples?'

In the appendix to this éhapter is a name list of various people. Read
the whole list once (now, before reading beyond this paragraph) and return to
this page. Please have a pencil and paper: ready. .

This list serves as tpe“bOPulation. (Ve are interested in the following
question: Are there more men or women in the list (in the population)?
. (P18ase do not reread the list yet.) .

t

Now, write down the sampling you did just now in your mind. Write dovh . -
all the names of the men and woméd that you can recall from that list. Do it
]ﬂuiCk y3 do not spend more than half.a minute on this task. {
Now look at‘the 1list that you wrote.- Are there more men Ehhn women in

: it?. 'In former 'expetriments dealing with this task, it was found 'that most of,

' the subpects (high school and collége students as well as older people) re~-
called!and #4rote down more women's names than men's names. Hencé’, these sub-
jects concluded that there are more women'sWames i the original list. How
about you? ,Did you draw the same eonclusion on th€ basis of the list of

“ names you recalled? e,
! ‘;ll .
Q. S 82 .
_:[]{J!: - . . E;I)
ruuu Provided by ERIC. ‘ . L K . ] .
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If you now check the original list you will see that those of yolt who =
s decided that it contains more women's namesrwere wrong. THere_ are mo men s
names on it, ( .
. ~ . “' * .
We have said before that a good sampling ﬁtocedure may 1 d to a bad :
Y result (a sample not representative of the entiré population) jnd thus a
P biased estimate. Nevertheless, it is surprising that most peo tend to.re-

'call in this case, an "unrepresentative" sample (most of us redall motre wok 5
men's names than men's names, contrary to the men/wqmen ratio in the original

list). Why did most of us produce a biased sample? In order to understand . ﬁ;
the reasons for that, let us consider sampling from mamory in the l4ight of the , <
sampling principles discussed in the previous chapter. ; e . . ‘&
We have said that in order to increase the chances of the selected fample
being representative of the populatifn, we ought to ensure the following.two
principles: ) h ) . ' :
Lo 1. The items will be sampled randomly. . A
» a *
2. There will be many items selécted (the sample, wilﬁ'not'be too Bmall) .
[ [} ' -

~in chapter 6, we presented some methods one can use to sample randomly,
like drawing cards with eyes closed, using a shuffIing machine and sd on.
We will cheek now whether sampling from memory is'a raadom sampling proce~
dure. Does it satisfy the two principles mentioned before? In other words, .

1. Does _every one of the items have the Bame chance of beingéfecalled?
2. 1Is the chance of recalling Jany one item independent of- the chance \iy
+  of every other item? . « )

. y' -
,. - . LY - - v
Dgﬁs Every Item Have the Same Chance of Being Recalled? - ’ .

t

~

The Availability Principle. In the very first example in this chapter
¢ we asked which are more numerous in¢§gglish. words beginning with the jetter,
M or words beginning\qith Q. We basad our answer on the sample of words we

i could recall. ’ - y
When trying to answer that question, dfd each_word beginning with N "and -
each one beginning with @ have the same chance of being recalled? Did every '

word have the same change, or were there some “words that had no chance at
all? There are, for Bure, some words that we do not know and that we have
never used in our vocabulary, fok they are very.rare in daily language’use
(for example, meristic, miniver, quadrat, and quartan). The chances of such -
totally unfamiliar words being recalled are practically zero, no matter how ‘
much effort we put intv qur thinking.

+ L - LI

-,

& Hence,; this is a situation where we actually didenot sample from the ~ .
’ total p pulation, but rather from a portion of it. If there are words which B
h?vzﬂnp’chance of recall, the principle that every item has the saite chance

ofBeing recalled is vioclated. - AR o \(: . .

- . -
- -
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We can probably think of situations where %e sample in-our pemory from
the entirg-population. 1In such cases, does every item have,the same chance.
of being sampled? Let us check that experimentally.

-

Following is a 1is€ df words. Pleas? read it once and then ‘cover it up. -

-cold, bolide, enol,’'nice, warm, *gavial,’
akee friend, fqin girl, picture scop

« . ]
Now wtite down all the wprds you remember. Which of the words do you
remember easily? naturally, the one that are familiar (cold nice warm,
friend, girl, picture}. These are more easily recalled than the unfamiliar
(bolide encl, gavial, akee,,foin, scop). Thus, familiar words are more
available in memory. Generally, a high familiar thing’ or event that we have T
béen repeatedly exposed to is more available in our memory; its chances of’ ,
being recalled are greater. =~ °.° _ fi) '

. . o ') ‘

Fl

) ) e, ™ : ﬂ_ i N
' Some'iféms in our memory are more availablé than others; SR
p that is, some items have a greater c ance of being recalled .
than other items have. , '

T bl v -
Therefore, even if we sample from the entire p0pulation not eVery item

has the same chance of being remembered. For that reason, sampling from
memory 'is'not random. . . Y LT

-

Let us review again the 1ist in the appendix. We now ¢an see why we were \
able to remember more women's names than men's names, that is, why .our sample:

was biased. For the purpose of demonstratiqn, the list was compiled thmdin-
clude names of very famous women, whereas theé men listed are less well known.
When asked to recall these, we were able to remedber more women than men, be-
cause being better known increased womén's fecall chances in comparison with
. the men's chances. ' 4

*

! - ) -

Ramiliar, well-known, and prominent items are more available |« P
in memory than ltems not having these qualities.

%

. "Another feature of memory is' demonstrated here. TIf we return to the

’ original .1ist and the repalled one, we will realize that it is easier to re-

" call both the beginning and the end of it than the middle, that is, thd items
at both extremes are, more easily recalled than the middle items. Several ex- °
planations have been of fered for this phenomenon. Some researchers think that
fewer factors interfering with recall exist for both the first item on the
1ist (before which there ‘are no items) and the last $ne (after which there .
are none)., Ip contrast, the middle i&eﬁs interfere with each other. Others -
‘believe we are more attentive to the firat and the last word of a list than
to words in the middle of a list. 5Still others say that the last words in a
list &re closer in, time to the start of recalling the list so they "do not
have time" to be forgotten.

u"}“
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We can probably think of situations whqrefﬁe saﬁpip'in-pqr memorf from
the entirg: population. In such cases, does every item have.the same chance.
of being sampled? Let us check that experimentally. e
' :‘. . l-t‘ - d

Following is a 1is€ df words . Pleas? read it once and then ‘cover it up.

., !

-cold, bolide, encl,’'nice, warm,‘gaviél;
akee, friend, fqin, girl, picture, scop

L [ B a i a

Now wtite down all the words you remember. Which of the words do you
remember easily? naturally, the one (that are familiar‘(cold, nice, warm,
friend, girl, picturz). These are more easily recalled than the unfamiliar
(bolide, enol, gavial, akee,,foin, scop). Thus, familiar words are more
available in memory. Generally, a high familiar thing’ or event that we have
béen repeatedly exposed to is more available in our memory; its chances of’
being recall'ed are greater. LT : ‘fiy '

~ % ® “)

P . : i)
v Some' iféms in our memory are more availablé than others; R
‘ that is, some items have a greater chance of being recalled .
than other items have. * s 1

L o - v
.Therefore, even if we sample from the entire ﬁoPulation, not pﬁery item
has the, same chance of being remembered. For that reason, sampling from

memory is not random. , . CoA .

Let us review again the list in the appendix. We now ean see why we were
able to remember more women's names than men's names, that is, why our sample
was biased. For the purpose of demonstratiqn, the list was compiled thedn-
clude names of very famous women, whereas the men listed are less well known.
When asked to recall these, we were able to remember more women than men, be-
cause being better known increased womgn's recall chances in comparison with
. the men's chances. - ‘ ’

’

-

v ' -

Eamiliar, well-knowy, and‘prohinent items are more available }:
in memory than <dtems not having these qualities.

s .
¥ Another feature 0&.ﬁemory is' demonstrated here. If we return to the
original.list and the regalled one, we willirealize that it is easier to re-
call both the beginning gnd the end of it than the middle, that is, th® items
at both extremes are more easily recalled than the middle items. Several ex- °
planations have beep offered for this phenomenon. Some researchers think that
fewer factors interfering with recall exist for both the first item on the

1ist (before which there-are no items) and the last pne (after which there
are none). In contradt, the middle igeﬁs inter fere with each other. Others
believe we are .more attentive to .the first and the last word of a list than
to words in the migdle of a list. Still others say that the last words in a
list are closer in time to the start of recalling the list so they "do not
have time" to be forgotten. ‘
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The fact tha£¢We rqull recent it is familiar to us.’  Usually we
remember many more events that ocdurred, yecently (a few hours or days ago)

‘than .things’ that happened Iong g0 (provi d that they all share moné or less

the same, tmportance to. us)u However; high important, imPressive or well- i
knpwn £vents that occurred fn our remote pa e will stilI be recallad ! )'
eventual}y. ' ”/ A o vt ‘

v a8 M v . s . -
call initial and even more,
at the chances df recall are

,

-
-

This- fe&ture of memory—-the tendency to
,recent things-—means, in the present context,
not equal for ell of the\items._ ' :

v "

,

3 . T ‘4

. Itebs that were first or 1ast in-a certénn context are’ more .
: available in memory than other items. .. v

. L . LY M a

N -
B .
We return now to the'two questiqns presented:at the start of this chaptér. .
Were your answers correct?

- -

-

1l
% " [ -

When answering the first question, you decided thgt there are moré words
beginning ith the letter M than words“beginning with the letter Q. This is
correct, (compare. the number of pages of M words i any English ,dictionary with
Q words) If all the words beginnipg with M:and those beginning with Q were *
equally known and familiar to us, they 411 had thg sdme chance, more or less,
of being recaLled. Given that in the English language there are, "ih fact R
more words beginning with M, na wonder we recalled more of these. than, hhose
'beginning with § and -then drew the correct .conclusion.

L]
. Now reggrding the second question it is incorrect to say, that there
. are more words beginning with R thah those iniwhich R is the third letter.
There are more words of the second type. .Why ‘were we mistakefl; wﬁy did we.
create a biased sample? Why did our memory in this case £ail us; ‘that is,
why did we recall more words beginning with R than words with R as tﬂe tﬁi;d

1etter? .y

v -

e

it did not happen, because qur knowledge of the'Englisﬁ language is im-
-perfect. It happened because of the method we used to think of instances for
the sample., It id relatively easy to search for a word beginning with™a cer-
tain letter. Usually we pronounge that‘letter qu try to add various other
vowels @nd consonants to it until we construct a meanimgful word. It is much
harder to do when looking for words” in which a certain letter appeéfs in the
third position. (Try to do this and you will realize the difficultyu) Here,
agdtn, not every word has an equal chance of being recalled (that is, being
included in the sample} . : . T

-

r

.
. '\
e ‘o

The method we use for searching our memory affects which items are re-
called. Sometimes that method is chosen for oonveﬁience as when we try to
form M words by thinking Ma...; Me.s., eLC., .Bdt ‘there are a'variety of fac~
tors that determine the seatch method we use,t cluding beliefy and wishes.

¥
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Instead of checking a random sample for the purpese of ascertainfng the
"truth of a specific hypothesis or belief that we hold (for example, t& see
whéther in random samples of Scots and Irish the percentage of miser Scots is :
Higher than the pefcentage of miser Irish), our belief ifself dictateg the
contents of +the sample: We quite easily remember instaﬁbes‘confirming our
belief and hardly ever-remember instances, disconfirming it, even if the hypo-
thesls 1s, in fact, false, If we strongly believed that the Irigh were more
miserly than the Scots, we would find it easy to remember tnstances confirm-
ing that view; it would be more difficult to find con;radicting ones,

This tenpdency of recalling mostly confirming instances 1s ome of the
rdots of prejudice, stereotypes, and incorrect images people hold in connec-
'tion with otlier natiops, ethnic -groups, and so on.
Obviously, we cannot always base our: generalizatioﬁg—on extensive scien~ o
tific studies of the entire population, but at least we ought to base our be-
. 1iéfs on random samples, rather than sampling instances from memory, which is
blased toward confirming. our beliefs. .

- - , ’
Items that confirm our hypothesis are more easily recalled
than items that contradict it, . ' . .
" Another reason that some items are recalled easily is because they are ’
vivid dramatic, or emotionally laden. . .
15 it true that most bus drivers in the city ‘are discourteoﬁs9. People
- whe hold this view willlbe deeply impressed by any impolite reply of a.bus’-
driver and will remark, ("AnotHer rude bus driver." They may tell this.to
. friends or even write a’letter abgut it to a local newspaper. Each such .
event will be very well remempered. However, numerous other cases of riding ., )
the bus without encountering rudeness are forgottem bécause:they are not )
dramatic or vivid; notﬂing happened worth remeuwbering. - ) ’ B .t
11" . . .. . " . bl * - ; . - L
(‘ Iy ° e . - ) .-‘( X
. N, S ; '
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’ another actress Marilyn Monroe). -

) 1: No& ‘all 1tems have: the same chance of being stored in Qur

L . . oLt . ]
. *,,. * Not all items* that have been stored ins our memories hage °

memories L - . R . A

the same chance of heing recalled: LT . e

W

-

.
-

I

L

~ of being recalled are R . .

3. The ‘mpst available emems those having the Highest chance

¥
* r

©oer Well-known, familiar, and prominent {tems (due to either
;heir general importance or personaL relevance),

| 0 Items rEcently storeﬂ in.memory, f' e

- LI

L Items we remember beeause they confirm our pzeexisting
beliefs, anfl o

L - ‘
. . LN .

e TItems that are vivid, jramatic;'or emdtional..

-

PR Sampling from memory, then #s not random sampling but sampling
according to availability. Hence, there is a considhrable chance .

. that samples created'from memory are- biased
~ . — i, — .

. - ' LY

Is the Chance of Any Item, Independent of*the Chance of Any Other? S,

The second requirement concerning the randomness of a sampling method is
that ‘any ftem's chances.of béing selécted should.be independent of the chance
of any other it In other wptrds, after one particular ifem is selecfed

therecshOQld be no change in the other items' chapces of "being seIected v

Does memory operate in this way? Studies of wemory suggest that to an
extent, human memory operates in the opposite way. We recall a’ fact or event'
because remembering semething else triggered it.(that reminds me of...)}.
Our memory often functfons by way of asspcigtions. Recalling one item
causes the recall of another, that is, the former decreases the recall chance
of yet,a third item, becausé it diverts our attention to a different thinking
path L ) '

. 1f we return_to the list -of méaningful and meaningless;words in the

previous section and the sample we were able tb reeall from it, we will rob—

ably realize that in addition fo'recalling more meaningful words, those f us

Qo recalled the word "eold". alao rdgalled the word "warm" and vice versd. .

Usually, either both or neither were recalled. That'is to aay, recallin

of the two words increased the chapde of recall for the second. ‘
L

Simi}arly, those of us who recalléd from the list in the appendix a name
of a famous actress (for instance, Elizabeth Taylor) very likely ‘recalled

L

i . -n._ *
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ﬁgain therefore sampliug from&mmumy does_ no\Nfollow the requirements
of ;random sampling.. Tﬁe principle’ of associative recall, which determines tc.
, 2 considerable extenﬁlwhatﬁwe will recall next, constitutes a contrast to the .
principle that any item's' chance’ of recall should, be independent of the
chances of other items . . . _ . P ) '

LY . "‘
. .. “d . L R . -
In sampling from mgmory& a spécific item s chances of being
tecalled are often dependent on the chances of other, items. There-
fore, sampling from memory is fit random; therq is a considerable

chance that the recalled.sampl® is a biased one.

-|' T & ., . . -

/ i1 . - i o’ r Yoy
L] N . ] l..'. ; ‘ - : - L. .
If sampling ‘€rom memory is not random, there is no advantage, of course,

to samplinhg many items. The:chances of the sample s being rep;eeenkative are
small. Ao -

Fl

1
*

Even”in the ideal 'sbtuation, which rarely if ever exists, in which sam~
pling from memory is random, there is an additional drawback Towering the
chances that the resdlting sample will be representative. Samples from memory
are usually spall in size, either because people dQ not remember much, ;or be=-
causethey dg” not bother 'to take the time tq recall many examples. A small

samplé has few chances of eing representative, even if it has been randomly
selected. | - : . v

L { . Yooy

Hemory.Capabilities—-?ositive and Negative Aspects

Since sampling from memory 13 not random, should we change our memory
habits? That would be nearly impossible to do, for this is the way the human
mind functions. Moreover, looking closely dt these capabilities, _we soon re-
alize that even if we could change them (for ple, to train ourselves to
recall practically every item of a populationy, it would not be worthwhile.
Memory 1s aavaluabl.e tool that serves us all our lives. We are konstantly
bombarded by vast quantities of information, far more than we can store and .
remember, Many things enter oum minds (and our memories), but most of them
fade away ag if they did not exist at 1. The human brain acts accordihg to
the "availability principle" for efficiency and tonvenience. We remember
things that are importafit to us,’ things that are prouinent and familiar.

‘Insignificant things disappear from our memory.

L

-

¢ It is good that we forget insiﬁnificant details and remember impor-
tant ones. . .

Lol .
& It is good that we remember people we have met several times and
forget those we have seen only once.

¢ It is §ood that we recall things that have impresséd us, no matter
what the reasons, agg forget the rest.

- Y t
-

Imagine wﬁat would happen and how we would funttion if we remembered only -

2 small and constant portion .(according to our memory storage capacity) in a
completely raddom way. . y :

x
*
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' . \\\\\Qpr,pemory, like other human abilities, is a mechanism facilitating our’ " -

) fhnctioning. In most cases, its cipabilities enable us to function effi-, .
o o giently End to adjust to Uu: environment . Sometimes, hewever, memdTry can
‘ . . 'mislead and fail us, . . :

- - .
¥ ’ . . . . 3 L] . 1
L]
. - . s

Thus, we *should not nmodify our memory and its capabilities, but we ought -
to be aware of them'to be able tq evaluate the quality of our "memory prod- e
L]

. ‘. " acts," rh this contéxt, tnf:/;oducts are samples from memory. .
& ., T . .

o T S ling from memory is ‘not random, apd therefore the resulting sample
1s usua ly unrepresentative. We Hught to ‘remember this and to view estimates
e e . and'concluaions based on ‘sappling from memory with appropriate skepticism and
_ . '_‘Faution.- We neéd to ask ourselves repeatedly, "Do I have any reason to sus-
- #%.. .7 Tpect that my" sample is. biased°" Specifically, we ghould think in the follow-
. épg directions{. , - - o o .
- - ‘t o .

1. Was the sample drawn from thé entire-zelevant population or from a
subpopulation that -is unrepresentative of the total population? (What is the -
percentage for instapce, of people in your age group throughouf the country

. " who are reguylar churchgoers? You definitely do not know all your peers in the.®
oL wﬁale country, and cherefore you cannot sample from this huge group. You
sample from your friends, are they representatiVe of the entire population *

[FY

:k% of pe0p1e your age’) . . ) ‘ . L
. . iy 2. Is it plausible t@;p my sample is b sed‘fgr the same reason? (Does
i the fact-that I attend church affect the availlability of other churchgoers
SR when I samiple from memorv;) ' N )
S © 3. I it is plausible thait, the sample I'Chose is biased, can the direc- .
o tfan of ‘its bias be reconsttucted? (Will chufchgoers tend to know and remem-
.- . .bey more churchgoers?) . A K o,
’ . N Lf ve- decide that out gample 15 biaseqﬂ wé will be justifiah}y less an—
Lor T fi&ent in the resulting estimate. If we aré 3ble to guess the direction of .
e ) tHe bias, perhaps we will be able to correct ur éstimateg. In any case, we .
. should he cautipus and thoroughly check samplds produced from.memory, because
L they ‘are not selected randomly but rather by &vailability.’ . . .
i‘ . s I ‘ar? D ) . !
LI S - . " 4 . bl + - * & . L
e . ExXercises T, . O ¢ . . =
SN T - ¢ . .- :
" - . e % Ty . . . L .
SR “. ¢ le, Pollowing are several incorrect statedents, Try to degcribe tircum-
_— stances under which the principle of availabil ty generated theae statements.
Y * o Example° Statement The chances of being involved in a dar accident “
: ~ -sat a particular crossroad are very high. . o ,'od e . o

s L

L Poasible circumstances: Thfﬁ statement, yas made by g2 worker in a gas . k
. statiod T'ocatdd at that crossroad. He saw two adcidents happen "in the same. o "

. rweek, Is this week. representative of the ‘whole e ey " |

p - . N , i .

+
] . o v ’
' + - - w
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N lAI}'geniuses are somgwhdt mentally distyrbed. ° . .
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;e Three-quartera of young people finish high\school, '

__,/‘-J’/: Every fourth persen is accused of some cxime at 1east once in

: his or her life. . .
. i T . .

® Relaztive to their number, female drivers are involved more often
in car accidents than male Frivers are, .’

' ]

® Fach time I prepare really well for an exam, *1t geta oanceled.

® The weather is usually nice on weekends.

® Mishaps usually occur in threes. . .o
. .

® There are more officials ‘who treat’the public in a Jhighly negative }

way than officizls who are exceptionally pelite, \

v e Buying 1arge packages of any produce is always more economical
than Buying smaller omes. . »

2. Several categories are written oelow, partly in code. Fpr each one
in turn, first decipher the code, then Spend up to 30 setonds thinking of ex-
amples that fit the category. . Write down all the examples you think of, in .
the order you thought of them, then go on to the next category and repeat .
this’ procedure. ! \ '

This is the code: Each letter in the code tepresents the 1etter immedi-
ately following it in the English alphabet. -For instance, A in the code .

represents B, B represenﬁs C, K repfesents L, and so on; Z.represents A0S
. 1 ..

Jeoplé vhose kzrs mzld adfhr with S. ‘ ‘ .

’

] feople who vdzq fkzrrdr. . "

® Cities whose onotkzshnm is greater than nmd 1hkkhnm .. SRy

. ] ’ . ac
\\k- ® Rszsdr smaller in size than Nghn. . . , A
\ 't .’ . .
7;.. Agzmc naess you would see in a fgnbogx étore: IO

Try to find in the samples you just produced, examples Bemonatrating
nonrandom sampling for any of the reasons discussed in this chdptet. For ex-
ample, for the last item, if you thought of Coke, did you also think'of PepBi\
becguse of the assocﬂaé&ve link between them? . L N

~ ' -

3. How do advertising people utilize the availability phenomerion?
° Eina some printed‘ads démonstrating the use of.availabilitg.i

?‘y to compose advertisement slogans (in rhymes if you like) that
e

.
1

LI

ate & strong association between a particular objéctive and the,

product, so that.whenever the object comes to mind, the product
will be readily available. oy

L/
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] eijfbying a ;of*§ drink C A', ) TASTY DRINK" .

‘ » -'th'..é._t‘zealt\h:of our teeth:” ', "GNOW PUFF TOOTHPASTE" .

. . "good bicycles . PR @&  "EASY RIDE" BICYCLES ’

i . ;’ifashig;ri:'pair“:ef .pan;:s; "'- . . b T T"BODY" PANTS . - \ b
: . ‘ "‘ a.refreshing shover o . ‘ | . ":‘.‘;CéN’I‘l‘ SOAP 1=

g M ' f“ an enjc;);able' and heélthy Sl'lnt\?_ah , "SUN" *SUNTAN LOTION .

. L " atademic ad‘vancement S . . », "WISDOM" ENCYCLOPEDIA o ]

P e
. . i 1; Queét; Blizabeth iI , L 16. ‘G’eorge'.Har?é.son . )
~_ ) »2. Billy.Jean King . : I. T 17, Florenc;a Nightingale
3. Sir John Gielgud - ; 18, Ella 'Fitzgera1; ‘
' '_ 3 *Susah B. Anthony . 19. Arthur Miller

“ ° . .5. David Stockmdn . | . 20. Gloria Steinem
- . . 6., ‘Chr,istia'n B‘arhard . . : 21. Leonarci Bernstein

B .‘?.‘._.!ackie Onaséi's‘ J ‘ 22, Cal Tjader

| . .__8. J‘oe Hill L P - ; 23, SouPy Sal'ea
3 *9. Henry, Cabot'Lodge ( 2:‘-';. Indira Gandhi .
’ " 10, Dag Ha‘ma_rs’kjolc_l. £ 25. George Buysh .
T Archibald foox g ) ' 26. Pearl Buck
- 12, Eiiz,ai:eth Taylor ‘ S 27. B. F. Skinner N :
‘13’(:' Jack Ker'o;a'c; .J. ‘ . . 25. Barbara Walters ’ :
Lo o ' .'I.‘l;. Mar':l.ly::l’gionroe - - 39. Linda Ronstadt .
e . - 1,5...' Hénr::y",Luce _ ) : / )
v . '
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. ‘ SECTION III; PROBABILITY ASSESSMENMT ‘ -

. . o §
CHAPTER 8 «

rROM GROUP PIMCENTAGES 70 INDIVIDUAL CHAWEES: PART I
Introduction , . . . > ’
' ~ U

scientist and the ager of u weekly state lottery.

Fl

/7 + . v,

Interviewer (addressing the scientist): What are, in your opinion, the
chances that we will succeed in making contact with intelligent creatures in
outer space by the year 2000? d . .

A

Scientist: I think the chances are pretty low, say, 1 out of 100.
Interviewer: (ne? One out of 1007 How did you figure out, that number? ,
) Scientist: I considered all the scientific knowledge we have at present -

about outer space and also the technological advancements expected for the
near future, In addition to that, I took into account that fewer .than 20 .
years remain before the year 2000, as well as other considerations I will pot
specify here. Viewing all these congfierations together, I felt that my
degree of belief is best expressed numerically as a 1% chance.

L

Interviewer: I understand that in your view, i{ s unlikely ‘that we'll
make~ some contact with: intelligent creatures in' outer space by 2000. Still,
I do not completely understand your answer. Why do you sgy 1 chance in 100
Rrather than 5 or 107 , How did you reach that particular number? .

Scientist: To tell the truth it igs hard—for me to explain precisely
why I said 1 and pot 5, for instance. My difficmlty i¢ not due to your or
your listeners’ desible dack of qnderétanding of Ehe,scientifig evidence I
considered. 1It's just that I can't really specify the process I used to g -
arrive at my answer;:it wasn't an ezact arishmetic computatipn involving %
addition, multiplication, or divisien of numbers. It was more like an edux
cated intuition. The only thing I can say is thdt when I combined all the
information at my disposal and considered the- ing over and over again,
I had a certain feeling that matches the number 1 ou of (100 rather' than 5 or
10 out of 100.° : :

L4
’

Interviewer: If I had referred my question, to one.of your colleagues,. ,
do 'you think his or Rer irner feeling concerning this issue would be expressed
by the same number?’ ' o h

5Note that the sefentist is actually saying that he would have been indiffere
had he been given the choice between fhese two gambles: g}) winning $1,000 i
some contact is'established with creatures 4in.outer space by the year 2000 ‘-
versus (2) winning $1,000 if the pointer im the chdnce circle lands on the’
shaded arel1, constituting 1% of the circle area (see chapter 4}, =’

The followihg are excerpté from a fictitious radio interview with a space

s

*
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‘& woman in PittsPurgh won that prize. . ,

' the chance is?

“out of_ 800, 000?

v 3, She knew that ﬁly one ticket wins the grand prize.

-.‘\

j\Scientisqz I have & cdlleague'working clBsely with me.’ She shares the
information that I have; but most probably she would translate that fn-
formation to different feelings about your question. I believe her reply
would have been 10-out of 100. . . .
Interviewer: Thank you very much indeed. (Turning to the lottery min-
ager) Yesterday my wife bought a lottery ticket of yours. What would you say

her chances of winning the grand prize arw? _ ‘ z

' ‘ «£
Lottery man%ger: I think she has some chiance; for instance, a week ago

» . .
Interviewer: I kaow she has some ‘chance, but can you .tell me how Thigh

» -

v
- 1

Lottery manager: Of cpurse I can. This wéek exactly 800,000 tickets
were sold. - We offer many prizes, but only one ticket wins the grand prize
each week. Hepce, the chances are 1 cut of 80Q,000. :

Interviewer: My wife's Ehaqce of winning the grqnd prize is, then, 1
. . , .

-

Lottery manager Yes, exactly.

If we check the answers of the two inigrviewees we realize they reached

‘their answers.in different ways. ' The scientist considered the entire infor-

mation at”his disposal, and thereafter a certain inner feeling evelved which
he translated to a specific number. It is hard to describe in detail the !
process by which the scientist translated his considerations and knowledge ‘to
a feeling, and how that feeling was translated to a number. He emphasized
the difficulty of describing this process in detail. He added that his col-
league, who shares the same information {oncerning the subject under disfﬁgglon
would have reached a‘larger number. In contrast, the lottery manager coul
produce the number she suggested quite-easily by a d!%ect calculation fron>the
information available to her: s

¥ LY . -

1. she knew how many tickets were sold (800,000),

2,, She knew how many tickets the interviewer's wife bought (one ticket).

. . .
.*4., She is familiar w1th the lottery method. This is a random method in

_which every ticket has exactly the same chance of winning.

N From these four information.items, the lottery manager drew the gsimple
arfthmetic cohclusion concerning that chance: 1 out of 800,000.

~

- , il . ) ’ )
There ace cases in which obtaining a number from the informatiore

, at our disposal is done in a'direct and obvious way accepted by every-,

" oneelse., Ig cofitrast, there are cases in whi¢h obtaining a nugber
frot available information is a matter of peraonal feeling not neces-
gsarily shared by others.

-y »
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In the fourth chapter we.dealt with cases of the second type.: We pre- R
sented the device of the chance wheel, which we used to help us in producing
* »pa number., We will return to similar cases later. This chapter and the next
. one deal exclusively with cases in whi?h the available information is used
' to-produce the number in a direct, obvious, and accepted way. We will see °
the features of such tases, and how information can be translated to g number

- expressing the ‘chances. > oo

i

.
-

) Example: There are 40 Students 1in £ pargicular class in law school, 30
men and 10 women. If you are asked to bet who will enter the clissroom firdt s
next Monday morning, will you say ''a man' or "a woman?" (Assume that you ¢
have no additional information ooncernfﬂt either the topic of the first ?p
day mo%ning class or the habits of the women and men in that particular €lass.)
A clever gambler will obviously bet qn "a man,” since there are more men than®
. women in the class, and therefore the chances that the first entrant is a man
: are greater than 9hat the first entrant is a wcnen.é - .

Let us'rechpgk theé data: There are 40 stfudents in.the class, 10 women
and 30 men. Here is a new expression, "frequency"; its deffBition is as
follows$ - e ‘

- * -
- A

- * ' 4 Y

_—

» Frequéncy = number of cases (items) in the groﬁ/. /1"
* . ¥ r ] LY
v ' - :

P

Hence, the frequenCy of women in the ¢lass is 10 and the frequency of men'is
30. .

a

L
"

A smart gambler will bet on a man because the fregquency of men in the
.group is grealr than the frequency of women; thus, the chance’ of the first
entrant being a man is greater than the chance of the first entrant being a <

wotian . . /’ e
- (- : . . "o . ' , .
To what extent, precisely, is the men's chance greater than the women's? {
If we wish to express these chances nUmerically, as percenfagqa; within the
range of '0 to 100 what numbers wili we use? Obviously, the men's chance will
‘bhe expressed by ‘a number larger than 30, for the men have a greater chance -
than the women and these two are the only two possibilities. g? . -7

There are 40 students in the ci1£s. A quarter of them (10 divided gy 40)
\ are women, and three-quartets of them (30 divided by 40) are men. When these
h- proportions are expressed as percentages, there are 25% women (a quarter multi-
g plied by 100) and 75% men (three-quarters multiplied by 10Q). Together they 3
* make 100%. , :

-

- - *i
¢ -
+

if such a gambler loses the bet, becduse the first entrant happens .

a woman, nevertheless his or her decision 1s still clever. “This 1s a j .
situation of uncertainty and either result, the more expected as well as the ¥
lesg expetted, can occur. In other words, a good'decision can end in an unc
desired resuIt. . :

.t
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A smart’ gambler will figure that’ the chanceg of the first entrant being .
a man are equal té the percentage of #fén Jn the class: 75%. And the chances

that the first entrant will be 2 woman are 25%. There are three times as .many
men.as women, and this ratio holds also forsthe chances: The chance that the

first entrapnt willk be a man is thrke times as great as the chance it will be a -

woman, .
If we ask the same question about another class consisting}of 42 students,

24 women and 18 men, the chance of the first entrant being a woman is about
57% (24/42 x 100), as is the women's percentage, and the change it.is a man is
identical to the men's percentage, about 43% (18742 % 100)..

. The chance oﬂ tWe first student entéring the cLassroom being a man. was"
.determinad directly by the class.composition, the composition of sthe group
, under discussion. In the next section, we will' discuss the relationship be-
tween the chances for a single observation of a characteristic in qpestion
and the percentage\of that characxeristic dn the group as a whole

* .
A

From Group Percentages to Individual Chaoces &3 . .

First, let us ﬁo a simple experiment. I have an ordinary thufibtack.
What is the chance tth if.-I drop it on the floor it will £all head down in
contrast to falling on its side? 15 1 drop it onc¢é} either one of these two
results can occur; therefore, a single trial wil not™teach us anything about’

“the ‘relevant chance. . . . -

- .
-

¢ .

But supposg we throw the tack many times and calculate the percentage
of trials ¢n which it fell head down out of alg the trials (number of throws).
£f the tack shows more side falls than head-down falls, it”will be possible
to say that the chande of a side fall on a single throw is greater than the
chance of a head-down fall. Since these€ are the only two chancgs possible,
thé chance of a side fall would then be higher than 50%. If.the tack fell
ompits side, say, 75% of the time in the trials, we could be even more '
acturate by saying that the chancé of a side fall in a sifigle fhrow is abeut
75%.

. ) ) ' Lt .. t

Such an experiment was carried out; a tack.was thrown many times. Once
in a while (after some throws) the results up to that ‘point were .recorded in
the following manner: ‘ ) ) . . ' <,

R

1{ Number, of eurrent throws (the first column in Table i).s
2, Freggencz of head—down -falls, namely, how-many times up to that
point the tack has fallen head dowﬂ'(the second eoi?qn) .
;
wn oﬁf of the total
s column was obtained

3. The Eercentage of times the tack fell heai?'
number of, throws to that point (the tghid colu )
by dipiding column 2 by column 1 and tiplying by 1

F
cotumn 2 x 100 or Frequency o?:- head-dowﬁ fallef x 100
colum 1° ‘ * Total number of, throws .
e
3 2 s ‘9 .
- . % . .

-

»

Y
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. Yable 1 .
Freqhency and Pertentége of Head-Down Falls

o . - " 1
. Column 1 Column 2 . oColuwn 3 . o
.o E . . .. ) g
. Total-numbexr- * Frequency of ’ + Percentage of
of throws hgad-down falls head-down falls
& T 3 T x 100 = 100
. - 2 . *
. 5 1. E " 3 x100= 50
[4 . - N - 2 N # -
5 . |2 - '5‘ 'x wo = 40.
S " ’ . . ‘ K-
3 o
10 '3 == x 100 = 30
. ’ v . 10 . .
N, - % L ‘ ‘-3% X100 =, 26.7
F ' l - ’ .
- \ 14 ’ té 4
50 14 3§ x 100°= 28
100 0 A -——igo. x7100 = 30
- . \ ‘ 80 d *
00 . ¢ . “gg— 3p0 X 100 ="
: . . ) . . i "
300 . ‘ ns v, .- %g_ x 100 = /39,3
- w' - . *
400 © 160 . - T e B x100= 40
x ! . i
" 500 o202 . gng ‘x 100 ~ * 40.4 %’
600 ' 262 A g‘gﬁ x 100 = 40.2
' -" .' ﬁ . *
. * - - : "‘!._ i .. *
* ' .’! . %

Obviously > if you were to repeat the entiré experiment, your table of .
results would be slightly diffexent. Fof instance, ‘the first throw could
have resulted in a. side fall tather than a,head-down fail and then the per-
centage of head-down falIs in that.throw would, have been DZ..

1

.I v

Ea&h row in the table is one aamgle-of thrqwﬁ ouﬁnpi 2n infinite number .

of!possible throws.~ ‘:! _ AN \ . v,

The third‘kaw QhOWB‘Fhe results of a sample five throba. Twice the fﬂ‘,

' tack fell 'head down; the correspondiag percentage is 40%. 1In the seventh xow ¥

a sample of 100 throws is. rgcordéﬂw,of which 30 were head-down falYs, for a ~
percentage of 302 ce CEE .
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" ;Ihe total population we™iresintgrested in is the population of all pogsible
throws of the thumbtack. row of the table is a raftdom sample’ (see chapter
6,:Random Sampling sectionk from this population because ~

\ ‘4. Each possible throw hgs an.éﬁual chance .of inclusion in the sample.
) _2. There igﬁgo connection whatsdever between one throw and another. -
3 ! We have learned that the chances of ‘a random sample's being represefitative

_increase ‘as the size of the sample gets larger. Let us suppose that the tack
. has the same chafice of falling either head down or on its side. Is it plau-
. sible to obtain, in a"sample of 500 throws, 50 head-down and 450 side falls?
It is' very unlikely. However, is it possible in\a small sample, say five
o throws, to obtaiﬁfour side falls and gne head~down fall? This result is’
% fiuch more likely.
. -~ : . T
" We realize, therefore, that if we want to rely on- the result$ of dur tack
throws in order to say something about the chances of landing head down or
gide down, it is worthwhile to have a large sample of ‘throws. Such a ?ample
has a much better chance than a small sample of representing the features of
the tack fallimg. RNt '
\ 3
’This familiar effect is clearly demonstrated in Table 1: In the small
samples, the percentage of head-down falls is highly inconsistent, 10Q0%, 50%,
40%, 30%, etc. As the sample size incteases, the percentages stabilize:
39.3% (300 throws), 42% (400), 40.4% (500), and 40.2% (600).
" If we continue the experiment and throw the tack 800 times a;h’even more,
we will realize that the percentage of head-down falls will not change much.
" The percentage of head-down falls stabilizes at around 40%. We can now say
. that the chances of the tack falling head down in one throw are approximately
40%, because this has been the percentage of head-down falls in a large number

of throws. ,
. ]
" # ue infer the thance of a specific outcome (e?g., head-down L 4
fall) in a single trigl from the percentage of that outcofie in .
* fa large number of trials (a large sample), ¥ _ ,

- -
o

Another exper@mént demonstrating the same cﬁéllusfbn was conducted by a
statistician named Rdo. He put 10 balls into a sack. The balls were identi-
# cal in .shape and size but not, in color: Five were black, three were white,—
. and too were red. The question was, What.is thé chance that a ball removed,
. -at random, frgp the sack’ will be black? In order to answer this question, Rao,
withou 1ooking‘in the sack, took out one ball, wrote down its color, aund’
. returned it to the sack. He then stirred 'the contents of the sack thoroughly.
. He repeated this procedure 1,000 times (this 1s 1ike throwing a gack 1,000
. times), and every once in a.while recorded. the following three data (as we:
did with the tack): ' .

® Number of balls taken out to this point (sample Pize)," ' .

® Hoy many balls were black (frequency of the ‘6utcome "black"), and

/4
’
- . ¥

! ~ 98
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® The percentage of’black ball retrievals to this point (the percentage
of the outcome "black™).

+ -t

When he. finished the experiment he realized that as the size of the sam-—
ple (number of retrievals) becamd larger, the percentage of black balls
stabilized at about 50%. Rao's conclusion was that the chance’ of retrieving
one black ball from a sack containing 5 out o{le balls is 50%.

* Let us assumey that we are asked to answer .a similar’ question: If I take
out ball .from\a $ack having similar content of balls, what will be the
golor of the ball? Obviously, we cannot answer this queqpion with certainty.
This is an uncertain situation, for three different outcomes (black, red, and
white) are possible. Nevertheless we ¢an answer the .question probabilistically°

1. We will prepare a set of e&haﬂstive and mutually exclusive possibili—
ties. The set is black, red, and white. This set is eXhaustive, for there
are no other balls in the sack.’ The possibilities ared@mutually exclusive be-
cause no ball is painted with more than one color. ,

' ! ¢ - -

2, We will assign’chances to the various possibilities. Rﬁo‘s,experiment
told us that the chance of a ball belng black is 50% (because in 1,000 re-
t&ievals the percentage of black balls stabilized at abouk”SOZ) s -

-

at each point, the numbers and computed thb percenty
uld have seen that the percentages tended

ages of white and regd balls we
to sfabilize around 30% white afid 20% red. Hencgf the chante of a single

ball being white is 30% and that of 2 singLe ball being redéis 20%.

Hgd we also counted

+

The chances which we will assign to the different possibilities are,
then, :

- o

total7

rblac‘k " white 1
100Z

red
50% " 30% , 20%
' The sack comtains a group ofmlﬁ items, identLCal{in shape and size.
The chance of any one item being sampled- in one retrievdal is equal to.the-
chance of any other item, precisely because of this sameness i shape and .
size. Each one of the 10 balls has‘exactly the ghme chance. s

F .

. We have seen that the chance of taking out agred ball, ‘for example, is 20%
(according to the percentage of red balld in many retrievals) We also know
that 20% of the balls in the sack are red. Is the “identity of these numbers a
coincidence? Is it only by accident that the percentage &f\red balls in many
retrievals is identical to the percentage of 'red balls in the sack? No.

1 v .

L3
L]

|
. LIl
’

»
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.?In a sample of 1,000 retrievals, for instance, the percentages of black

red, and white balls should, obviously, ‘add up to 100%. Similarly, ‘this “will
be the kase in any other sample. In a set of mutually exclusive and exhaustive
:possibilities, ¢he degrees of ‘belief based on sample information will add up
TO 100% across the various possibilitiest

1

.

-




'f . 7/ . The éhance of retrievihg a. ;ea ball (a chance we figured out
. """ " .] by computing the percentage of*red balls in a large sample of re-
] trlevals) is exd ttly the sam® as the percentage of red balls in the
d \=sack——201 i oo ) . .
vl ’ Yo Y 0 K /
PN " The' chance of taking out! & black "ball (a chance we figured out
,k by computing the percentage;of "black balls in'a large sample of re-
- £riedvals) is exactly the sahe *as the percentage-of black balls in
~ | theisack--50%.° This ru}e app%}cs also to: the-white balls.

~ v . . D B -

» ~ . . ] '

This lawfulness exists only if all the balls are identical in shape and
size, for only then ddes each ball “have the same chance Of being .sampled.

v If, for‘ﬁnstance the red balls are bigger than the other balls, then in
every sadbling, their chances of being picked uwould be greater,, and in a large
sample (say 1 000) there .would have been more, than 20% red balls, their per-

'ceﬁtage;hléhe sack. But if all balls havé the same chance of being sampled,
the, percentage “of a certain ¢oler in a large sample is equal (approximately)
to the percentage of this color among all the balls. Furthermore, we pre~ °
viously inferfed the chances of ‘drawing just one ball of a given color from
the percentag& of jpalls of that color in the sack.

.. / *

We.-can formulate all this as a more general rule:

1

] - pd

. -

- If alﬁ items in a.group have the same chance of being sampled,
. then the percentage of a spescific characteristic in a large sample
P is equal to the percentage of this characteristic among all items in

v /4’ the group. , This percentage is also equal to the chances that the .
specifiedjgharacterigtic will be the outcome when only one item is

2 sampled: | ey S

-~ ) .
I - Let us reJiew the former examples:

4
1. It is cfgar now why in a class consisting of 30 men and 10 women
the chance tha: thqrfirst student entering the classroom will be-a man is 75%:
[ .'k L

® Let us assumé that every morning, each one of the students has :
the "same chance of being the first to enter the elassroon.

I "* & If we had checked who was the first to enter every mofning for a
- . long period of time, we would have fiound that for abeut 75%°'of the
i ‘mornings it w&s a man. This is because men comprise 75%.of the
class. L 3 )
~

\. e f%is'pe%ccnﬁage is also the chance that we will assign to any single
. morning in conne@tian with the questicn under discussicn. We will

say that there is 75% chance of a man being the first to enter the

classroom..n
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-, 2. It is also clear now why the chance of the woman winning the grand
prizé is 1 out of 800, 000 L B R T
.« Thete are 800 P00 tickets (like 10 balls in a sack}, only one of which
will bBeCthe winner {like 5 black balls)., What is. the chance that the woman
who bought a single ticket is holding the winning,one (like the chance that
in a single retrieval we will pick out a dlack ball)z .The chance in percent-
age terms is L .

. «
L - )

v
: 800, 000 - 8,000

.‘ o b

-

What is, then, the common denominator of all three problehs? . )
.OI_Ihe chance -of picking out & black ball (balls in a sack)?

J'.. The chance the first stunent entering the classroom is a man?

-

N The chance of winning the grend prize (lottery)?
L—,
1, In all\these problems there is a defined group having a given size
(lO balls in afsack 40 students in a class, and 800,000 lottery tickets
sold in a given week) ‘

»
’

2, & question is asked concerning the chance of a single specific char-
acteristic or result {a black ball, a male student a winning ticket).

3. If we sample randomly one item of the group, ipen each item in the -
group has the same chance of being selected {each bal

ticket has’ the same chance) . £

. e : _

4, In order to compute the chance in all three cases, we check

- {/ * ® The size of the specific gréup (10, 40, 800,000 for the ball) -

classroom, and lotfery questions, respectively).

.® The size of the subgroup having the relevant characteristic (5,

. 30, 1), and ,
.o ‘O. Thg_perc@ntage of the subgroup in the entire group (SOZ 15%,
’ - . 000125%) )

\ 1
This Rgrcentage is the chance we assign to the question concerning the
chance of a gingle item's having the relevant characteristic.

Whea 1 was, visiting my family in the Midwest, I met a young man, George,
who ig'a student at Midwest University (MU). Later, my family and I had a
vigorous discussion’ about the use of marijuana on U.S. college campuses, and
I began to wonder whether George, the young man I met, smoked marijuana.

I could not angwer that question conclusively, indeed I knew very little
" about George,*having met him only briefly. But I wondered about the chances
thaty he 1s a dope smoker. How could I compute those chances accurately?

. .
.

-0 118 .
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each student, or each ~




I ought to define both the appropriate group and the relevant characterq )
istic, He:e the appropriate group is :

.

e, All male BCudents enrolled at Miﬁweec ﬂhiﬁersity;' ; . e .;'." :
£ Defining the relevanh characteristic requi;es 4 litcle more c@re; what

3 exactly do I mean by "dope smoker?"” Remember,'I must sarisfy the clairvoyance
test in this definition. My family and I decided afcer some discussion that
dOPe smoker meant . . S . '

L] £ petson who has smoked or otherwise ingested mar;juana at least
once every 2 weeks for the lasc 6 months. . + s

-

Fl -

("2 * =

- ( L3 . R .
The relevant characteristic is then i%: ~ -

_495?1e student enrolled at Midwest Universicy who is & dope gmoker.

Yote that Fhe relevant c@eracteristic f% always defined asha subgroup “of
the appropriate’ group. . W\

b
Now that our group and subgroup are carefully defined, we need only ohtain ' *
the appropriace data in order to calculate the percentage

, Number of male MU srudents who. smoke dope x 100
§ ; Number of male students at MU

I will use this percentage to express my belief that Geofge, about whom I
know nothing else, smokes dope.

When we have the relevant data, it is simple to compute the chances.
However, in most interesting and important cases, there are NO available data L
either on the size of the group or on the ize of the relevant subgroup. In
{ such cases, we will use estimates. Sometimes we will directly estimate the
percentage, and in other instances we will estimeste the size of each group
and thus obtain the desired percentage. The next.chapter will discuss these
estimation procedures. - - . . .

r

-

‘Exercises
¥ * . '

" 1. What are the chances that the next peron you meet was born

. . . + R

)
- ® On a Saturday?
® On the Fourth of July? .-
¢ (On Christmas Day?

2. What are the chances that this same person is a twin? What informa~
tion do you need to answer this question? |

3, fTake a paper clip and bend the cenCer part, out slightly. just far
enough so that it is possible for the paper clip, when tosged, to land resting "
sideways. Now toss the paper clip 300 times and record, for each toss, whether
the center (smaller) part landed up, down, or sideways. From these data, con-
= ~gtyuct .a table like Table 1. Because you are dealing here with three outcomes

102 . .

L 114 - = -
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racher r.han two, you will have to‘expand column 2 to three columns: frequency,
. up, frequency down, and frequency sideways, Whatgare the ch&nce thac, on the’
nekt togs, the papet clip will land with the cenr.?;: part up?’
. Zu-

4, Below are £wo tables giving freguency data. From chen, formulate two

questi®bns in terms of“chances [(What are the chances that...?"). Answer each
_ " of _your quesr.ions fyy

RS . B . +
¢ Defining a cotal group, '
e o '_.0 Definipg the mlevapi:‘ characteristic, ‘ . <
:"‘"*'"‘rﬁ# + . ) ] ’ ¥ L
¢ Defining the subgraup that has thar. characceriscic, aund

. “ ® Calculacing the percencage that the subgroup is within the
‘- total group. . ’

Women in the Armed. Services, 1978 |

Fl

fotzi‘military 2,062,000 .
Wom ' : ,000
. Total officers _ Jﬁ?ﬁ?UUU_—J '
‘o Women officers ° 17,000 A
Enlisted personnel 1,788,000 . . -
Enlisted women , 117,000 - ‘

Tocal Arrests, by Age Group, 1978

Under 15 728,198

15-24 ¢ : * 2,808,664

5-34 : " 2,111,396
35-44 . 1,036,863
45-54 ’"} 669,074 .

55 or older . 411,998 -
Not known . 8,898
Tocal ' 9,775,091 )

e . L]
#* ‘ 1
a [
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FROM GROUP; PERC:ENTAGES 'Eo INDIVIDUAL ‘CHANCES: "PART II . -~ .
The’Use of Estimatas for‘Computing Chancea . ' o W .L

L 1«!

Tonight I am going to the. the.ater. I have just discovered that ny friend,

’ Ralph, has glso bought a ticket for the show tonight, My seat is in'the 15thJ

row. What is the chance that Ralph will sit in the same row? . .
- .o %, ' .
In the previous chaptex, it was shown that we can-make inﬁerences about . .«
" such chances from the percentage of the number of seats in row 15 (except-minef
out of the total number of seats in the theater (except mine}. This i8 the.

procedure. -, . . \‘ 5 i

1, _Define the enfire group: total number of seats in the theater, not
counting mine. ' E o o R

.2, Define the subgroup: number of seats in row 15, not counting mine. —~——

-

.+ 3. TFind the Bize of these twoogrbups.
4a Compute the appropriéte pércéntage? i © e

Number of seats‘'in row 15, minus’one . x 100
JTotal number of seats in the theater, minusg one :

This percentagelis the chance that Ralph'will sit in the same row that I
do,, provided of course that I am willing to assume that Ralph's ticket is
equally likely to be for'any seat in the theater except mine,

4+
Even with simple problems like this ‘one, we usually do not have accurate
.data on the size of each group; this is even more often‘the case with compli-
cated and interesting problems. For instance, the chance of recovering from
a8 specific disease (what is the usual percentage of people recovering Irom
it?); the chance of my friend giving birth to twins (what is the percentage
—6f twin births out of all births?); my chance of being accepted to the Navy
school for combat pilots (what is the percentage of peﬁ?le accepted to the
school out .of all. applicants?). .

In such cases, in which the relevant information is' lacking, we will use
an already familiar method--estimation. Three estimation procedures are .

available. . -

LT " ’

-

Egtimating the Size of Each Group . Z/

We will attempt to estimate de total- number of seats in the theater,
There are, for example, about 30 rows.in the theater's main hall and 30 more
4n the balcony. By estimating the number of seats in rows located in various
areas in the main hall and balcony, we'reached a total eatimation figure of

3,000. : ;

.

y
. A
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¢

’

about 50, ; . o

¥

. w ‘L *
Estimating the number of seats in row 15, we’ figured out there aré,

-
<

' The chance, chen, thac Ralph will sit in the same row that I do is:

f -x i‘,=16z -~ ’ A - = .

- 3,
~ '°-
(subtracting 1, my seat, from both 50 and 3,000 is not significant, since
these -figures are estimates rather than the true values).

. .

e chances that Ceorge smgkes dope? Probably we do not have accurate iafor-
ation concerning the sizd of each of the relevant groups. Instead,.we will
use estimates: .

/H\\\\ﬁp RQCurning to the problem that-ended the last chapter, how can we evaluate
t

-, ) w

1. Define the total group: male students® enrclled at Midiest University.

2. Define the subgroup:. male students enrolled at Midwest University
khof smoke dope. . .

+
L

3. Estimate the size of each group..

4. Compute the percentage: : . . T

. Size estimate.of che subgroup 100{
Size estimate of the total group

Sometimes it will be difficult for us to estimate the size of oné or boch
groups. In such cases, we Will use a different method in order to obtain the
desired percgntage.

* -

Estimation Based on Samples y 7 .

In this method, we estimate the desired percentages in a sample rather
than in the entire group. Por instance, I know about 20 male students at
Midwest Unlversity. Pour of them use dope. Thus, the percentage of ddpe
smokens is approximately 20% (4/20 x 100). This method is conyenient when
we have no.idea about the size gf one or both groups but we can recall enough
éxamples to create a sample upon which we will base our estimates. Such &
sample 1is, obviously, as vulnerable as any other one: Are the students I Khow
from Midwest University representative of all male students at Midwest Univer-
sity? 1s the number of my student acquaintances too small_to constitute S
decent sample?

L] ’ -

In the two estimation methods discussed, we compute the percentage, either
relying on estimates of the sizes of both groups or relying on relevant sam-
ple®" > There is ancther estimation method in which the percentage we segk is
itself estimated. ) .

R ] ¥ -
- -

-

5

. . ) ' ;)
o F 06 " F1% | )




"Direct EstMmation of the PJ;Zentage : ) . -
. ® .

. Ve;ﬁ often we estimate the'percentege directly rather the; compute it
frem estimates of groups or samples. "I have read in the newspaper that 37%
of ﬁéifcdllege,males smoke dope. But Midwest UniVersity is a rather conser-
vative university compared to, say, California colleges. Therefqre, i ‘esti-
mate’ the desjired percentage as being,about 25%." :

In this case, the problem is ndrhdecomposed g0 that.we deal with its
elements, the appropriate two groups. Insteadﬂiwe estimate the percentage,
directly, using some information we possess. We should keep in mind, “though,
that ‘this is an estimate just like any other. We might be wrong in remeﬁber-

- ing what the newspapet said or in correcting that estimate on the basis of
our knowledge of a ::gticula/’yﬁiversity .

We can use onetof the following three methods to obtain esti-~
mates of chances.

' 1. Estimate both the size of«the relevant total ;;;ﬁp andf

that of the subgroup; tden compute the percentage utilizing both

estimates and fro%rit infer. the desired chance. =
. c

) 2, Carry out the same ;}dcedure using a sample of the total
, group: Obtain estimates.or exact figures of the sample size and
" of the number of items having the relevant characteristic in sse
sample; then compute the percentages, which are also the chane
using the sample estimates. . a .
3, Estimate the, percentage (the chance) directly, using some
information available to you. :

T

As with other numerical estimates, it is a good idea to use more than
one estimation technique whenever possible. When two different estimation
‘techniques produce greatly different estimates of the chances, this signals
. possible errors (ske chepter 5. 7

N - - '
My

What is the Relevant Total Group?

Tn the examplee discussed so far, we df%ﬂpﬂf\heve great difficulty in
defining the appropriate groups. Sometimes, Mowever, it is not completely
clear exactly what group.we are trying to estimate. For example,,

-

1. 3:£é;end gave birth last year. What are the chances thagtshe gave
birth to twisd? " i *®

8Let us assume that”we do not know whether or not she has given birth to
twing in the pest. 4 . .
-

Fl
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1

" thexchances that she will have twins?

. N
] ‘ o

*2. My friepd is pregnant gnd due to give birth next month. What are

o~

T

In these two examples the apprépriate total group is %&11 births" and

. the subgroup is "twin births.” Here we have two problems:

. . LI
. Problem 1: gbe total group is "all births" since when? This is a huge !
ggoﬁp. How could 'we count all births up. to now in order to compute the per-
. centage of twin births out of them? We‘can overcome this pProblem by using a

., .

,. réally large sample,,sdy, %;1 U.S. births in the last decide. '

’

-

Problem 2: In the‘first ‘example, my friend+has already given birth.
Thus the eveht really is an item from the defined group, "all births in the
last decade.” In contrast, the second example involves a birth that has net
yet- occurred. The event ig not really a member of the group we are using to
eompute the ghances,:for the group is.of births in ‘the past, while ¢he event

in the future. ° .o
. - - . _"f I . -

We encounter this problem whenever. we uS¢ past data to assess the chancesu
of future events (4ren't these often the wost ' {nteresging issues?). - In so
doing, we assume that the similarity between the past cases and the future
case justifies our "inferences from the past tg the future: v

¥ ’ . v Y

A friend of mine has a son who will enter Midwest University next year.

" What are the chances that he will, while in college, be a dope smoker? We

will answer this question as we have answered the question concerning George,
who is now attending Midwest University. 'When we do, we are assuming that
the situation in the future in this respect (the rate of dope smpking at
Midwest Unfvergfﬁyf?is not going to change sigpificantly. '

What is the chance of at least one spowy day in Atlanta next Pebruliry?
If we believe nexk year to be basically similar to previous years (as far v
as winter weather is concerned), we will use as a group, several February ..
months of the past and we will check the percentage of those February morfths
in which there was at leasf{,one snowy day. While discussing the topic of
estimation in chapter 6, we said that to the extent that the sample is large, ™,
the chance of its being representative {ificreases. Hence, in attempting to .
estimate chances of future events, like at least one snowy day next February

" in Atlanta, we would do well to base the estimate on a sample of many past

years, as many as 100. 1Is this always the case?
What is the chance that my friend, who is'moving to ag apartment in mid-
town Manhattan, will experience # burglary during her first year there? If
check Back, on the burglary statistics for the past 100 years, we will find

at over time burglaries have substantially increased in mid-Manhattan. The
19308, for instance, are not at all representative of the present (por of the’
future) in this respect. It is bettér, then? to base our estimation_gnfa
much smaller sample of recent years, say, the last 5 years; these years are
more representative of the present and of our eXpectations for the future. -

L] (
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If the relevant total group is too large, it will. suffice  to
use a sample for estimatiug the chances, providing that it is,
plausible to assume that,;his sample is represent&tive of the total

sroup- N
Y. -

Hhen assigning chances to a future event the estimates can be
based on similar past cases, providing that it is readonable to as-
sume’ that nb substantial change has occurred nor will occur with re-
"gard to the charaogeristic Who§£ chanced we are estimating. .

]

eaoh quest:ion 'do the following: | ~ ~

-

r
Exeroises

1. Pollowing are questions involving cﬁ;zzés‘of various events.. For

a. Specify the fotal group and the 3ubgroup having the relevant
characteristic. ‘ i

*" b, Find samples Eepresentative of these groups (consult friends

if you need to)}. :{

-

p c¢.. Estimate the sizes of tHe samplas you chose .
. |

f out to be a wron? number? « .

d. Compute the chance of fhe event in question by using the
figures you cbtain n step. .

Example: What is the chance that the next ring of my telephone will turn

» L3

a, Total group: inoomi hone calls to my house in the past and-
: future. Subgroup: wreng number calls. .,

*

x

b. Sample of the group: number of calls last week. Sample of the
subgroup: number of wrong numbers last week.
Coe. I get approximately § calls daily during “the week and gbout 20
' on the weekends, which m#kes about 50 incoming talls weekly.
Last week, as for as I remember, there were two wrong.numbers.

*

d. The chance,"then, is: 2/50 x 100 = 4%.

Here are the questions., What is the chance of ’ //M
’

1. Findiug at 1east one fypographical erro} on the third page. of

tomorrow's local newspaper? s

W
-

2. Running o¥t of gas sometime next month? - .

3. PFinding a coin on the sidewalk during a l-hour walk in town?

*
Yo

4. Being contacted aﬁ least once by a pollster during the coming year?
i . . . .

\ £ .
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. Reducing the'Groug '
" - oy e ’ oi "’
N William Smith, a high-ranking official of the Pentagon, invited Jean . -
Baker, a Pentagon security officer, to lunch. Following is their conversation
over lunch° . , .

. * ’ ' . .
d Smith- Yesterday at a concert I met a Soviet named Boris Ye&milov.
He works in the Soviet consulate , Do you know him?

‘ Baker£ No. o Y C v . ' ] .
'Smith' We talked during the intermission and he invited me to a dinner
at his housé next’ week , .. '

-

Baker: You don't mean you... . T .

-
?

Smith: That is precisely why I wented to talk to you. You have mote ex- .
periénce and knowledge concerning Soviet diplomats than I do. What is, in your
opinion, “the~chance Yermilov is an undercover Soviet intelligence agent?

Baker: I do not anw Yermilov and you did not teil me anything about him,
eXcept that he is an employ8e of the Soviet consulate here. Based on my ex-
perienge of recent years, I would say that about 60% of the personnel at the
Soviet consulate are actually undercover agents wlose official poasitions are’
secondary to their intelligence-gathering functions. Thus, I would estimate
the chance that Yermilov is such an agent as about 60%.

r % *

Here, as in the former examples, the assessor has relied upou‘the percent-
age of similar cases in the group, namely, the percentage of those who are-be~
lieved to be undercover agents, out of all Sovizi consulate staff members. Lét
us proceed with the conversation:

, . - A

Smiths I do know something about Yermilov that may change the picture
a little. He works in the economic delegation'at'the consulate.,

\\ . N .

Baker: Oh, ‘that's different.” In my opinion, the percentage of Soviet
spies among Soviet consulate economists is much lower than among the others. ’ -
I would estimate it as perhaps 25%. Thgrefore, the chance that Yermilov is a
spy has detreased to 25%. . r

’
-

We have seen that Smith furnished Baker with auotFEr information item’
‘concerning Yermilov and that she had to define a new total group from which
to estimate the appropriate percentage. That is, we are no longer dealing .
with the percentage of undercovér spies among sll Soviet consulate staff mem-
bers in Washington, D.C., in receutéﬁears but rather among all ecqnomic
delegation personnel. This additiondal information item was iqsefted into the
redefinition of the groups in the following manner:

Theitotal proup is all staff membeys of the economic delegation in the
Soviet consulate in Washington, D.C. . . .

* Y.




decrease, or remain the same (in the presént case, it has decreased).

r x5

v

' T v

. R < .

The" subgroug is all staff nembers of the economic delegation in the ]
‘oviet consulate in Washiugton D.C.

gence agenté . .
5 L

- ‘\I: r ’
The percentage can eifher increase,

. a '

Thus;.the two groups are reduced.

!
-

i

, who are dlso Soviet undercover inﬂelliz‘

+* If William Smith had also Qold Jean' Baker that Yermibov flies at least

once a month to the Soviet Union she ahould Rave cons
groups. .

-

Soviet consulate in Washington, D.C.

who fly at least onhe\a .month to the
USSR.

e 'y

[ 4
’

The § gubgroup is all ste}ff members of the economia: delegation :I.n t:he
Soviet consulate in Washington, D.C.
USSR and who are also Soviet underground intelligence ageﬂts

N
« The chance that, Yermilov” ia an undercover agent is the: percentage of t
subgroup within this newly -reduced total group (Figure 14},

%

@ﬁ@QﬁOﬁOOﬁ'
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Pigure 14,

Total group and subgroups. !
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:Ifered two even smaller’

00000008000 fl

The total groug is afl ataff nmm.ers of the economic Mdelegation in the

who fly at least once a month to the - -

2.
P‘*'
~




Prom Figure 14, count or coﬁpute eachsof the following:

(o
+ - a. The total number of Soviet conaul%te staf?‘memhers%‘ .
- . - | , -R ’ 4
b. ' The number of Soviet consulate, staff members ho are’ also undercover
agents. .o ‘ 5o
c. %?e percentage .of agents among all Soviet consulate personnel.
d. The total ‘I;umb&t of economic delegation members. "
. A s
_ & The number of - economic delegation members who are also undercover
spies. .~ e . .
L] - N n * * Rl » . B
f£. The pe}centage of agefits in the Soviet economic delqgation.'
2.’ The nﬁmber of - economic dalegation members who fly to the USSR at

east once a mbnth.

k4

h. The number of ecqnomic delegation members who fly to the USSR at
least once a month and'are also’ intelligence agents..lx .

Lol
=~

i. The percentage of agents out of all Soviet economic delegatibn -
members who fly to the USSR at least once a month. N

. y _

With each ad&"tional.piece .of information, the total group gets smafler
(2 versus d versus‘g? and the pércentage of intelligence agents in the group
changes (c versus f yersus i} from 60% to 25% to 33%. The change in the per-
centage indicates that the additional items of informatdon, "he is im the

relevant. .

i
-

X * It i3 worthwhile to use additional information to redefine
the groups involved. Rach additional item of information dimin- v
ishes the s of both the total: group and the subgroup; it may
also modify«ﬁh“‘estimated chances siggificantly..

/

The Relevance or Diagnosticity of Available Information .

Is it useful to take into‘account each piece of information available

L3

bald? Let us define the appropriate groups accordingly. 4

®- The ﬂotal'number of economic delegation staff members in the Washing-
o ton,; D.C., Soviet cofisulate who fly to the Soviet Union at least once
+N month and “who ﬁave bald heads. N

The total numher of ecoézmic delegation,staff members in the Washing-
> -  tBn, D.C., Soviet 'consulate who fly to the Soviet Union at least once
a month; who have ‘bald heads, and who are undercover intellfgence '

NS agents. -

112

economic delegation" and "he flies to the USSR at least“/nce a month," are

to us? ‘Should we consider, for instance, the fact that Yermilov is éomplétely

| 123 o
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The size of each of thése groups.is pb?iously-gﬁhller than the foréi} ;
groups, in which the information about bﬁldnéhs.was not used.
Will the percentage (the ra ;:g%ﬁ% g0 both groups multipli®d by 100),
from which we infer the chance b being .8 py, always change when new infor-
mation is used? HNo; it is alwaiﬁgﬁﬁééiﬁiﬁi at the ratio will remain the same
although the size of the groupsdghawgh.” A dftange in the percentage will in-
dicate that the new item of inf-ﬁhg'idﬁ.iqgf’,ev but it is a rétrospective
indicator, since the item has alXgp 3{&&&&§m en into account. We would like
to check the relevancy of each addj

g‘i’qﬁﬁlﬁ.&m in advancg, in order ‘to decide
whether to use it. - ‘ -

il

1?‘:’ ‘*M *

To check relevance, one has to ask oneself whether it is raskonable‘to
agsume that the percentage of agents out of those who have bald heads is
different from the percentage of those who do not have bald heads. As there
is no reason to assume that baldness can be regarded as a relevant item of °
information, it should not be taken into account. ’

A check, in advance, of an item like "flies to the USSR at least once.a
.month” ghould be ddne by asking oneself whether the percentage of agents out
of those who fly frequéntly is different from the percentage of.agents who do
not. This time the answer will probably be positive and this item would be
taken into account (as we did)._ _ . A

Information about a person's position (high versus\low rank), travel
abroad (travel much versfis little), education (elementary school, high school,
higher education) is relevant if one believes that the percentsﬁe of under-
cover agents differs with the different vValues each of these ifems can take. .

r .
When we conclude thdf/;aking a certain item oﬂ;ings;;ation into account
will not change the percenfage, we will regard this iteém as irrelevant or — *
nondiagnostic information}” If ye believe that consideration of a certain )
item will change the percentage, we will consider it as- televant or diagnos-

tic information. . . T . - t

Irrelevant information floes not change the estimate and therefore”is no
beneficial., However, can it be harmful? Sometimes it cad lessen the quality, .
of the estipate. Let us assume, for example, that among the staff members of
.the Soviet economfc delegation in Washington,. D.C., in recent years there
were only-two people who shared the following two characteristics: travelidfg™
fuite often to their homeland and being bald. LateF <4t turned Qut that omne
was an undercover intelligence agent. Would it be reasonable to say that
‘Yermilov's chance of being a spy is 50%, just becauge there were two Soviets
similar to him in these respects and one of them was &.spy? The additional _ - -
information (being bald) excessively reduced the size of the relevant groups.
go that the total group is now made up of only two people. This is a rather
small sampfe, and as you may recall, small samples have seriousvdrgwbacks.

Lt In,aadition, in many cases we do not have accyraté information sbout the’
.sample sizes; instead, we are thinking about the relevant groups, tryfng to
estimate thelr sizes. It is far more difficult to think about such gmall -
groups that are multiply specified. When we search our memory, we may obtain .
highly biased estimates. :

[
’ .
* [ . LY
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- It is better, then, to “ignore, in our example, the baldness information .
and rely on "informatéen concerning economists 4§lying frequently in the USSR. -
Thesé characteristics will lead to forming a large enough group that the esti-’
¥ mate obta.:!_ned from it is reasonably reliable.

A "In sumary, we were'faced with the dilemma of attempting to consider
’ every piece of information; doing 8o may improve the estimate by defining a
more appropriate group, but, at the same time, considering all information .
may lead us to a group so small that the estimate is unrelisble. We recommend,
therefore, that every avaglable item of infotmation be checked for relevance. '
If an item seems rgelevant, we would inclgds;, it in defining the groups'(eve
ough we are, thus, decreasing t@ei’r size), any irrelevant items should b}
disregarded to avoid the unnecessary reduction of Che sizes of the groups. ',
4 - L
- 780metimes however, we have o much. information that even after disre- ’
4 garding the irrelevant pileces,'the samples are too #mall or difficulf to think
“about. rWhat ghould we do in such cases? F.Ollowing is a'@iAcussion of such

_situatdoiis. . .. . ’
-~ . %ﬁ . . ¢ . ) , -
+ Exceptiona¥k Problems f : . )
v - ) { bl ‘ .
-fuppése I learn more about George, the student,at Hidwest University. - ;

He is now & junior, ‘majoring ﬁ\electripal engineering, with'a cumulative

grade point avlrage of 3.2. He grew.up‘in a Bmall Kansas town §population '

4,100) ‘and wasythe valedictorian of his high school'class, At the university

‘she is an avid ‘fan of rock pusic apd' frequently attends rock concerts. What
T arg the chances that George smokés éope‘l) .-

t St - oy -
A!l.i the information itemidcoﬂceming George appea.r relevant.® Some of' |
them will increase apd others Mecreass the cham;es that he smok® dope.

For example, the fact that George grew up in & small town in Kansas may de-
creage tflat cha:nce on the other hand, the fac:t that he often goes to rock’

conceérts may increase it. t A ) , . .
. ? - - . - s
y Trying to est:lmate- the chances we define the grbup3° , g .
¢ * * N -’
.. - The total group is male 3tudent3 at Midwest University who are juniors in .
relectrical engineering with GPAs of 3,2, who grew up in 'a small town in Kanqas, . 8
were valedictorians in high- sehool‘ and who now f:cequently attend rock
“concerts. -

The subgroup is dope 3mc_>ke1:3 among the group.defined above . . '
] . . , ’ wy
. q . "
It is likely that even if we had full information on every Midwest Univer-
sity student, we would not find even one other, besides George, who has these
;same characteristics. We just could not foi‘m & grouy. . _ .
- -
Such cases are called exceptional problems because it is difficulb—-some-
. times impossible--to form a group of similar cases: w
L . N

-




- N (A4 An exceptional problem is one for which we have plenty of
. relevant informatior; therefore it is hard" ko find many cases
. similar to the one discussed in order to form a group.,
} ’ 5 "&- C' Vo
T In this chapter and chapter 8, we demonstrated computation of chances
agcording to frequencies, yelying on ‘the, percentage of similar cases in the
| L approprfate group. The requirement for applying such an approach 4s the

. ability $o find a large enmough group. When such a group can be found, rela-
tive frequencies determine our degree of confidence.

Elsewhere in thé book we have presented exceptional problems. For ex-
amplg, ,at the end of chapter 4 we asked you to assess the probability that
Reagdn will be reslected in 1984. We assume that you have a lot of knowledge
about Reagan that is relevant; you will quickly realize that no previous
president is similar in all respects to Reagan. Since an appropriate group ™
cannot be found, one cannot entirely zely on methods using frequency to arrive
at any assessment of chances. . .

Consider as we did in chapter 4 an intelligence officer vwho is assess-
ingj e chances of.war. Had she done so by relying golely on frequencies,
4she hould have done the following: .
w4

L 1.‘ Analyze the current situation and check the relevancy of the avail-
able information.

\
2. . Search in the past for identical periods (times during which the
Tnﬂ.itary and political situation was the same)as Dow._ J i
&> '

"
3. Check the. percentage of these periods which actually led ‘to war.
© Such a procedure is ridiculous; past situations are rarely, if ever,

. identiea?® in all characteristics to the present situation. The intelligedce
offi}e\/will never be able to get to Step 3. *

Methods of estimating chances that rely exelusively on fnequency
+ colnts can only be used when & relatively large group of similar
cases is available.

-
- & . . -

' . k]

" Exe‘gc ises ) o ’

‘:-?Dllowing are questions involving chances of various events. For each
quest:!.on’ ’

L]
’

. 'o‘

. a.,., Specify the total group and Bubgroup having the relevant
Qharac&eristics . .
. .
. b. . List an item of information that d‘p'?pears to be relevant (that is,
one that 4111 alter the chances). -

3
o
%

-

-
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¢. *List one information item that-seems irrelevant.

d. If the question seems to deal with an exceptional problem, point
that out and elaborate.

- . - * .
- Examglet What are the chances that at least one time during thé coming
week vhen.I leave my house, I will meet friends coming to visit me?
»
a. Total group: all the times that I have left my house in the last
year., Subgroup: all the times that, while leaving my house, I have met
.friends comirf‘g to v"iai!: me, during the past year.

b. Relevant informition: the number of my friends who have told me
they plan to visit me this coming veek. :

¢. Irrelevant information: my house is’ painted white. - ’
. .
= - ' '
These are the questions: What are the chances that

- ) -

1. The buljet I am sbout to shoot will hit the t;rget accura?ﬁiy?
1

-

-

24 The next person to go on trial for murder in my state wil
“found guilty?’ -

3. My Qkild will be more than 5'8" tall when the child £s 18" years old?

-

4, Humans will make contact with intelligent creaturea in outer space d
within tﬂe next- 10 years? . \ I
- 5. The bridge will ccllapse while we are croaaing it?’

. . ' ’ . .
F] 1 N . *
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A
CHAPTER 10 ' .

ESTIMATING CHANCES IN EXCEPTIONAL PROBL
h ) n
Introduction y

. . e

We will start with sevkral examples.

Example 1: Dan is a high school senior. He is an attractive young man,
above average in height. He has excellent grades, not becawse he is brilliant,
but because he is bright and works hard at his studies. He is a well-rounded
and well-liked student wha plays on the tensis team and who was elected
. treasurer of the senior class. While sociable, he has not dated as oftep as

many of his peers, although he does have a girl friend this year. For many

years he has wanted to become a physici#n, and he plans to go to college as

a premed student; ’ : . )
A .

What is Dan's chance of being accepted into a medical school? e

Example 2: Dick is a tall, handsome’ junior in one of the pest high
schools in town. During his sophomore year, he was a good student, but re-
cently, his éradeq and behavior have dfteriorated. He often quarrels with
his peers and spends time with a bad cxpwd.. He drinks a lot of beer, and it
is also rumiored that he takes amphetamimes ("speed"). Several times he has
disappeared for a few days. He is surly with his parents and refuses to tell
them where he has been. Discussing Dick's case with the school psychologist,
the principal tried to estimate Dick's.-chance of becoming entangled with the
law (becoming entangled with the law will be defined here as a police file
conecerning Dick will be opened within 2 years).

-

Example 3: Judy.-is a beautiful young woman. She takes care of E?rself,
and her figure is slim and sexy. She always wears fashionable clothes and is
frequently seen in beauty parlors, coffee houses, and clothing boutigues.

-

What is the chance that Judy is & fashion wmodel? - )

* Example 4: Robert 1s a young writer and journalist teaching part—tima
" in one of the universities on the East coast. His students regard him as a
sensitive, honest, and interesting person. He is now spending most of his
time writing ‘his second book, which is about three young men in the Vietnam
war. Robert's first book recefved enthusiastic reviewd by literary critics.
What is the chamce his second book will fail (that is, will sell fewer

than 1,000 copies a year)? °

-

. What 1s common to all these examples? Using the terminology of the
former chapter, thesm are all exceptional problems with a multitude of de-
tdil; for each, therefpre, it is hard tqﬁgind appropriste groups of similar
cases. .It is haxd to find many people whose description and history com~ -, .-
pletely match the person portrayed in each of the four egamples, For in-
stance, it will be extremely difficult to f bther ‘books that deal with
three young men in Vietnam and that are also'tie second book of'a young writer
and journalist who is an 1nstrugtor at a university. 5

1
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! The!de;ailed info:matioﬁ creates a ‘picture of living human beings, each

.- one having a.hiatory'and personality of his gr her own. Thus it is difficult

in each casé- fo find ‘"duplicates” and orgagjfe them in a group. This problem
becdnes .even moye severe when more personal aspects enter the picture. Let

‘-us‘aséume that it is Dan's mother who is estimating h*s chance of being ac-

cepted to a meédical school. She knows "her Dan” better, having an enormous

- amount of details about him, She conceptualizes Dan as a very special and -
: unique person. ‘In addit - Dan's mother has certain aspjirations concerning

- her som, apd it is not easy for her to ignore them when estimating his chances

. of.being accepted into medical sghool. o

" 4
With all thege problems, we canmot use the fréquentistic approach. ue

. cannot compute the percentage of people or items hqving the same character-.

istic out of the relevant total 3roup.

What should’we do with such problems? Before attempting to answer this
question, we will show a common approach to estimating chances when consider-
ihg exceptiomal problems. Later We will discuss the psﬁsible congeibution of
the frequentistic approach even to such problems.

r ~

Thé Common Approach—How Do We Usually Bstimate Chances of Exceptional Problems?
Ll r —

Let us review the examples presented in the beginning of this chapter:

You probably assigned Dan a high chance of being accepted into medlcal
school on the grounds that:

Ty,
‘\- F) - . :‘.‘
.+~ ® Dan has traits that are necessary to be a déc’tor.
® Dan is an ideal candidate, . . .
® Most doctors were like Dan in high school. . -

And what did you think about Judy?

® She looks and acts like a fashion model.
& Most fashion models look like Judy.

What about ngt? The chances hisg second book will fail seem small

- because: ’

® Robert iooks like a "symbol of success.' . ,ﬁuj'
® He is. 8 sensitive and promising young writer. - .
® Robert's first book was a success. Why should the second one fail?

Such arguments can teach us something about oun’ﬁay of thinking. We can
divide them inte two 3roqps‘

1. Reasoning based on the similarity between a description and a proto-
type. We find (or some(::lmea fail to ‘find) a striking.similarity between the -
described case and &he characteristic that we are *attempting to estimate:

Dick is acting like 2 typical predelinquent. Judy looks like a fashion model
ought to look. But Robert’ s just not the usual "failure" as g writen.

.
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. 2, Prequentistic reasoning. Examples of frequentistic reasoning are
"Most doctors‘were like Dan in high school" or "Most fashion models look like
Judy."

rd

We will gee in a moment that such reasoning leads us to faulty conclusions. -

Similarity between a Description and a Prototype. Let us look again at
Judy's description (Example 3). What are the chances that she is an airline
stewardess, an owner or employee of a boutique, an actress, a cosmetics salea-
person, a television announcer, or rich and unemployed?

, We will try now to answer these questions in an orderly way as we recom- *
mended doing in chapter 3, where we discussed the methods of counting all possi-
bilities. Doing as we recommended there, we will write down all of Judy's,
possible professions and organize them in a list of exhaustive and exclusive .
possibilities. Then we need to divide our 100% confidence among all possibili-
ties (gee chapter &), . .

¥

. Doing so, we realize immediately that it is exaggerated to. assign, say, ?DZ

for fashion model because it leaves only 30% chance to spread across all other
cupagfons. The problem here is that similarity considerations do not comply ~

with the rules concerning chance. When we assign chances to mutually ei'lu

sive and exhaustive events, our assignment is compensatory: The more confi- ¥

dence we assign to one possibility, the less we have available to assign to

all the other possibilities. Our total store of cbnfidence is a constant,

that is, the chances must add up to 100%. But similarity does not work this

way. There is no constant store of similarity, so our assessments of simflar-

ity need not be compensatery. Judy can be highly similar to an airline steward-

ess, and highly gimilar to a fashion model, and highly gimilar to a boutique |

owner, etc. But with chanceg, we are limited to 100%. So, if the chance of .

her being a stewardess is high, then the chances of her having other occupa-

tions must be small.

. L]

Thus, similarity between a description and a prototype is not a good
basis for assessing chances; At is likely to mislead, *sometimes leading to

ridiculous conclusions.

* *

\Frequentistic Considerations. What is wrong with applying the frequent-
i‘ij;lapproach, namely, using the reasoning "most fashion models look like . o
udy : '

It is advantageous to utilize the fréquentistiégappfoach, but only if it
ig applied properly, that 8y using correct definitions of the total group and:
the subgroup. In Judy's case, the total group is all young womew who reaemble
Judy in all details mentianed. The subgroup is the fashion modela out of the
total group. Therefore, the correct frequentistic consideration should be the
percentage of fashion modgls out of those young women who resemble Judy.

R e . . W

Compare these groups with the total group and the subgroup underlying
the reasoning that most fashion models look like Judy. The total group is all
fashion models. The subgroup is the group of young women who résemble Judy.
Thus, the mistaken frequentistic copsideration ia the percentage of ybun
womeri resembling Judy out of all fashivn models (i.e., most fashion models
look like Judy). -




€
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it is easy to show that one should not make inferemces about éne of these
frequentistic arguments based on the other one. If it is true that most
“fashion models look like Judy (the mistaken reasonlng), it is pot necessarily
true that most young women who look like Judy are fashion models (the correct
reasoning). In the same way, if it is true that most heroin addicts drank
milk as children, it does not logically follow that most people who drank

milk as childgen become heroin addicts. s .
. ) /
¥ . 3 4
o boutique owners
airline or employees
stewardesses ‘ .“
4 ’
» o
LY +
3
Those who resemble s '
’ Judy +«fashion
models *
> L4
actresses ’ . s
- ) —— . \

Figure 15. Diagram of the fashion model example.

Consider Figure 15. The large rectangle represents young women who re=
semble Judy. The smaller areas represent those who hold the_jobs Judy might
hold: fashion model, stewardess, actresg, etc. The shaded area represents
fashion models. Of these, most resemble Judy (shown by.cross-hatching)., But
among all the young women who look l{kg Judy, only about one-~sixth (approxi-
mately 17%) are fashion models. In other words, only 17% of all ydung ‘women
who look like Judy are actually fashion models. When we are asked to estimate
the chance of Judy's being a fashion model, we are asked to estimate the per-
centage of fashion models among thdse young wémen yho 1 ike her. Based on
the information given in Pigure 15, the ‘correct answer/to this question should
have been approximately 17%. ’ '

The information that "most fashion models look like Judy" is not irrele-
vant to the question, What are the gpances that Judy ds a fashion model? But
the relationship between the #wo is complex. One cannot infer directly from
the pefcentage of A in B.to the pg{éentage of B in A. When using a frequent-

istic approach, .it is essential £fhat one carefully and properly define the

. relevant groups and make sure that the estimate is based on the ratio betweqﬁ

the correct two groups. .

r
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- When estimating'chances ve tend to rely heavily on
‘e Similarity between descriptions and prototypes and
® Mistaken frequentistic considerations.

s Ingtead we ought to .

® Avold the errors similarity considerations can induce .
. by listing a mutually exclusive and exhaustive ‘set of

. . possibilities and

® Check whether the group and subgroup we use for fre-
quency estimates are indeed the correct ones.

-

P

The Desirable Approach--How to Apply Frequentistic Considerations With
Exceptional Problems’ . . .

Frequentistic Reasoning for a Preliminary Estimate. Although it is often

difficult to find other cases similar, to an exceptional case (and when we do
find them, there are usually too few of them to rely on for our estimates),
we do not have to refrain. completely from using frequentistic considerations,
Instead of relying on frequencies as the socle course of our estimate, we use
them for a starting point. Let us take another look at Dick's case (Example
. 2}. What do we know-about him? . ‘
® He is a junior in a good high school in town.
' ; : : ~—

L0 *
® He was a good student last year. - .

L His academic performance has deteriorated.
f L3
® He attends school only irregularly and has disappeared for days at a
time. .
. ¥ K /< ‘
® He'quarrels with fellow students. !

£

® He drinks a lot of beer. , .
® It is said that he uses amphetamines,

7 ® He hangs out with a bad crowd.

-

o He‘is surly and withdrayn from his parents.

What is Dick's chance of becoming entangled with the law (i.e., that a
polite file concerning him will be opened within 2 years)? Having all this
information about Dick, we are tempted to say that the chances are’quite
high, since, . .t y -

{ - . .
® "Thig is- -the nagé of an early delinquent.” '
e ® Most de.linqu ts-started doing similar things. '

. 121
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hut these considerations reflect the very errors described in the pre-
vious section. We should not consider the percentage of delifquentsdgho re-
sembled Dick when they were his age (a mistaken frequentistic reasoning), but g
rather the percentage of young men 1ike Dick who later become delinquent
(a correct reasoning). This latter percentage may not seem high if we recall
how common it is for teenagers to go through a transient rebellious period.
Most of them do not become delinquents.

\ To estimate such a percentage we would need to define a group similar
in every respect to Dick; th;s would be difficult if not impossible, because
of the wealth of details we, know about Dick. Still, how can we assess the
chance without relying completely on intuition? !

As an initial step, we recommend temporarily ignoring some of the infor-
mation we have, and concentrating on an item (or some few items) that can
hélp us obtain an estimate of chance based on frequentistic considerations.

?" . 4 o e N

\.” TFor example, let us deal now with the first ifem of information about
Dick. He is a junlor in a good high school in town. We can use this item

to start to estimate Dick's chances by estimating the percentage of juniors

in that high school who became’ entangled with the law. Perhaps this percent-
age 1s recorded at the gchool or hd\bhe'ﬁolice, but even 1if we cannot get this
percentage, we can quite easily estimate it. The estimated percentage ywill be
.the chance of a junior’enrolled in that high school becoming entangled with
the law. Still, this is not Dick's chance, for we bave not yet taken into ac-
count all, tbg rest of the information about him. ”

This percentage is then only a preliminary estimate of Dick's chance of
becoming entangled with the law. This is a preliminary rather than the final
estimate because it. concerns only a,portion of the information at our dis-
posal. The preliminary estimate uses a frequentistic consideration. This is
the starting point. :

, , .-
Utilizing the additional information items concerning Dick, we will

modify the preliminary estimate to get the final estimate. We will return

to this modification later. Let us now examine ways of selecting information

items for establishing a preliminary estimate by using a frg&:en {stic approach.

Sefgzting Information Items for Preliminary Estimateg—Some Cogsiderations
i Ted 18 brdught to the emergency ward of the local hospital. He is 60

years old, quite fat, and complaining of acute abdominal pains; he has a high
temperature (202.2°), is shuddering, and reports dryness in his mouth. >

What is the chance Ted is having an appendicitis attack?

L
1f ghe doctor examining Ted wished to substantiate his diagnosis on fre-
quentistic considerations, hg would have to think dbout the group of people
arriving in the'ﬁzst at the emergency ward yho were 0, quite fat, gomplaining
of abdominal pains, with high fever, shudders, and dry mouth. He should have
then attempted to estimate the.frequency of people having an appendigitis

attack among that group.

1
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will use for the prelimipary pstimate.

‘these decisions.

emergency ward with abdominal pains.

b ]
~ [ . -~

This cannot be done; the group is not large enough. Nevertheless,- the
physician wishes to base his diagnosis partly on frequentistic considerations.
If he takes our recommendation, he will temporarily ignore some information
and will estimate the percentage of appendicitis patients out. of, say, all
people arriving at the emergency ward complaining about abdominal pain. He
thus uses two informatioR items: patients coming to the emergency ward and
patients with gbdominal pains. Or the physicilan could think about the per-

_ centage of appendicitis patients out of all thoge having both hig% fever and

The doctor has to decide what information it or items) he

_How dges he do that?

abdominal pains.

*

First, his professional knowledge and experience assist him In making

It is highly plausible that there are some statistics in
the medical literature about the percentage of appendicitis cases among %11
people checked in emergency wards having high fever. If such statistics are
not currently at his disposal, he might arrive at an estimate using his pro-
fessiondl experlence. Perhapsd he feels he personally has more information
concerning the percentage of appefdicitis cases among those brought to the

If this is the case, he will start with

that information.

Similarly, the school principal (Example 2) is more familiar with the
percentage of those who became entangled with the law among her students
than the same percentage among beer drinkers. She will, therefore, probably

base her preliminary estimate on the information item, high school juniors.

Apart from the wish to start with a reasonably accurate pstimate, estl~
mators should also be gulded by their assessment of the extent to which the
1tem (itemgl is (are) relevant and valid. The school principal, for instance,
nay think that the critical item is the youth’s being a student in her school;
this fact, In her view, diminishes greatly the chance of his becoming a delin-
quent. Thus, she will start with that Item.

In contrast, a social worker who belleves that amphetamine ugsers have
& high chance of becoming delinquents will probably start with the item, it
is sald that Dick takes speed. Both _the school principai and the socilal
worker will eventually have to modify thelr preliminary estimates according
to the other information items concerning Dick.

We would expect that the two estimators will end up with similar final
estimates, for they used the same data. Thus.we must avoid letting the selec~

k

tion of the first item(s) bias the final estimate. s _

3 ~ ) - . 1 /I l~}:
An estimator decides which and how many informatioékiséga will

be used for obtaining a preliminary estimate Involving frequentistic

considerations. Two criteria should gulde the estimator:

L}

1, A ﬁ!ﬁiiminary estimate should be based on an information .
item (or items) for which the estimator has a reasonably substantiated

freguentistic estimate. '

4
k]

2. The starting item(s) should be most relevant and valid re-

N

garding the matter under consideration.

- B ‘
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From & Preliminary Estimate to a Final One T, -

+
We have reached a preliminary estimate based on & frequentistic approach:
for instance, the percentage &f those who become entangled with the law among
all the students of & certain high school, or the percentage of appendicitis
patients among all people who report to &n emergency #ard with abdominal
pains. How shall we proceed tg consider the rest of the inforfation?
R .

After determining the information that will be the basis for the prelim-
inary estimate utilizing a frequentistic approach, we need to decide in which
direction and to what extent to modify the preliminary estimate according to
the additional information. We will use three guidelines for making these
decisions. However, before discussing these guidelines, we ought to warn

that they do not congist of exact mathematical formulas describing how much .

we need raise or lower the estimate. The girection and pagnitude of modifi-
. cation will be, by and large, the result of impressions. This modification,
therefore, can vary from one estimator to another. '

%

Following are the three guidelines:

- - It
1. Is the Information New or Redundant? When we observe the items left
after assessing the preliminary estimate, we ought to ask ourselves whether
they are really new informatiom or whether they are part of the information
‘'we already used. For example, supposing we learn that Dick comes from 2
middle-class family. Does this really single lim out from the other.students
at the high school? If most of the students come from middle-class families,
then we have, in effect, already taken this information into account when we
based our initial estimate on the student population. If, similarly, it yere
said of Ted that he was brought to the efiergency.ward feeling sick, it would
" not be new jnformation; we ‘can assume that all people who experience abdominal
pain feel sick. -
: . . . ~

—

An item that does not add information beyond that already
used for the preliminary estimate’ is redundant and should be .
disregarded in the transition between the gxeliminary estimate -
and the'final estimate, 2

L
- T

Hence, before deciding on modification of the preliﬁinary estimate, we
need to examine every information item for newness. If-it is redundant , then

imply ought to igmore it.

Sometimes information is only partially redundant. For example, while
80% of the students at th& high school have,middle-class famjlies, there
sgme very rich or very poor students. In that case, the information that
Dick's family is middle class 1s partly redundant with the previously used
information that Dick attends X high school. To the Extent that th item
'adds some small amount of new information, we can uge it to change ur esti-
mate, but only to & small extent,. . .

. {

A
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(fulness of the information items we discussed.
g Dan plans to be a physician.'
"® Ted has gcute abdbminal pains<” '

‘® It is said that Diclewsakes- amphetamines.

S —— g

+

-

1s the Informa:ion Reliable? So far, we have not doubted the truth-

LY

-
. Such reports are not always reliable: From whom did w2 learn about Dan's
career plans? Did. those repdrters know what they werertalking aboit? Is the
rumor about Dick's drug use really true? ”This may be a lie started by/sbmeone

with whom Dick quarreled. :
{ » N
We cannot be ébsolucely gure about the truth of_infor@ation based on imqf”p—_H‘
pressions, gdssip, rumors, and so on. We cannot assign such information as )
much welght as we would have assigned had the item been verified. If, for —
instance, it was Dan himself who told us that he intended to be a doctor, we
.would have inpreased our preliminary estimate based on the percentage of those

accepted into medical school among students with excellent hlgh school grades. "
However, to the extent that we have doubts about the reliability of such in-
formatiaa, we will moderate that increase. ' . . “
v N . .
*  Check the reliability of every new item. To.the extent that
you doubt its reliability, moderate its influence on, the prelimi-. -
o nary estimate. . s ) |
If reliability is important in a transition from a ﬁreliminéry Eétimate‘ -

to a final one, it 1s much mote important in.selecting the {tem on which the -
preliminary estimate will be based. The preliminary estimate has a special
welght in aaseﬁsing the final estimate and therefore it should be anchored to
- a2 reliable item. Before the social worker assesses a prelimipary estimate ’
for the percentage of those becoming entangled with the law from among all
amphetaminé ygers, he ought’to check whether Dick really uses amphetamineg. .

3. Is the Item Valid? The third guideline concerns the validity of [
every information iltem. The question is, Should we change the preliminary
estimate because of the it&m and to what extent?

a
3 *

If the item 1s valid, the chances assoclated with the event
we are trying to assess will be different when the item 13 true from
when the item is false. If the item does not change the chances,
the item Is invalid. - .t ’

. .
P -

For example, we are told that Ted is fat. Are, fat peocple more {or less)
likely to have appendicitis "than peogle who are not fat, or are the chances
the gsame regardless of the person's weight? If the chances do net differ as
welght differs, then we should disregard this itém of information.. If the .
chances do differ according to weight, the information that Ted is fat is .

. valid. We will use this information.to change our estimate. To do £o, we
neéd to decide whether the information increases or decreases the chances.
.2
. ' . - 1 . .
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How much should we change qprtestimate? That depends on our impressions of
how strongly related ;:he it’em is to the event we. are trying to predict

’ ,\

Every in.t'ormation item sﬁo@xld be checked according to three guidelines:

-
- -

- 2, ™™

"1, Is it new? 1 . Tﬁ“fg%“_vr , -, .
(] - N };{. ':"’f,— ) Y. , . .
2. 1Is it reliable? Ve ey - .
' 4 . "
. . ] ‘ .
3. Is it vaIid? T e ,

vod

These guidelines will help ua ‘to shift from a preliminary~estimate .
Cbased on frequentistic cdnsiderations) ‘to a final one. We capnog offer an Ce
accurate procedure for performing this transition, but the three guidelines
#ﬁ"\.lld be taken into account,

© e, e e . - -
“" - - . - . . . N

L] o L

. To deal with exceptional problems =~ . _ = 4;"'

- 1. ‘Choose gne’ or more .reliable and valid information items on
which you will base a preliminary estimate, based on frequency*
. considerations. . e o "

e
* . - . .t

2. Check other items for nevmess, reliabilitiﬁ :a!‘ﬁd Jv}atlidity - *

3. ﬁiacard items that are completely redﬁnﬁant unreliabﬂ,
or invalid. _ v Y

4, Modify e preliminary estimate to take into account each
1 of the remain items. The magnitude of thesé modifications de-
. pends on your impression of each item s degree bt newness, reliabil-

4 ity, and validity Doy

A - -
¢ . L i , R - +
- I -

Checking the Procedure ) . ,-:
=  Much of the procedure for assessing chances invuIves intuitions and im-
pre’ss:l.ons‘ thisg is uriavoidab}.e whert we dedl with emceptional problems. Ve
try to start with a solid ba‘se by using £requency-conside1;ations to determine
the preliminaty estimate. still, personal impressions play.-d large role in
thé. transition from 4 p‘relinﬁnary estimate to'a final one; Sueh’impressions
can cauge biaseg ﬁng u&etakes. Therefore, we rétommend that the final esti- -
mate be checked or téviewed usihg two fdi‘f'ferent wethods. L

*y

"“Method A* Checking g nst 'Your Inbuition¢ When working tthugh‘Ehe
prohlén, you engaged in a.lengthy process with many calculfitions and con-
side Patdons. Thus it ‘18’ now appropriate to ask, ddes my,ffhak~est te souﬁd

easonable? We do not recommenid relying solely on one's intuizépﬁ}:z make
probability asseBSMenEa formm§ceptiona1 problems, hut here we safe rgcoﬁmend-
ing Something slightly differemt; . Compare your, final estimgte with, the in-
tuitions you now hold, after work;tng R:hrough the prob-lem. To do, tﬁfs,‘ use a’
chance wheel o et

) >
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- Let as su

ggse that af

per forming the whole procedure you obtain a

/final estimate #hat the chance of Di¢k's becoming entangled with the lawis
40%. To compare this estimate sgainst your intuitfon, that is, o see if it
is reasonable, ask yourself which of the two following bets you prefer:

One bet 'will pay $100. if 2 years from now, Dick turns out to have a police
record; the-other bet pays $108 if 2 years from now, the gpinner on a ‘chance
wheel lands in the shaded area when_ the wheel is set at 40% shaded. (If you
dislike the idea that you might profit from Dick’s troubles, these bets eould
be written in terms of winnting $10Q if Dick did not have a police record
versus winning $100 with the wheel set at 60%.) Finding yourself with a
strong preferepce for one of these bets over the other suggests that, in-
tuitively, your final estimate seems wrong. Believing that these bets are

approxim&tely equally likely ® pay‘off shows that your final estimate agrees o

with your intuiEion. * i . .

When you use this method and find that your estimate does not agree with

your intuition, you should keep in mind that intuitiop as explored via a
chance wheel 1s not necessarily a more valid guide tota good estimate than the
starting-point-and-adjustment procedure you are .checkihg. Just’the opposite
may be true!/ Particularly in cases with many items of information, it could
happen that your_ global intuitive feelings are *biased or that you gre unable,
intuitively, to make sense out of so ‘many pieces of information &t once,
whereas the earlier procedure, during which you systematically sorted every , °
item for newness, reliability, and validity and carefully considered the im~

. » pact of every 1tpm in turn, would produce,. in the final estimate, a better
reflection of your well-reasoned beliefs. iscrepancies that occur using
Methtod A signal that something is wrong, but the digcrepancy itself does not
pinpoint the locus of the problem. You inust then re™ew all_Fhe steps you
have taken to:see where the problem might lie.

D Checking your e;timaée against your fhtuition can be helpful in avoidipg
sit: uqtions in which a lot of little carelessnesses or biases build up to a
nonsensfcal final estimate. Like the first checking method used for the
estimation i quattities (chapter 5), this is a way of standing bsck from a
final sfﬁfgment of chances to say, "Can I really believe that?"

Method B: Using Another Starting Point. .Just as Method A is parallel
to the preliminary contrdl used for estigating quantities (see chapter 5),
Method B 1is parallel to the detailed control.

Sometimah there are two different items (or gsets of items), either ef
which could provideiﬁ.solid initial estimate based on frequency considerations.
. When thi} is true, we can carry out the whole procedure twice, once with each ,
"of the two preliminary estimates.

' For Dick's case, we will first start with the fréaﬁentistic estimate of
the school ‘principal, namely, the percentage of fhose becoming entangled with
the law out of her school's' students, and modify this percéntage later accord-
ing to the additional information st our disposal. Setting thst aside; we °

. «will gtart anew with the percentage of those becoming’ entangled with the law
* - among smphetamine users (if Dick is one), and modify this preliminang estimate’

to tske into~sccount the pther information,,
fipal estimates

1

If we obtain two very different

it is reasonable to_ assume we have made mistskes in one or -

T
2 .

) T
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both procedures. But if the two final estimates are approximately .equal, we |

feel a greater assurance that we have not made any big mistakes. ° \‘H'.

[ ‘ . ¥

-
In such a way, we also control our matural %nclinfit to overrate the --

< "items on which the preliminary egtimate is based, and Xo underrate the addi-
i tional items. We tend to anchor the procedure to the (preriminary gstimate
and later change this ‘estimate according to the other fnformgtion items less
than we should. For instance, if we start with a high preliminary estipate
{the percentage «f those becoming entangled with the law among amphetamine
.users}), we will probably end with a higher estimated chdnce concerning Dick
than a final estimate based on a low preliminary eStimate (the perBentage-of
those becoming entangled with the law among all tHAt high school's-'students),

The fallacy of anchoring is especially severe because all of us tend to
begin with a preliminary estimate that is influgnced by ‘our values. For éx—.o .
ample, the school principal hopes tlrat Dick's chance of bec&&ing a.delinguent
is low and therefore starts with the percentage of those becoming entangled
. with the law out of her school’s students. Differences between final esti-
. mates way be the result of strong ‘anchoring on different starting points« By
carrying out the whole prodcedure several times, starting at different points,
' we will be able t¢ check whether there are large discrepancies between figal
estimates. Such discrepancies are jindicative of one or more mistakes™in the -
. " procedure. ' -

Exerciseé /”/’ . -

_1. Read'the following pairs of sentenges. Decide whether dach sentence
is true or false, .

£

\_// a. (1) Most men-are more than 20 years old. ~

(2) Most of those who are more than 20-years old are men.

» '

b. (1) Most soldiers on regulat military service are men.

-

. (2) Most men are soldiérs on regular military service. .

‘ ¥
¢, {1) Most cars are private property.

(2) Most pfivate.ﬁroperty ig cars. .

d. (1) Most fish are not mammals. )

(2) Most animals that are not mammals are fish.

1r- e. (1) Most pilots also have driving licenses.,
-

> f (2) Most: of those w?o have driving licenses are pilots.

-




2. Choose two,of the four examples from the beginning of this chapter.
Please n‘ake a list,'bf all tl-ge information items contained in each example.

.o Ce 4 '
. o a. Choose ome information item that you think is suitable. as a
) "basis of a preliminary est:h?te. Explain your choice of tMHat particular
‘item. ~
o e . ot N,
'l‘ b. For each one®of the other itan;, eﬁaluate and" explain to what
+ *extent it is: - : . ' . '
A * New, . -
' >y i ® Reliable, and ° i .
C s ‘8 valid. ‘ ' '
. " N ", ' .
| c. For each one of these items, would you change the preliminary
¢’ , estimate in view of the new item, and in what direction?

T - ~

[




GHAPTER 11 B, ) .

. . . THO DEMONSTRATIONS .
' { . . - .
This final chapter presents two examples that are worked out in scme L
: detail, using the starting-point-and-adjustment method presented in chapter
.10. In the first example, we have a small amount of gquite specific infor-
. mation that we use to form groups and subgroups. We arrive at the answer to
our question by estimating theNErequencies of these subgroups. In contrast,
the second example provides an gbundance of rather vague information. It is
an. exceptional problem for which it is difficult or impossible to estimate
the frequencies for the relevant subgroups. Thus, in the second example we
make our assessment of the chances more fhformally

The Basketball Player and the Bank President ’

.

Fred is a research assistant employed by a survey research institute.
One day he was preparing.for the computer some questionnaires filled odut by
a ranffom sample of adult men infAmerica. The questionnaires dealt with the
professions and occupations of these men. . v, ' ’

L4
. .

When working on one of the questiomnaires, Fred saw that the respondent's
occupation was marked carelessly. This is part of the questionnaire:

2
1

3 Respondent #423

¥ + Sex @ Male - Occupation
2 Pemale :
_ C16 ... .
Height 1 wunder 5° - 17  baker
' 2 5" to 5'5" 18  bank employee \/(
: 3 5" té 5'11:"( @ bank president
. 4 6' to 6'5" basketball player (NBA)
& over 6'5" 21 beauticidn
22 vee P

t

Pred could not decide whether the respondent's occupation was bank president
or basketball player. Then he noticed the respondent *s height, over 6'5",
He thought I cannot be sure, but I think there is a far greater chance this
guy is a bq3kétball player than a bank president.

o8

»

The Cowmon Approach

Moat people would have estimated the chances the way Fred did. When
.asked to divide 1007 chance between the two possibilities, they would haVe
answered something like:

Bank president 5% 2
. Bazf%jiji} player 95% L

131 . *
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The reasons for such answers would have been: Basketball pliyers are taller
than bank presidents, or he 18 tall like & bagketball player. Let us now
deal with this problem by using the techniques described in the laat two
chapters, 8

The Desirable Approach . —

A FrequeS!istic Preliminary Estimate. Let us suppose that for some
reason the questionnaire under consideration lacks the information about
height. In such a case we have to rely solely on the knowledge that the
Tespondent 18 & male in America who is either a bagketball player or a bank

president. We will use frequency considerations to arrive at the chances for
each occupation. .

Basketball Players: A quick call to the sports desk of our local news-
paper reveals that there are 23 National Basketball Association (NBA) teams,
each of whom carries a roster of 12 players, for a total of 276 NBA players
in the United States. )

L]

Bank Prpsidents: We find an almanac saying that as of 1980, there were

. about 15,000 commercial barks in the United States. Assuming that each bahk
has just one president, we can use that’ pumber &8s an estimate of the number
of bank presidents, ) ‘-

Chances: Thus our respondent could be any o#gqu 15,276 people, of whom
15,000, or 98%, are bank presidemnts, while 276, or 2%, are basketball players.
Qur preliminary estimate thus is

Bank president 98%
Basketball player 2%

. Modifying the Estimate with Additional Information. Clearly, the infor-
mation that the respondent 13 over 6'5" is valid--it is safe to assume that
bagketball players, as & group, are taller than bank presidents. And it is
certainly new information. Let us also assume it is reliable, that the inter-
viewer very rarely makes & mistake iIn filling out the questionnaire. So the
respondent’'s height is a good piece of information we can use to change o
evaluation of the chances. How can we do that? We will use that informa
to reduce the asize of the original group, from the group of all bank presi-
dents and basketball players who are over 6'S" (see chapter 9). With the help
of the frequency-table below, we will now assess the size and composition of
this pew reduced group. . .

What proportion of baskethall pl yers are over 6'5'"? Many of them.
Let us estimate that 60% of all bagketball players are 6'6" tall or greater.
That is 602 of 276 players, or 166 (sde Table 2, second column) .

" What! proportion of bank presidents are over 6"5" in height? This is a
rare height for males in America. Perhaps it is a little more common dmong
successful and prosperous males like bdpk presidents. Perhaps 2% of all bank
presidents are over 6'5"™ tall. That is 1 in every 50; does that seem reason-"
able? So how many tall bank presidents\are there? Two percent of 15,000 is
300 tall bank presidents (see Table 2 first column).

-
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We can summarize thegg estiﬁateé in Table 2.
. -~ -
3 f Table 2

+ v

Frequency Table

: ‘ . Bank Basketball
— .. presidents players Total
6'S" or shorter 14,700 . © 110 . 14,810
Over 6'5" 300 166 466 _
_~ Total 4+ 15,000 - 278 15,276

¥ . - F] ‘
Thus we have reduced the total group of 15,276 to a smaller group of
466 (300 + 166) which more closely matches all the inforhation we have. Those
466 men comprise the group of males in America who are over 6'5" tall and
are either bank presidents or basketball players.

r
. Now what are the chances that the questionnaire respondent is a bank
president? Since 300 of those 466 men are bank presidents,’ the percentage is
300/466 x 100 = 64%. The rest, 36%, are basketball players. Our revised es-

timate, based on all our infopmation is:

Bank president 64%
Basketball player 362

Checking the Estimate. As recommended in the last chapter, we will
check our estimate.

-

. »
Method A requires us to choose between—the following two bets:

Bet 17 Win $100 iE‘Ehe reépondent is a basketball player; otherwise
win nothing.

Bet 23 Win'$100 if, using a chance wheel get at 36% in the shaded area, -
the spinner stops in the shaded area. .

Here we realize, that our intuitions favor Bet 1 by.a large margin. We -
feel that it is very likely, far more than 36% chance, that the respondent is
a basketball player (we had, earlier estimated the chances as 95%). Bet 1
seems much better than Bet 2; this shows that something is wrong. :

-

Let us then review our procedure for possible errors. The sfarting esti~

mates cahe from an almanac and the sports desk of a newspaper, so they are
" likely to be pretty close. They also accord with our intuitions. ‘§o this
does' not seem to be the source of the problem. . ' -



N

-

. ,
Could our use of the height information be faulty? Yes, we did use rather

informal and rough estimates of Tthe proportions of bank presidents and basket-

ball players who are over 6'S" tall. How far off mightfwe be? Updn reconsid-

eration, we find it not implausible thdat only 1% of baunk predidents (i.e.,’

150 of them) are that tall, And perhaps as many as two-thirds (672) of all

basketball players are that tall. Using these new estimates, we revise the IR
frequency table to look like Table 3. { .

t =

Table 3 ' - .
‘l * '
. o~ Revised Frequency Table
. ' L. %
. Bank , Basketball
. 8 presidents playvers Total
: i :
65" or shorter 14,850 92 14,942 ;
Over 6'S"” . 150 184, . 334 .
Total : ; 15,000 276 v, 15,276
-

*  Now our estimate for the chances that the respondent is a basketball player
ts 184/334 x 100 = 55%. This number is larger than.our previous estimate of
36%, but it is still much lower than our intuitive estimate of 95%. Some
fooling around with height percentages Wwill reveal that we will get an &sti-
mate as high as 95Z that the respondent a basketball player only if we use
extreme estimates like 80% of all basketball players are over 5'5" and only
12 out, of the 15,000 bank presidents are over 6'5". Both these last estimateg
are too extreme. We just cannot believe them. We are, therefore, convineced
that our first quick and intuitive estimate (95%) was much too high.

. v

= We already know from chapter 10 that intuition is not an infallible )
guide. Let us reexamine our intuitive estimate and sée why our intuitioms . -
mislead us. Our intuitive estimate was based on similarity: A very tall
person.is similar to a basketball playef but not similar to a bank presi
But as discussed in-‘¢hapter 10, similarity considerations can lead us y.
#hat our intuitive thinking omitted 18 revealed by our step-by-step préce-
dures: Although very tall bank presidents are relatively unlikely, there are .
80 many more bank presidents than basketball players that even the proportion- ’
ately few tall ones can outnumber the tall basketball players. When we re-
alize this, we understand why in this gase it was our faulty intuition wbich
led us astray. %
: . .
- Once we understand that the diserepancy revealed by checking our esti- .
- .. mate using Method A comes f£rom our faulty intuition and not from errors im L
our stqp-by-step proceduaﬁé, We can more calﬁﬂg review those procedurgs once . ﬂ
_again,s We decide that while we are gtil]l not certain of tle height gstimates .
of 2% and 60% for the two occupations, they do appear to be pretty jﬁgse; ]
closer than the 1% and 67% estimates we later tried. 5o after all our . 'A_
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checking (more checking than this problem may deserve, but not more checking
than we ought to devote t8 serions life decisions), we endup feeling comfort~
able in saying, "The chance that our respondent is a basketball player is 36%."

Method B for checking the estimate requires us Lo choose some Other in-
formation to use as a starting point. This method does not really apply to
this simplified example. Oyr original question was "What 2re the chances the
_ respondent is a bank president versus a basketball player?" The question it-
self provided the basis for pur origifal estimate” Gender and height, our
only additional items of information, could not have been used alone to pro-
vide a starting estimate. So here we cannot usé Method B,

+

Marriage and Pivorce

L]

Art: DPid you hear Anne and Joe are getting married next week? .

-

Bill: Yeah, 1 know ﬁnnﬁ but who's Joe?

L}

Art: Oh, you know, he's that studious guy who lives down the hall;
he's a Junior majoring in computer science.

Cathy: You think Anne’ll stay in college?

Fl
-

Doris: Sure, for one more year, anyway. Both their parents have
agreed- to support them unt;l Joe graduates. !

'Bill: And if they get hard up for money, they can sell that cdr Anne's
parents gave her last year. .

3

Cathy: I bet that marriage won't last a year. -
Bill: Why? _ .

Cathy: Anne's such a friendly, sociable, gregarious type, while Jge's
a8 loner--he left Sue's party last Saturday night by 9:30! They'll never get
along. ] -

Fl

Doris: Well, I heard they're gecéing married because Anne's bregnanc.

Bill: Who told you fhac?

Fl

Doris:. I heard two guys joking asbout it at Sue's party. I don't know
who they were; I never saw them before.

Cathy: JuECy gossip, if true. Anybody else hear that? " (Pause) Anyhow,
that marriage will never 1ast; he's only 20 and sﬁe jusc turned 19.

Doris:. Early marriages never work. Even if they make it through the
first. year, the chances are. they'll be divorced before Chey can celebrate their -

fifth snniversary., . r

’
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Art: Don't be so globmy.\‘They're nice, bright people. Joe'11 get a
good job. They'll make it.
1 . v e
Doris: We'll ‘see.

. From the information given above, me will use the methods of chapter 10
to assess the probability that Joe and Anne will still be married 5 years
after their marriage. . -

3

A Erequentistic Preliminary Estimate. First, we have to choose sométhing

to use for our starting point. «Setting aside all the details about Anne and
Joe, how many America® marriages today last for 5 years? Searching the library
for marriagh statistics, we found, relevant data oply for the years 1960-1966.
Por ‘those years, 93% of all marriages lasted 5 years or more. Can we use
these statistics? Only if we believe there has been .no real change since.
then. But we are pretty sure there has been a change since the eariy 1960s.
We have often read that divorces are more frequent today. In 1978, ip America
there were 2,282,000 marriages and 1,130,000 divorces. That is a lot of
divorces; for every 1,000 married couples at the start of 1978, there were 22
divorces during that one year alone. Of course, not all those divorces in-
volved couples who had been matrifd less than 5 years. Still, thinking hard .
about all we Know about divorce in America today, we believe that the statis- N
tics, 93% of all marriages last for 5 years or more, while true in the 1960s, B
- is mo longer true. After some cogs;deratiog, we arrive at a lower estimate:

We believe that, of all American marriages today, about 75% will last for 5

years or more-. )

Should we use this estimate of 75% as our startifig point? It is cer-
tainly relevant to the problem at_hand, it is simple and direct, and it pro-
vides us a natural starting point we could adjust to take other information ,
into account. But the trouble with this as a starting point is that it is '
based more on our intuitions than on any actual frequencies. Still, it is
probably the best we can do. Whatever problems we encountered in arriving
at the 75% estimate would still be with us were we to use some more specific
fact (e.g., 5-year sufvival of marriages of two college students) for our ,
starting point. So, with less confidence than we would prefer, we will use
"75% of all U.S. marriages today survive 5 years or more," to start with.

Modifying the Estimate with Additional Information. Next we must con- ~
sider the newness, validity, and reliability of each item of information.

1. Anne is 19; Joe is 20. This strikes us as new and reliable infor-
mation. Furthermore, we think it is valid: Ve believe that divorce is more’
likeiy fmong those who marry when young. We definitely want to use this ;
information. : .

“ N

2. Amne is friendly, sociable, gregarious; Joe is a studious loner. :
Again, fhis seems to be new and reliable. Is it valid? Cathy thought so; _
she seems to believe that people who are dissimilar in outgoingness are more ' -

» 1ikely to get divorced tham are similar people. But one could argue that

Anne and Joe will complement each other and get along fine. After some thought,
we tend to believe that personality information like thig is not a valid pre-
dictor of marital success. We are going to disregard this information. ) L..

.
i.
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3. Anne is a freshman or sophomore in college; Joe is 2 juniorx majoring
in computer science. What are we really learning here? They are college
gtudents. Are college-student marriages more stable than 19- and 20-~year-old
nonstudent marriages? We find we can argue this both ways: intelligent and
educated enough to cope with the crises that may arise, but also able to _
recognize when a marriage goes sour, and get out quickly. S0 we think there
is no vafid ty to the college-s tgﬂent information. How about Joe's major,
computer science? That is consisStent with the knowledge that Joe is a studi-

» ous lotfer, but we already decided to disregard personality information. ¢

Finally, there is a hint here, as Art pofnts out, that Joe's major may pre-
pare him for a good job after graduation. This hint we will. combine - with .
two more items of information:

- 4, Their parents ywill support them until Joe'graduates.

5. Anne owns a car.

*
Ll

Separately these items may seem irrelevant, but together they paint a
picture.of adequate (or better) financial support for the marriage. This
derived piece of information is new, seems reasonably reliable, and valid.
Young people who must scrape for money seem to us more likely to get divorced
than other people. Notice here that we combined the items, computer science
major, Joe will get a good job, parents’ support, and Anne's car into a single
item, adequate financial support, in order %o avoid redundancy.

6. Anne may be preggant. If true, we might regard this item ds valid;
"shot-gun' marriage seems doomed. But we reject this bit of gossip as un-
substantiated and unreliable. .

7. They are nice, bright people. But everybody thinks their friends aré
nice, and in our discussion of item 3 we already assumed they were intelligent.
So there is no new information here.

) What are we left with? ~Young people with adequate financial support. ,
How can we use this information to alter our estimate? Perhaps we could use
this information in a formal way, as we did-for the bank president/basketball
‘ z/" player ellample. We would create Table 4. - .

{ ) ' ) . .
N Table 4

" Frequesicy Table .

Still married Divorced ’

: o after 5 years within 5 years Total
- - 1 ¥
Young with .
' adequate finances -
411 other couples : 4

Total v




If we could find or estimate the frequencies for the crucial subgroups, shown
boxed in the frequency table above, we could use them to assess_the probability
o We want. But our knowledge and our almanacs now fail us. In the prévious ex-
ample, We could learn from an almanac that theré are about 15,000 bank presi-
dents, and our knowledge and experience with the heights of men supplied us
with an estimate that about 2% of them were 6'5" or taller. Here, however,
ve do not know how many marriages last 5 years, and our intuitions are silent
on the percentage of such long-lasting marriages that involve two people who,
when they got married were young and with adequate financial support. ‘

Instead, we will consider‘each fact separately. First, they are young.

What are our beliefs“about the effect of youth on the lastingness of marriage?
We believe that people are more likely to get divorced when they marry young.
Earlier, we estimated that one of every four marriages ends in divorce within
5 years. But if the partners are both young, it seems to us that one of every

@ three will be divorced in 5 years. That translates into a change from our
starting point of 75X to a new estimate of 67% that the marriage will last 5
years., Notice that even though we yere unable to guess the total number of
marriages in various“subgroups, so that we could not fill in the frequency
table, we were able to estimate 3 relevant relative freguency, one of every
three (se¢ chapter 9). We are approaching this problem a bit differently
from the way we approached the bank presidentfbasketball player example to
make best use of what little information our intuition provides.

Next we must takéﬁatgount of our last fact: adequate financial support.
This is a positive factor; it should increase the chances that the marriage
will last. But how much should we raise our last estimate of 67%? This time
our knowledge is even weaker. We do not seem to be able to estimate even
relative frequencies. So we turn now to a Yifferent kind of reasoning to help
us. It seems to us that the age factor is a stronger piece of evidence (to
lower our estimate) than is the financial factor (to raise our estimate). So
we ghould raise our estimate, but not as far as we just lowered ic. We lowered
it from 75% to 67%; now let us raise it just a little, to take into account

® this new but weaker information. We decide to raise it to about 70%.

We have now taken Yhto account all the information that passed through
our triple screen of new, yalid, and reliable. Qur final estimate is that
the chance that this marriage will last for 5 years is around M%. |,

Checking our Estimate. Using Method A, We compare two bets:

1, We will éin $100 in 5 years if Anne and Joe\are still married.

2, We will win $100 in 5 years if a chance-wheel splnner lands in the
70% area.

When we think about these bets, we recognize that we feel“'very little con-
fidence in the grecision of our estimate. An estimate of 60% &r 80% does not

" seem totally unreasonable. Still, our analysis convinces us that we disagree
with Doris; the marriage seems mote likely to last than to fail.
[
L *
J -
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Next, let us-briefly sketch an approach to Method B, checking by using .
a new starting point. We will take as our' starting point the age fadtor, be-
cause we found we had strong feelings about this. But we will reword the prob-
lem to start with as low an estimate as possible, in contrast with our origi-~
nal analysis, which started with a rather high estimate of 75%.
. B -

Sta):ti.ng_l’a::d.nt'r Llet us egtimate the quantity,'what proportion of mar-
riages between two pg¢ople,who‘are both’ younger, than 2],will last, without
divo¥ce, until the d E'o one partner? “We do not really know the answer
to this questiony but we feel that, eventually, most of these people will get
divorced. Indeed, we believe that, of every 100 such marriages, 75 will end

in divorce, while only 25 will endure until the death of one partner. We are
not too confident in our estimate, but we will use it as our slarting point°
25% of marriages among the young ‘last.

Adjustment : We must now adjust our estimate to reflect the fact that
our real interest lies in marriages that endure for 5 years, not forever.
0f our hypothetical 100 marriages, 25 never got divorced and 75 did. When did
those 75 get divorced--early (within the first 5 years) or late? Again we .
feel quite uncertaln of our estimate, but roughly, we estimate that 35 got
divorced during the first 5 years and 40 got divorced later. So at the ead
of 5 years, 65 are still marf¥ied, the 25 who will never divorce and the 40
who' will get divorced later. Qur new estimate is Q?Z. ;

4

Adjustment 2: But our couple's ages are not 15 and 16, they‘are‘near
the top of the age range, 19 and 20. That is a positive sign; we use it to
increase the chances from 657 to 70Z. '

A_justment 3: The financial factor is also, in our minds, positive,
We use it to raise our estimate again, from 70% to 75%. / '

Since we have now used all the valid, new, reliable information, this
is our final estimate: 75Z. This does not differ much from our original
estimate of 70%. We realize that our recalculations were even more subjective
and open to error than was our original analysis. We conclude that our esti-
mate is only approximate. Still, these analyses have made us reasomably ° ‘
confident~that Anne and Joe's chances are fai¥ly high, perhaps somewhere in -
the range 60% to B5%.

-

Final Comment

’

While the two problems discussed in this chapter may seem trivial, we .
believe they capture some essential aspects,of the sericus, important problems
involving uncertainty that one encounters:

I. Research or consultations with experts will often reveal highly
relevant estimates, .

r

2. One's own problem (particularly exctbtional problems} will have spe-
cial features for which no solid facts are available. One inevitably ends up
relying to some.extent on subjective beliefs. '

139 ) ' -
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3. A careful analysis will ena.ble one to merges the "hard facts" with
the “soft impressions” to yield a better estimdte than would reliance on
either the facts alone ‘or -ungided intuition.

~

‘4. We should chooge a structure for our gnalysis that is most .compatible

with the form of our facts and beliefs.
- e * j'1

Exercises

-
s

1. Reread the basketball player[bdﬁﬁ“p{esident analysig/' Is there any
" estimate you feel {is wrong? If so, make a néw estimate (or more, as needed)

and complete the calculations with your new estimates. Is bank president still
the hore 1ikely answer? -

- ll' ' ' )

2. Repeat the\entire marriage/divorce anmple making your own judgments .
vibout starting point, newness, validity, reliability, and adjustments. Would
you rather bét on divorce or no divorce after 5 years?
> ‘ - g .

., 3. Choosga problem which interests you and for which you feel you have
some information, Analyze it using a starting point apd approqfiate modifi-
cations. Cheeck it afterward.

. . “1( -
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