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gathered with it.

CHAPTER 1

INTRODUCTION

Recent years have seen many advances 'in our knowledge of
semantics. Specifically case grammars have -given us a way of
coding the relationships that exist among concepts; discourse
analysis has given us methods of codifying the relationships
that exist among larger units of thought "(eg. propositions,
clauses). Our emerging knowledge of semantics coupled with our
already detailed- knowledge of syntax make for "an environment
ripe for the creation of a-language analysis meth'odoiogy which
combines syntdx é&nd semantics. Such is the purpose of this
g ramma r. ' ] .

The intended use of this ;grammar, then, 1is as a language’ -
analysis tool--a systerﬁ that éan be used to study the English
language from a number of pers'pectives. " Other syntactic~® and

“‘semantic grammars have been developed more as models of
. language production and* do not necessarily lend themselves to

.quantification. The intended audience of this grammar is the
practitioner--the language analyst who is interested in study-
ing and quantifying the speaking/Writing patterns of various
subgmup's within the English speaking population. Sug;h practi-
tionexs usually wear the hat’ of speech patholobgist, redading or
writing diagnostician, cognitive psychologist or language
researcher. y These individuals ‘need a tool that is not onl
comprehensivé. in its description of the language but relative

easy to administer (realizing that any comprehensive language
analysis system will be complex). Consequently, tHis grammar
was developed in such a way as to maximize the ease with which
it can be .applied and the amount of information that can be

" This text is divided into two sections; Paxt 1 (chapters
2 through 6) is entitled "Theory" and presents the fundamentals
of the grammar. ‘Part II (chapters 7 through 10) is entitled
"Application”; it describes the- specifics of how the grammar
can be used as a language .analysis tool. It is important to
note that the gquantification techniques described in Part II
are presented' without statistical information as to their
validity (eg. the extent to which they ‘statistically
differentiate one group of language users from another). This
is because the grammar is at an initial stage. of development;
yet one which, I beliéve, warrants its publication and use by

' AR r :
_ other practitic~rs/researchérs.
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So as not to mislead the reader, it should be stated that
I am using the term "grammar” here not in its usual sense.
Technically a grammar 1is a formalized description of the nrules
goverming the usage of language. Here I use the tem as a
system of guantitative techniques which can be used to describe
language. Hopefully the presentation of the grammér in 1its
present form will? hasten the identification' of some quanti-
tative trends in tHe use of discourse’ level and case level
:eletionships.; ‘ " :

.

AN OVERVIEW

.

The primary unit of analysis in this grammar is the predi-
cation. A predication is a.group of related concepts that can
be expressed as a finite or nonfinite clause (eg. a subordinate
clause or a verbal). Consequently the structures a predication
can take are many and varied. In jts complete or finite clause
form, a predication consists of a verb and ocne or more noungy
adjectives or adverbs. 'The verb in the predication %s called
the predicate; the ‘remaining elements are called the arguments
-of the predication. For exawéle, in the;following predication

went is the predicate and Bill and home are the' arguments:

¢ " Bill went home.

rd P

Argumeits-—gcan be differentiated as to the various types of°
‘Semantic :;iatiOnships (commonly  calkled "cases") they can have

. with one another dnd with the predicate; they can also be dif-
ferentiated as to the various syntactic forms  they cap take.
For example, in the predication above the argument, Bill, has
what is called an agent relationship with the predicate. The
argument, home, has a dir%ction relationship with the predi-
cate. Characteristically, agent arguments are filled by nouns
and direction arguments are filled by adverbs. There are over
twenty different argument types, each with its own unique type

. of semantic relationship and “eaBh with dts' own distinct
e class(es) of lexical items. : - | '
{7 . .
#s ' . . : g . . a ’
2R - As was méntioned above, predicaticns can be expressed as

- ?\ . ¢Structures other than, an independent clause. ¢ Specifically,
they can be stated as subordinate clauses or verbals and
. embedded within another predicdtion: ‘

“ ] \ L Y

O : N . ' o
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\I saw the boyyrunning down the street;
. N

Predication #1' Predication #2
)

5
e

There are two types of . relationships that can exist
between predications: argqumental relationships and nonargu-
mental relationships: fredications are said to have an_
argumental relation§hip whenghhey share an argument and/or wher
an argument in one preditatidn refers to an argument in another
ppedicafion. To illustrate, consider the following:

’ . N
a

.

a) I like Jana

.

o

b) is a wonderful- person ,

' o o 0

Here the pronounJEEg in predication b refers to the' argument
Jana in a. ST )
B - . P

The use of argumentzl relationships +between predications
is the most powerful and frequently used method of binding a
set of ‘ ideas together within discourses, Or of «creating
"cohesion" in discourse. Whether those predications are stated
4s independent. sentences or as structures embedded within other
predications, they form a network of interconnected arguments.
.There are various rules Which govern such networks. When these
rules are broken, discourse appears -disjointed,, rambling por
illogical. When those rules are followed, discourse is cohe-
'sive and comprehensible. : -
\’ %- ' - . . ’ ’ -

Nonargumental'relationships E%fm the second ‘typé of cohe-
sive thread which binds predications together within discourse.
Nopargumenﬁa; relationships between redications are those

3

which are not dependent on the sharing of an argument. b
oA

AR

N
1Y
!

The flowers are blooming because the sun is shining.,
a < ’ -~ b

&

»

2

Here, p}edicationshi and b have no shared argument (no? arqu-~
mental relationship) yet they have an obvious relationship with
one another--one of causation. Causal rela%%onships, then, are
not dependent on ‘' the sharing of an argument between

hd «

. .
b ,
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predications; hpnce the name" nc;ﬁargumental. ‘This is not to say
that predications with' a nonargumental relationship can not

' also have "an argumental relationship.: Indeed, nonargumental
relatlonshlps are usually an overlay on argumentdl relation-
shrps, creating a second net.work connectlng dlscourse

-

‘ is nite. '
X "
shared argument ' '

argumental relationship

_nonargumental causal nelationship\/

: I like"-“ ‘.  because

’
A

As we shall see, it .is the charting or mapping and quantifi-
catioh of these two cchesive networks that: pmv1des \much useful
information about style and development in writing and
speaking. P

»
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\ CHAPTER 2
l ‘ ' . . +
STRUCTURES AND, TERMS
e

- Before engaging in a discussion of the semantic relationé
ships that can exist within and between predications, it is
necessary to discuss the various' structures that, will be used
 to describe the syntax of thé grammar. Most of .ie terms used

are standard within a traditional grammar context. ‘When this
is 'the case for a givén term, little explanation will be pre-
sented--the assumption being that the' reader is familiar with
the traditional grammar explanation of that term.

PARTS OF SPEECH

Traditional grammars commonly define eight = parts of
- speech: noun, adjective, adverb, Verb, pronoun, preposition,
conjunction, ‘interjection. ' This grammar has nine parts of
speech: noun, adjective, adverb, verb, pronoun, wh-word, argu-
ment marker, 'relationship marker, ' and interjections I will
briefly discuss each. . 3 . : " -

Noun ' v

Traditionally, a -noun is .definéd /gs that element in a
sentence which typically functions ‘as -the:r subject, object, or
complement. Nouns have geveral chardcteristics that set them
apart from other word classes. They can form plurals (boat, ©
boats); they can take articles (the boat, a boat) and they have
a special form for the genetive (Mary's book) .

. As is the casé with‘most grammars, I will use the syntac-
tic category called "nominal®™ which will be the name given any
word or group of words that normally would not be classified as -
a noun but which performs the fynqtién of a noun within a
specific éentenﬁe. ‘Here I am speaking épecificalfy about verb
férms. For example, the constructions to win.and what I want

below will be referred tovag..nominals: \

e
- !

- 06 win is what I want. . N

Throughodt the text I*willﬂoééasioqally use the symbol N to
represent.a goun. : " . o :

] - v
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Pronoun

As the name implies, a pronoun "takes the place of" a noun
in situations where it would be stylistically awkward to use a
noun to reference a concept. There are many subcategories of
pronouns which include: personal, reflexive, posseséive,
demonstrative, and indefinite. N

The personal pronouns are ‘I, we, me, us, You, Qg,‘him,
she, her, it, they, them. They have different fomms depending

on their number (singular or plural), case {nominative, objec-

tive), person (first, second, third) and gender (masculine,
feminine, neuter). . "

Reflexive pronouns are combinations of the pers 1l pro-
nouns with the suffixes =-self or selves. They are: myself,
ourselves, yourself, yourselves, himself, -herself, itself,
themselves., These pronouns are used to express a reflex action
upon the subject or to intensify the effect of the noun on. the
action of a predication. '

He cut himself
He himself is responsible.

The possessive pronouns are whose, my, our,'your, mine,
ours, ‘yours, hers, theirs, her, its, their. They have one fomm
for prenoun position (my book) and another for noun position
(The book is mine). Their purpose is to represent nouns in the

genetive case.’

The demonstrative pronouns are this, that, these, those.
They can occur in noun positions.

’

I want those.
. N

They can also occur in prenoun position.

y I want. those books. -

Most grammars have a large class of pronouns called:

indefinite. Here I will restrict the class of indefinite pro-
nouns to the following: ' ' !

-

everyone, -everybody, everything, ‘somebody, someone,
something, some, anybody, anypné, anything, enough,
no-one, nobody, each, either, neither, nothing

4
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These pronohns"afe indistinguigshable by gender and are consis-

. tently used for third person reference. Many of these pronouns

can combine with else to form cotpound pronouns '(nobody else).
Also some ¢an combine with other and another to form what are
called reciprocal pronouns because they suggest an 1nteractlon
(each other).

There, here, and same are also consxdered pronouns within
“this grammar when used in specific ways. There and here are
us to refer to explicitly stated or 1mplled locations. ' The
pfzgoun same has some special functions which are discussed in
detail in'Chapter

Wh~words

Most traditlonal grammars contain two subtypes of pironouns
called relative and interrogative. Here I classify both of
thege in|a separate category called wh-wbrds. Specifically the
wh-twords | are: ' who, -whom, which, that, what, when, where,.
wherever,| why, how, whoever, whenever, however, whichever,

then, while. (Note that whose is excluded from this list. .In
ar it is classified as a possessive pronoun )

The function of ’ these wh-words is explained in detail in
Chapter 5. In general their function is similar to that of a”
pronoun~-~to refer to some previously stated argument. . The
reader should note that the wh-word that and the demonstrative
pronoun that are considered homonyns. Throughout the text the

symbol wh will commonly be used for wh-words.’

o

Verb

/

A verb ekpresses action, being, or state of being.
Semantically, verbs fall into one of two broad categories:
gstatives and dynamics. Dynamic verbs are a large open class,
all of which identify some action. Stative verbs are a. very
small -class of lexical items, the functions of which is to
indicatesbeing or state of being. The verb to be ig the most
frequently used stative verb but a number of ¢ others (commonly
called "linking verbs") can also be used: the sense verbs like
feel, look, smell, sound, taste and others 'like appear, become,

continue, grow, prove, remain, seem, stand, and tuxn.
R 7
Structurally, verbs can, appear in one of a number of

forms: ) the base form (that used with. to to form an infini-
tive); [2)° the present participial form ' (base %frm + ing):
4
) Q > i
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3) the third person sinéular (base form + 8); 4) the‘bast par-
ticipial form (base + d'or ed). GVerbs whose forms are con-
structed in this fashion are commonly’ called "regular verbs."
Some verbs use different construction to represent the ,ast and
past participial forms (fall, fell,-fallen).ﬂ These verbs are
called irregular. B

Within a predication verbs usually occur with one or more
helping verbs to indicate tense, aspect, veice and mood. The
various tenses that can be constructed are summarized and
illustrated below: . s

—

¢ l . /

; Active Voice "Passive Voice
! . Indicative Mood
Presedt He sees. He is seen. S
Past . He saw. He was seen. -
Future He will see. He will be seen. .
Present Perfect He has seen. He has been segen.
Past Perfect ~ He had seen. . : He' had. been seen.
Future Perfect = He will have seen. He will have been seen.
- a0 \ ‘ ,

e ¢ \ ) . Pro@ressive Mood:

, Present He is seeing. ' He is heing seen.

/ Past ! He was seeing. .He was being seen.
Future ' He will be seeingw. *He 'will Je being seen. |
Present Perfect He has been seeing. *He has been being seen.
Past Perfect He had been seeing. *He had been being seen.

Future Perfect - He will have been *He will haVe been being
: seeing. © ' seen.

»
{*Technically, these constructions can be used; however; in
standard usage they are rare.) e

LT ' Emphatic Mood - 0
Present He does see. : R
Past . . ° He did .see. . °
- _ Imperative Mood
_Seé Be seen

“Subjunctive Mood
(I£) he sees (If)' he be seen
Helping verbs| fall into two broad categories: auxiliaries
and semi-auxiliaries.; The auxiliaries can-be further classi-
fied into modals and primary auxiliaries, Summarized below are
the differentrclassifications of helping verbs: <




O
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Semi-Auxiliaries Agxiliaries

' be about to | Modals Primary Auxiliarieg
be apt to
be bound to . can " do

,be going to could " have
be liable to ‘ may be
be sure to . might . !
be to . shall
had better o should '
had best . will
have to : would
have got to used to
come to must .

o ;iil to ~ ought’ to

get to _need
tend to dare

be certain to
- be (un)likely to ) .
appear to )
happen to ‘

seem to

turn out to

used to - ’ .

start, to '

begin to . .
conti?ues to _ ) .

The seml—auxlllarles generally function like auxiliaries
but do not possess all characteristics of an auxiliary (eg{
They cannot occur-as an operator at the beq1nn1ng of a sentence.
"and 1nd1cate a questlon). The primary auxiliaries do, have and
be indlcate the tense and aspect of a verb phrase; the modalq
indicate mood. ‘a2 >

>

[ 4
Sa basic dlqtlnctlon can be~made between flnltg and non-
finite verb phrases.” Finite verBS are primary verb forms that
show person, number, te jse, aspect and mood and act as ‘the pre-
dicate in main and “supordlnate clauses. Nonfinite verbs
include gerunds, participals -and infinitives. They ,show’ only
some of the distinctions of finite verbs. . .

A

A verb plus its auxiliarly is called a 'verb phrase.
Throughout the text the follow1ng symbols will frequently be
used: / ‘ . .

’ » :
, /]

. : N
. - VP = Verb,phrase -
MV = Main verb (base form)
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MV+s = Main verb (third person singular form)
. Mv+ing = Main verb (present participial form)
"MV+ed = Main verb (past participial form)

Aux = Auxiliaries and gemf-auxiliaries

P
/
: RS S
. “ o /
Adjectives N {
Adjectives are characteristically very difficult to opera-
tionally <define. In general,” adjectives have the fodlowing
characteristics: ' - ' .

< B

1) They can occur before a noun and name an attribute of
the roun. v . ,

= . the blue car
2) They can occur aftér a stative verb.
eg. The car was blué\3

3) They céﬁ be preﬁod}fied by .an intensifier.

~

very sleepy Y°

4) They can take comparative and superlative forms.
‘v .

2 s

\ hapgy ~happier happiest

1

Frequentlg\adjectfbes that deal with quantity (eg. many,
few) are use with the particle of to form a two-part

© -adjective. . a . .
i )
e s

Many qf thg peoplé:were absent. / N .

Simple adjective forms will .be symbolized = by Adj
throughout the text. * Two part adjectives will be symbolized by
Adj + of. . : 5\ '

Adverbs - _\\

Adverbs are ‘perhaps the most heterogeneous word class. It
has been suggested that an adverb should be defined as an item
that does hot fit thg/aefinition of any other part of speech.
Traditionally, adverbs include. adjuncts, disjuncts and con-
juncts. Adjuncts are considered part of the clause in which
they appear and commonly signify time, “duration, location,

-~

direction, and manner. , —

t ~ —.

They were walk}ng outside. T~

.
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. I
They went home.

He 'walked quickly.

Disjuncts are nof considered part of the clause in which they
appear, They usually express an evaluation of what is being
said. either with respect to the form or the content of’ the
communicatione. . .
' . - R
s Frankly, there is nothing I can do. 'Afﬂﬁ%

Fortunately, the stom did not hit at rush™hour.

Conjuncts, like disjuncts, are not considered part of the
clause in whigh they appedr; ‘they have a connective function
and usually signal a relationship between the two structures
they connect:

He has been sick for two weeks and yet he will still not

see a doctor.
{

I like him. He seems rather aloof though.

In traditional grammar conjuncts are subdivided' into many
categories which include coordinate conjunctions{(énd, but, or
nor) correlative conjunctions (either...or, neither...nor)'hnd
conjunctive adverbs (therefore, however, thdugh). Conjuncts,
then, cut across at least two traditional parts -of speech,
adverbs and conjunctions. _ In this grammar all conjuncts will
be grouped intg one part of speech called relationship makers.
adverbs in this grammar will inc%ude disjuncts and adjuncts but
not conjuncts. Frequently the symbol  Adv will be used to
represent adverbs.

Relationéhip Markers

Relationship markers are those words or phrases which
express or signal a relationship between two predications. To
" j1lustrate, 'consider the following:

He went home:because he was desperats and had no money.

This sentence contains two relationship markers because and
‘and. Because marks the causal relationship between the first
predication (He went home) and the last two (he was dJesperate;
(he] had no money). The relationship marker and silgnals the
coordinate relationship between the predications - he was
ke '

5
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desperate and Yhe) had no money:F% Relationship markers fall

into a number -of categories, which are discussed in depth in
Chapter 6. I will use the symbol RM to represent relationship
markersa. . e .

1
Just as verb forms cah function as a noun (nominal) within
a sentence, so too can entire predications function as rela-
tionship markers. To illustrate, consider the following:

Mark helped Sally study for French.
He did this because she had helped him in chemistry.

Here, there are three predicationéz 1) Mark heléedhﬁglly iﬁ
French. 2) He did this because... 3) Sally had helped him in

" chemistry. The first and third predications have a  causal

relationship. This relationship is signhaled by the second
predication which adds’ no new information to the set other than
to signal the relationship between 1 and 3. : .

s,

Argument Markers

Argument markers signal the- relationship that exists
between the arguments in a predication and the verb. To illu-
strate, consider the following:

He went to the storé on Friday.

Here, to and on ‘are argument markers which indicate the rela-
tionship .the arguments store and Friday have with the rest of
the predication. 1In general, the class of words called prepo-
sitions in traditional grammar will be called argument markers
in this grammar. As in the case with relationship markers-
entire predications can also perform the- function of an
argument marker. . ' : N )

a ) Bill robbed a bank. . TN

\ ¢

b) This was done with Mark. . .
Here the predication this was done adds no new information; it

is simply a linguistic device to connect the argqument with Mark
to predication a. )Argument markers will be represented by the

symbol AM. .
’ TR ) - .




Interjections

A .
Interjections dre purely emotive items which have:' ljittle
or no referential context. ' They include such items as: s

.
v

whew ouch
. ah. ow
oh ugh . N
wowW ooh I :
oho . tut-tut e
yipie alas °
aha un-huh ]
mm eh h . ) A I

Within a predication they function as a special type of argu-
ment called an exclamation and are signaled by a rise in pitch
in the spoken 'langquage oOr an exclaiation points in the written
language. Interject{ons will be represented by the symbol
Int.

PARTS OF A PREDICL -

In traditional grammar ‘the subject of a predication is
that grammatical unit directly before the verb 'about which an
action or a state is expressed by the predicate. nggications
may also have elements which appear after the -verb. TQ tradi-
tional grammar those postverb elements are called direct
object, indirect object, subject complement, or cbject comple-
ment. In this grammar I will call all postverb arguments
"complements"” regardless of their semantic function. Instead I
will rely on the different argument types to diffeTrentiate
these elements as to meaning. As we will see in Chapter 3,
this is a far more precise way of classifying postverb struc-
tures. I will also refrain from” attaching jany semantic meaning
to the term "subject" again relying on argument types to
differentiate among semantic categories.

et
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CHAPTER 3

THE PREDICATION

The basic unit of language analysis in this grammar is the

predication. A predication contalns an explicitly stated verb

called the predicate and one or more nouns, pronouns, adjec-
tives, adverbs, interjections, or wh-words called arguments.
The purpose of the verb is to "predicate" or establish infor-
mation 4¥out the., afguments. For example, the followind
predicaftion has two arguments: Bill and Maf&. .o

Bill kissed Mary.

Here, the function of the predicate, kissed, is to establish a
relationship between: Blll and Mary: Bill is the initiator or
agent of the action kiss; Mary is the recéiver of, or the ocne
affected by the action of the adént and the~predicate.

A predlcatlon, as an entire unit,” can be classified as

-either stative or dynamic, depending on the type of verb it

contains. That is, predications with stative verbs are refer-
red to as stative predications; predications with dynamic verbs

are referred to as dynamic predications.- The arguments within
stative and dynamic predications can be precisely cla551f1ed as.

to the semantic relationship the argument has with the® rést of
the predlcatlona In this chapter, I will describe the differ-

ent types of arguments. ‘\

There are, twenty different types of primdry rguments that
can occur w1th1n stative and dynamic predlcatxons. Below, Wwe
w1lldcon51der each separately. Specific rules for identifying
argument types within predications are presented in Chapter 7.
Here, the attempt 'is only to define the various argument typesé
and not! as yet, to establish a procedure for languag
analysis. o .

s ARGUMENT TYPES

- ¥

N

Agent Arguments

/ M4
Agent arguments are those grammaticalc elements Whlch are
the znltlator of the actlon expressed by the predicate:

Bill kissed Mary.

o\
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Agent arguments appear only in dynam'

always animate nouns and are always

with active voice verbs. They appea

position with passive voice verbs

always accompanied by the argument {
- .

‘preédications.. They are
ound in subject%pOSition
in complement oﬁ“postverb

"In such cases’ they are
arker by. ’

* Mary was kissed by Bill.
Verbs that take agent argument“‘may be either transitive or
intransitive. That is, they may or may not take a complement

Bill laughed. (Intransitive)

* Bill kissed Mary. (ﬂransitive)

Instrument Arguments

. [

These arguments are the inanimate tool or means by which'
the action expressed by the predicate is aCCOmplished.

aj He opened the door with a key.
b) The key opened the door. E //

Instrument arguments can occur in subject and complement

v9051t10h. When they appear in complement poSition, they ar

always #accompanied by the argument markers with or by. Instru-
ment arguments are always inanimate concrete nouns. As exam-
ples a and b illustrate they can appear along with an agent
argument (Note that He is the agent in preZi’ation a); an agent
is the actual initiating force behind the action; an instrument
argument is the tool used by the agent.

,

Stimulus'Arguments
‘ " .
Stimulus arguments are the jnanimate and usually abstract
arguments which are the underlying motivation or reason for the
action or state expressed by the verb in -the predication

a) He was tired from the trip.

b) He called the police out of fear.
\ . . ’
Above, trip and fear awe stimulus arguments. Note that thex/
appear similar to agent arguments in that they identify al
causal factor in the action /or state expressed by the verb.

\’\
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The\d‘tfeﬁence “is that stimulus arguments are not anlmate and ~

are not physically involved in" the action -or state expressed by
the verb. Instead, they are the motivation behind the action.
Consequenffly, stimulus and agent ‘arguments can co-occur in a

predlcatlon§ ' : Ty . Z
» L 2

Eary llkes horses because of th;§r beauty

agent stimulus

-

—

Unllke agent arguments, stimulus arguments é%n appear 1ﬁ\both
statives (example a) and dynamics (example b) In dynamic
predications_ stimulus arguments can(3ppear “in subject position
without an argument marker\ :

Love conquers all. . ~ g x\Y

Most commonly, .however, they are introdufed dy- one of the
follow1ng argument markers. . e

)

s 0T because of j L
on account of . : : . \
for ‘ ' i
for of
f rom

out of

“—

“In retrospect we can say that three types of argumgnts can
appear in subject position and have some causal relationship
with the action expressed by the verb (agents, instruments,
stimulus). The differences in their semantic roles are impor-
tant,. Agents are .dlways anlmate nouns’ phy51ca11y involved in
the actlon 3 .

-

- Bill kissed Mary.-

..Instrument argUmentgLare always concrete, inanimate elements

thayt are used by the agent to accomplish the action:

Bill hit his\thumb with a ﬁammer.

| . ",

Often the agent .is 1mp11ed, it is in  these situations that
instrument arguments are given subjectxéysition:

o

The hammer hit his thum¥.

~N
Stimulus arguments are 1nan1mate, sually abstrac¢t nouns ich
are the motivating force behind e action., Actually stimu
arguments are somewhat of a residual category that encompass:

.



(1) all arguments in subject poaltlon that can not be

8 e classified as agents or instruments and .+ .
; (2) occur with “dynamic, ,active voice verbs and . . .
’ (3) have some type of causal relationship with the actlon

-expressed by the verb.and/or e e )
! '\ (4) are introduced. 'b one of the stimulus .argument
markers. - '

" More explicit rules for deciding- among agent, instrument and
stimulus arguments are described in Chapter 7.

~

'

Affected -

+ Affected-arduments are the final type of argument that can
oceur in subject positioh in dymanic predications with auctive
voice forms. ?hey=areialways nauns; they can be concrete,
abstract, human, nonhuman, animate\ oxr lnanlmd¢e. They are
different from the other ubjec pbi0t10n arq&menfs in that
they have no causal lnfluésaée\~ tﬁé~actlom\nx§¥e¢sed by the
verb, Instead it is implied that they are ‘affected by some
outside source: ¢

.

eg. Her mind deteriorated over the years.

Here mind is an affected argument. - The verb deterjorated does
not call for a subject that, has a causal relatlonshlp. A small
subset of verbs in the English language have this property.
Many of those verbs. are in the, general catégory that some
linguists call process dérbs.- change, grow, widen, etc. These
include many verbsrcla551f1ed ds intransitive. In this grammar
the affected argument category will be reserved for the subject
in predications with active voice verbs which are judged as not
requiring any causal action on the part of the subject. of
o , course, in some cases this will be a "judgement call" on the
part of the language analyst. In most cases, however, affected
arquments are easy to iduntify.,

d

Described Arguments )

[
"

‘ These  are the animate c¢r inanimate arguments “that are
described, speC1f1ed or cha:acterpzed by the predicate and
: y remaining complement argument in a'statlve predication:
(e . ° ‘ i / <

a) Bill is tall.

b) Mary is beautiful.
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{ [ 4 Subject atter
1

‘characteristic of

Descrlbed arguments are always in subject position in stative
predications. - They -have no:active semantic ‘role as do.subject
arguments in dynamic predlcatron... Instead, the complement in
the predication i established as a characteristic ‘of the
described -argumen in a above, ' tall is established as a
ill; 1in b, beautiful is established as- a

. . )
\ T

characteristic of

‘vers of something via

Recipient Argruments

are those arguments which are recei-
e action”of a dynamic verb and ‘Some
A ;

Recipient argument
other argument.

a) He' gave Biil

b) He _eave the mone

Recipient arguments are always nouns and always,K occur 'in

complement position when the .verb is active. The majority ‘of

the time recipient arguments occupy the position called indi~
rect object in traditional grammar. As predication a indi~

_'cates, c1p1ent arguments can be stated without an argument
marker or with the marker to. Dynamic verbs that can take

recipient argument are: limited to a fairly small class which
includes such items as give, hand, send. When the verb in the
predication is _in- the ‘passive voice, recipient arguments can
occupy subject position. ‘

Bill was sent a letter by Mark. )

4

Subject matter arquments are the abstract, animate or

inanimate arquments that are the subject of the action
expressed by the verb and another argument:

a) s’rﬂe'y talked about love.

re
b) He was upset with his grade.

As a and b 1llustrate, subject matter arguments can appear
in dynamrc and stative predlcatlons. They are always preceded
by one of the following argument markers:



Lo .

o o . ST D

o N Cﬁ:‘? o ' ﬁ?

about S C - /
~on : : : (

for - - . ' -

atwf ‘ iy . ' .k

. _ w1th . . ]

“The markersf"about of and on ave commonly used with* dynamic
. verbs; the markers: at w1th about and for are commonly used

with stative werbs. A spec:.al type of subie ct ‘matter argument

occurs with dynamic verbs that 1dent1fy ﬁe type of bulldlng
ol ~or constructing actlon. &

The boat was made of flberglas‘s.-

‘_———__—_HETE—_fTbETgIE§§—T§‘a sunqect Matter drgumeuc. 'comMUﬂIY the
following argu{ment markers are used. to express this form’ of
subject mattér argument: . ) ~N / ]

.

. witﬁ B . A

of . | N

oN : out of )
' f rom

/ Di rection'Argumencs

Di rect:.on arguments 1dent1fy the direction of movement
expressed by the action of the dynamlc verb apd IS ome other
a’rgument: .

> K3
“ / .

a) He went outside.

B) He went to the store. ‘
‘they roccur in complement 9051tlon w1th tran51t1ve verbs that
1dent1fy motion: walk, run, ride, etc. In such cases they are
the first argument in complement position. ’They can also
appear in predications that have dynamic tran51t1ve ve rbs,

/

c) ~ He took the car to the garage. '/
ook ©

!
]

/

, i
» . . Y

.d) He rode his horge east: 9

In such -cases theymere -.commonly the second- arg\ument in
complement position.™ When nouns are direction agruments they
are usually introduced by one of the following argument
marke rs: ' '
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“at, from, ‘in, out, on, by, ahove, off, under, about,
around, over, on top of, .below, behind, inside, past,
through. throughout, across, along51de, near, down to, up,
out of, and up to '

g

i .
: %

;:Some nouns that are names of spec1f1c places can be used ‘as .
direction arguments without an argument marker: .

-He ran home.

More commonly, direction argumente that are not introduced by
arqument markers belong .to a small closed class of adverbs
which include the following: -

outdoors, owtside, out, overboard, overland, overseas,
somewhere, south, north, east, west, there, here, far, up,

uphill, upstairs, aboard, ahead, anywhere, ashore, astern,

away, back, on shore, nearby, beneath, down, downhill,

downstairs, . eastward, elsewhere, everywhere, indoors,
. ingide, and nowhere -

Object Arguments 4 £

Objects are the semantically most neutral arguments that
are not 1ntrodued by an argument marker and are in complement
position to a dynamic verb.

I like MarY. . 0
Basically, ' any argufent; 1) in complement position to a

dynamic/ verb; 2) that can not be classified as one of the
previoysly described arguments and 3) is not introduced by an
arqument marker is classified as. an object argument.gﬂ

~

" State Arguments

) Arguments ‘that identify -the state of being of another
argument are classified as state arguments:

a) °~ He was forlorn.
b) He was sleepy.

! c) The sleepy baby . .« . v

i
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1 : A
State arguments identify a characteristic that is gpnsidered a
temporary‘but perhaps recurringfcondition of another gument.
As' example a and E_iliustraté, state arguments commonly .- occur
in complement position in stative predications. They can also’"
appear 'in prehoun position (example ¢).

- There are a number of different word types that can be.

'stative arguments. Commonly, verbs in the past participial
form are used. : :
e . \
/? . He was tired.

Verbs that can be stative arguments belong to a limited class
which cannot be used in the,present?progressive tense. Note
-that the following is illogicals:

‘He was being tired.*

—_ _ _ o
Actually, these verbs possess more adjective characteristics
than verb characteristics. Recall the characteristics of an
adjective from chapter 2:

1) They can occur before a noun and name an attribute of
the noun: :

. The tired man
2) They can occur after a sfative verb:
He is tired.
e retf.
3) They can be premodified by an intensifier:
-¢€ < - He is very tired.
4)  They can take égmparative and superlative forms:
. et ' .

more tired
“most tired

I will cbnéiaeijverbs that meet the four conditions above plus
a fifth Fondit'on that they cannot be stated in the present
progressive tensé adjectives rather than verbs:

There is a small group of adjectives, ‘commonly called a
- a2
adjectives, which are also used as stative argumernits: -

ablaze, afloat, afraid, aghast, alert, alike, alive,
alone, aloof, ashamed, averse, awake, and aware i

* Indicates ungrammatical construction

~ 24
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Like the set of verbs (adjectivés) previously mentioned, they
can not be used with a stative 'verb in the present progressive
tense.

He was being aware.*

N .
There is another group of adjectives, commonly used as stative
arguments, which can appear W1th verbs in the present progres-
sive tense. ~ These include:

abusive, adorable, awkward, brave, calm, careful, care-

less, cheerful, clever," complacent, conceited, disagree-

able, dull, enthusiastic, extravagant, faithful, foolish,

friendly, funny, generous, .gentle, good, greedy, hasty,

helpful! impudent, irritable, irritating, jealous, kind,

lenient, loyal, mischievous, naughty, nice, noisy, obsti=-

nate, patient, playful, reasonable, rude, sensible,.
serious,. shy, sleepy, slow, spiteful/'stubborn, ‘stupid,

suspicious, tactful, talkative, thoughtfyl, tidy, timid,
troublesome, , unfaithful,’ unscrupulous, untidy,., v in,

vicious, .,vulgar, wicked, and witty

Class Argument

: ‘ N
Class arguments identify the general set or class of
elements another argument -belongs to. '

a) He is an Italian.
rd
b) He is a poliﬁician. Lo .

"

Class argquments are always nouns and can be in complementnp051-
tion with a stative verb (examples above) or can be in prenoun
p051tlon. . ' ., :

: . _ !
'//éhe Italian man . « .

fhey can, also be what are called i’ traditional grammar object
complements and appositives: 1V "~

We elected Bill president. -
’

> Bill, my friend,xié a lawyer.
o &
The group of nouns that can, be class arguments is large but
restricted to those that identify groups of people/thlngs.

2

/
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Standard/Comparison Arguments Fi

Standard/comparison arguments-often appear as the second
complement in stative predications.

He is taller than Bill. -

He is tall for an Italian.

, He ran more quickly than Bill.

In. such situations their function is to establish a frame of
reference with which ‘to compare or contrast the information
‘presented in  the. predication. Standard/comparison arguments
may also occur in dynamic predlcatlons when those predlcatlons
have an adverb of manner. v

Henpl?yed well for a man with arbroken leg.

Standard/compa rison argdments are_usuallyfnouns accompanied by
- one of the following argument markers:

s

for “
like
as ‘ .
. just as _ \
_ S as v
v than
" more (less) than
. \‘ v
.. Owner/Possesgion Arguments - )
« - , : . )
. S
These arguments ldentlfy the owner or pdssessor of another
. argument. . . < . )
/ . *
a) ' The car 18 mine. 5 '
b) The car is Bill's
c) It is my car. v

. ,v.. .; o )
As examples a and E_illustréte, owner/possessor arguments can

‘appear in complement, position in stative predications or, ;Z

prenoun position (example ¢) ,in stative or dynamic predlc

tions. When in complement posxtlon, they take the form of a

noun in the genetive case or one of the follow1ng proiéyns:

mine, yours, ours, his, hers,: its, theirs. . Whe in
7 B

24
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' _prenouh position they take the fomm of a noun in the genetive

case®” or one of the followng: my, your, his, her, its, our,
' their, and whose. Occasionally, the argument marker of is used

to signal an owner/possessor argument.

. Vil -
A friend of mine went fishing. . o

It is important to note that of can be used as a marker for
subject matter arguments and owner/possessor arguments. A test
to determine whether an argument preceeded by of is' a subject .
matter argument or an owner/possessor argument 1s to move the
argument to the front of the ‘preceding noun and state it in the
genetive form. If this can be done without dest@ying the
meaning of the argument it should be classified as owner/
possessor. - . ’ .

s
5
]

Nonrelative Time Arguments R,

These arguments identify the "nonre'l'atfiye- time" of an
entire predicacion (example ¢) or of another argument (examples
a and b). : !
2= .

a) The dance was Friday. ~,

T . A\

b) The dance on Friday was fun.

c) They danced on Friday. .

N

To unders-t’ai;l the concept of nonrelative time we must also
consider the concept of relative time which Is discussed in
a‘?apth in Chapter 6. The semantic function of a nonrelative
time argument is to refer to some time in general. Relative
time on the ~ther hand, 'is a reference to the specific time of
another predication. To illustrate relatige time, consider the
predications below: . A

Before Bill went to school, he had breadfast.
Here there are two predications:
a) Bi1l went to school. e N '

'b) He had breakfast. ' . ‘
P
The word before (called a relationship marker in this grammar)
establishes a temporal relationship between predications a amd
b; b happened before a. The important point here is that the

1



< .
" : ¢

«
Y

time of a is related to the time of b; in other words, to
understand the time of a we must "relate back" or refer back o
the time otlg. Now let us consider nonrelative time.

‘ They played baseball on Saturday.

Here the nonrelative time argument Saturday does not refer"back
.« - to another predlcatlon but to some generalized point. in time.
' The reference is exophoric--out of the context of the predl—
cation. Herein lies the difference between relative and
nonrelative time. When a wordyis used which indicates relative
time, 1it directs the reader or listener back to another
explicitly stated predication:~when an argument is” used which
indicates nonrelative time, it does not force the reader’ or
listener to relate back to another predication but conveys
temporal information beyond the context of the stated

., ~ predications. -
When nonrelative time arguments occur in stative predica-.
tions they are in complement oosztlon and identify the time of

the described argument.

~

The dance was. Saturday.

'y . ! .
Usually the described arguments 1n such constructions name
- events (eg. dance, fair, part, etc.)

Nonrelative time arguments car. also appear in dynamigc
predications. In such cases they appear in a variety of posi-
)// . tions. , )

e . ¥ Bill and Sally went to the dance Saturday.

They danced Saturday. ' ‘
Commonly nonrelative time arguments are one ofa:the following -
adverbs: . . FUAN

early, late, now, nowadays, Ppresently, instantly, momen-
tarily, soon; already, today, tomsrrow, eventually,
immediately, lately, once, recently, suddenly, eventually, .
presently \

A few of these adverbs can be in prenoun position, eg. (the
late show).

Nonrelative time arguments can also be nouns which hame
specific times or dates. (eg. Sunday, Momday, March, April,
4 .
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etc.) When nouns are used they are commonly intfgduced by one
of the following argument markers: g

at
on
before
after
since

Relative Time Arguments

In general relative time relationships are signaled by
relationship markers (not aygument markers) and are considered
nonargumental relationships--relationships between predications

. .which do not require a shared argument. For example, consider

the_ followings, -

\

Bill Xga.nt to school after he had breakfast.

After signals the relative time relationships between the

preceeding and following predications. It is a relation&hip
marker and does not perform an argumerital function within
either of the predications. There are, however, four wh-words
that perfomm arqumental functions within a predication and

»Signal relative time relationships between predications. They
.are: when, whenever, while, and then. Each of these is

classified, as relative time arguments and signal a type of
nonargumental relationship called concurrent action (described
in*depth in Chapter 6): ‘

A& ' N .

I

Ia%

a) He came (time)

X v o )
a) _Hé came (tike) ~-. | o

b) as taking a shower. E L e )

IIZ o . oy

c

a) I will:come (time)

b) I get done.

-

2N
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a) Bill left Chicago (time)
b) it was - ., .
c) he found himself. .

(The relatlonshlp between b and ¢ ‘in set IV above will be*

explaihed in Chapter 6) ;

the that there is an understood time argument in each of the a
predications above. This will become more clear when we dls-
cuss h-word argumental relatlonshlps in Chapter 5. For now it
is su .icient to point out that when, while and whenever are
always classified as relative time arguments within a predi-
cation. Then can be a relative time argument but it may also
be classified as a relationship marker. This distinction is
. explalned further in chapters 5 and 6.

i

Duration Arguments. /"

S

Duration arguments 1dent1fy how long the action expressed
by an entire predlcatlon br another argument continues:’

»
a) The noise was ilncessant.

b) He talked incessantly.

J Like nonrelatiye tlme.nguments, they can appear in complement
’ position 1n stative or dynamic predications. They can also
appear in prenoun pos1t10n. - :‘

i s

The 1ncessant noise bothered me. ;

When they appear in complement position in stative predlcatlons'
or in prenoun posltlon, one of the follOW1ng adjectlye forms is
commonly used: ﬁs )

3 .Y

constant, continual, continuous, incessant, permanent,
frequent, regular, infrequent, 1rregular, ! occasional,
periodic, rare, sudden, prief, tempcrary, . common,

&
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invariable, nomal, usual, customary, habitual, long

When they appear in dynamic predications one_ of the following
adverb forms is commonly used: 5 ' -~

again, another time, once, twice, alw;ys, constantly,
continually, ever, incessantly, pemanently, £requently,
often, regularly, repeatedly, infrequently, irregularly,
occasionally, periodically, rarely, seldom, sometimes,
never, always, awhile, briefly, indefinitely, momentarily,
temporarily, lately, recently, hourly, ) daily, nightly,
weekly,‘?@quarterly, biannually, commonly, invariably,
usually, customarily, generally, habitually, over, over
again, once, twice, three (four, etc.) + times.

Nouns can also be duration arguments?when introduced by one of
the following argument markers: for, ‘during, until, in,
through, throughout, from to, \per, all lond.

a) They danced throughout the evening.

b) . I'm in this for the duration.
|

c) They danced from dawn to dusk.

-~

Location Arguménts

Location arguments identify the position in space of

- a) The car was. near the fence.

b) The car near the fence is\mihe.

v

c) They played their final game aE the stadium.

Location arguments can appe;r in dynamic or stative
predications. In stative predications they "are commonly the
complement describing the described argument (example a). In
dynamic predications they can take a number of positions
depending on whether they describe the location of the entire
predication or the location of a specific argument in the

predication.

¢ The tree next to my bedroom fell during the stom.
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They played in the grass.

Commonly, the pfonouns there and here or one of the following
adverb foms is used as a location argument:

inland, ashOEe, inside, near, nearby, outdoors, outside,
overhead, overboard, overseas, somewhere, south, there,
underfoot, underground, underneath, up, uphill, upstairs,
west, within, aboard, ahead, anywhere, ashore, astemn,
away, back, below, beneath, beyond, down, powhere, down-
hill, downstairs, east, north, south, elsewhere, here-
abouts, and indoors T

Some of these adverbs may be used in prenoun position:
The inland missle site was almost impregnable.

Nouns can also be used as location arguments when they are used
with one of the following argument markers:
. R LT
at, from, in, out, on, undemeath, Dby, above, over,
on top of, beneath, between, inside, near, opposite,
under >

The cat was under the porch.

‘Quality

Quality arguments are the semantically most neutral type
of argument that can appear in complement position in a stative

predication or in prenoun position. ; g .
N 3

Y

He was tall. _ i <\

The tall man . . .
Basically, any argument thaf‘can be a complement in a stative
predication and can occur in prenoun position but cannot be
classified as one of the other argument types will be consi-
dered a quality argument. For the most part, quality argufients

are adjectives that identify an attribute\that is considered a

. nontransitory characteristic of the argume it describes. The

category of quality argument will also be used to describe noun
arguments which identify characteristics and which are intro-
duced by the argument markers with or without,

.

He was a man with pride.

3i



O

ERIC

Aruitoxt provided by Eic:

30

b

v

He was a man, ¥ithout a conscience.

Like class arguments quality arguments can be object
complements: . .

He painted the house white..

a

Existence Arguments

Existence argument§ are a special class limited to the use
of there and it in subject position in stative predications
when there and it are not used to refer to some specific argu-
ment.

‘There was a boy

It was raining

In such circumstances there and it signal exophoric reference;
reference to the general situation surrounding the infomation
presented in the predication. :

[N

Situation Arguments

Situation arguments represent a residual category for any
argument that is introduced by an argument marker and can qiot
be classified .as another arxgument type.

. I saw him in person.

He was on vacation. ’
In summary, there are 20 different types of - primary arguF
ments which can occur within a predication. They are:
) 1) agent , -
2) . instrument/means -
3) stimulus
4) described
. 5) affected N «
6) recipient
- 7) subject matter
* 8) direction

) object s y i a .

10) state

11) ‘class ’

12) standard/comparison ¢ o \

a .

b ’ . . ..

\
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13) owner/possessor

4) nonrelative time

15) relative time

16) duration

17) location ' -

18) quality

19) existence

20) situagion : ' -

J "

Of these, some ca ppear in dynamic predications only; some
can appear in statives only and some can appear in both. of
those - that can appear in statives, some can also appear' in
prenoun position. These syntactic constraints on the varzous
argument types . are summarized below:

332

Argument Types _ Can Appear in Can Appear in Can Appear in
' Dynamics Statives Prenoun.
Position

agent Yy

instrument/means vy

stimulus’ ty .

described . Yy

affected y

recipient vy
.-subject matter y y

direction . y

object Y y! y
state Lom, /> y y y
class? y y y
standafrd/comparis y ., y

owner/possessor y y y
nonrelative ggme Yy Y Y
relative ti vy y y
dura%ion y y y
location vy vy Yy
quality y y y
existence ' y

si;uation vy

k4

, Argument types are also restricted as .to- the parts of
speech they may jnclude. Basically all arguments discussed in
this chapter may be either a noun, pronoun, adjective, adverb,
argument marker and noun or a special limited class of words
(e.ge wh-word, there, lt). These syntactic constralnts are
summarized below.
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Argument Type Can Be Can Be Can Be Can Be -Special
' Noun/Pro Noun/Pro Adverb Adjective Limited
With No Wwith . ' Class\
Argufent Argument
Marker Marker
. ¢
agent y y
instrument/means y y W
stimulus? Yy vy :
-described y .
affected Yy
recipient Yy y
subject matter y
direction y y y
object y
state - . ’ .Y
class y . -
standard/comparison y
.owner/possessor Yy y )
.nonrelative time y Yy -y
relative time ’ Yy
duration - y , y o~
location Y. oy
quality . v LT y .
existence r y
"situation : v '

Ifshould note here that even though my classification of
arguments pertains to nouns,. adjectives, adverbs, etc., it is
the verb in a predication which detemmines the type of
arguments that can occur in the predication. That is, certain
verbs can take only certain types of arguments. For example,
‘the verb love can' take agent and stimulus arguments but can not
take an insfrument/means argument. . No doubt, a more rough
classification of the verbs in the English language, espéqéally
dynamic verbs, would greatly -increase the number of argumént
types. For example, we could have gstablishéd an argument
category called "message" to describe the lexical items that
follow such verbs as say and’ tell. Although more argument
categories would increase the specificity of the grammar, it
would also significantly increase its compleXity. Since the
purpose of this grammar is language analysis, I strive for a
blend of specificity -and ease of argument identification. The
argument categories discussed do provide a great deal of-
information within the context of a system' that is easy to
administer, Again, specific rules for detemining argument
types when meaning is not obvious are presented in-Chapter 7.

/ . LY

/
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UNDERSTOOD - PREDICATIONS

As was stated in the beginning of this chapter, a
predication is operatidnally defined as an explicitly stated
verb with accompanying arguments. There are two exceptions to
this rule: '

Ef&ept@on.#1: A predication will be "understood"'where
any portion of.a verb phrase occurs:

Question: Have you been running?

Answer: I have (been running). -
. }
Exception #2: A ' predication will be understood as
accompanying the words yes, no, maybe (or similar expressions)
as responses to a question: '

Question: Are you going to the dance?

Answer: VYes. (I am-going’to the "dance. )

Qo
i



CHAPTER 4

SECONDARY ARGUMENTS -

From an intuitive point of view there are sharp distine-
tions among the uses of different argument types. Consider the
following:

He was a tired man with strong hands, puffed and
muscled at the fingers.

'The arguments in this predication are:

Predicate: was
Described: He
Class: -man
State: tired
Quality: with hands
Quality: strong
State: puffed
> State: muscled
) Location: at the fingers

Some of these arguments are necessary for the logical complete=-
d?ss of the predication; others\.are not. Specifically the
predication would make no sense without He and man. Arguments
that are necessary to the logical completeness of the predi-
cation are called primary arguments. Primary arguments are
. related to one another in the manner specified by the verb and
the argument types. Secondary arguments are related to other
arguments or specifically to the verb. For example the quality
argument strong above is' related to the argument hands not to
any other argument in the predication. I will use the concept
of "argument levels" to differentiate which element an argument
is attached to.. For example Ve could diagrammatically portray
the arguments :in the predication above in the following way:

Level 1: ° _ he was! a_man

’ Level 2:

Level 3:

Level 4: at the fingersg.\
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The arrows (called "relationship arrows") indicate that the
arguments tired and hands are related to the arqument Egﬂ,which
is a level 1 argument: strong, puffed and muscled are related
to hands which is a level 2 argument; fingers is related to
puffed and muscled which are level 3 arguments. In Chapter 7 I
will consider some language analysis uses- for this type ,of
argument "mapping”. The point here is that. within a predi-
cation arguments can occur at different levels. Arguments at
the first level are those that are absolutely necessary to the
logical completeness of the predication. Without them the
predication would not make sense. The levels of the other
arguments are defined by what they related to.

Arguments, then, can be classified as to type and level.
All of the arguments mentioned in Chapter 3 can be used as
first level or primary arguments. Many, not all, of them can
be used as secondary or lower level arguments. Those that can
be used as secondary arguments are:

Stimulus: He was tired from the trip.

SubjecEgMatter: They talked about Paul.

Stanéard/ébpparison: He is dark for an Irishman.
State: The tired man slept.
— .

Class: The Chinese ambassador was here.

\ .
Agent: He was hiﬁ\by Bill.

a
k! Instrument/means:~ He was hit with an eraser.
Owne r/posSsSessor: He\<a5~a friend of mine.

\\\ Nonrelative Time: He iwent to the dance Saturday.
: \

\ \
" Relative Time: . .+ %hen he came

9

Duration: The incessant noise bothered him. -

\Location: He ran in the park.

A

‘Qﬁelity: He owns a red

. i ' .
Situation: "He was outst@nding in everything.

’

R
=T
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[ 4

If you delete the underlined arguhents and  their aggument
markers in each of the examples ‘above the predications will
still make sense illustrating that the 'underlined arguments are

t necessary to the completeness of the predication. This is

ot to say that they are unimportant to the message conveyed in
the predication. It is these gecond, third and fourth level
arguments that add necessary det&ifhto a messayge.

. {
ARGUMENTS THAT ARE NEVER FIRST LEVEL

There are a number of argument ﬁypes that are always
secondary arguments, they are: 1) Attitudinals, 2) Exclama-
tions, "’ 3) Intensifiers/Diminishers, 4) Manner, 5) Accompanier,
6) Specifiers., We will briefly consider each type.

attitudinal Arguments

Attitudinal arguments represent the attitude of the
speaker or writet toward the predication as a whole:

-

L .
Frankly, Bill is not a good writer.

They can be in a number of positions within the predication.

Bill is, frankly,/not a very good writer.

A

Attitudinal arguments are always adverbs; semantically they can
be subclassified in the following ways:

oy , Truth " f ' S
- . actually, certainly, clearly, - definitely, evidently,

obviously,. plainly, really,. honestly, literally, simply, .
just, admittedly, definitely, surely, undeniably, undoub-
tedly, unquestionably, basically, essentially, fundamen-
tally, candidly, flatly, frankly, bluntly, honestly,
seriously, strictly, truly, truthfully

Lack'of Truth/Doubt

ar%uably, allegedly, = conceivably, doubtless, maybe,
o perhaps, possibly, presumably, reportedly, supposedly,
seemingly, ideally, superficially, technically
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Expected or Unexpected

-~ amazingly, astonishingly, cu}iously, incredibly, ! roni -
cally, oddly, remarkably, strangely, unexpectedly, appro-
priately, inevitably, naturally, not unnaturally,
predictably, typically, understandably, even

Fortunate

fqrtunately,"unfortunately, happily, wunhappily, luckily,
unluckily, sadly, tragically, thankfully

‘Sétisfactioh/Dissatisfaction

annoyingly, delightfully, disappointingly, disturbingly,
ref reshingly, regretably

Correctness
correctly, incorrectly, justly, unjustly, rightly, wrongly

Wisdom

-

foolishly, prudently, reasonably, artfully, cleverly,
cunningly, unreasonably, sensibly, shrewdly, wisely,

unwisely
(@)

Other Atﬁitudes

., . L

please, conveniently, hopefully, mercifully, preferably,
significantly ‘
Attitude arguments can appear in both statives and dynamics:

He foolishly climbed to the top of the mountain.

-
A}

Ironically he is the one best suited for the job.

As waJ stated previously, attitude arguments can appear- in a
variety of positions. A good test to detemmine if an adverbial
argument is an attitudinal is whether &r not it can be moved to

_the beginning of the sentence. If it cannot be moved without

changing meaning, then it is not an attitudinal. To illustrate

consider the following:
\

He was ironically tired.

Here the argument ironically is one of those listed above. It

»
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. can also be moved to the beg,nn-ng of the sentence without
changing its meaning. E

~

“ A
Ironically, he was tired.

But consider the following: * ‘ )
lle was honestly tried for his crime.

Honestly is also listed above as a possible attitudinal argu-
ment. We can test it by moving it to the beginning of the
sentence.

Honestly, hi was tried for his crime.

Here we have changed the meaning ‘of- the predication; conse-~
quently, honestly is not classzfled as an attitudinal argument
modifying the entire predication but Ja manner argument
modifying the verb in the predication.

Exclamation Arguments g

-

Exclamation arguments are always filled by interjections
and represent a purely emotive statement on the part of the
speaker or writer:

Boy! Was he tired.

Wow! That was a nice hit.

"""" /r““Sdmé of the more common exclamation arguments are:
wow ' yippee
ha hurray
oh
ow
ugh
ouch N
hey B
ho

Intensifying and Diminishing Arguments

As their name implies the purpose of intensifying/
diminishing arguments is to intensify or diminish the impact of -
the infomation presented in a predication. Intensifiers/
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diminishers are -always adverbs.’ Semantically they can be
subcategorized in the following ways:

Generalizers
approximately, broadly, crudely,i generallyi roughly,
simply ’ \

’f-xﬂ.: w? .\ \\/

BExclusivizers

! \
alone, exactly, exclusively, jist, merely, only,
precisely, purely, simply, solely '

Particularizers
especi;lly, - largely, mainly, . mostly, "notably,
particularly, primarily, specifically, at least, in
particular

Compromisers -

kind of, sort of, quite, rather, enough, sufficiently,
more or less

viminishers
‘mildly, moderately, parg}cularly, partly, slightly
somewhat, in part, in some respects, to some extent, a
little ‘ ' ‘
Minimizers

_'a bit, barely, hardly, scarcely, little, in the least{ in
the slightest, the least bit, the slightest bit

Approximators

almost, nearly, practically, virtually, as good as
Maximizers
absolutely, altogether, completely, entirely, extremely,
fully, perfectly, quite, in , all respects, thoroughly,
~ totally, utterly, most widely

oy Boosters

very, badly, bitterly, deeply, enormously, far, greatly,
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highly, intensely, much, severely, sure, SO, terribly,
welly more,  a great deal, by far, too

Many of these arguments can take a varietybofipositions.
When they occur in stative predications with adjective argu-
ments they frequently are placed before the adjective: -

He was very tall.
He was a bit careless.

wWhen they appear in dynamic predications with manner arguments
they commonly appear before the~adverb of manner: :

He runs rather awkwardly.

Still others appear within the verb phrase of dynamic predi-
cation: '

He was severely criticized for his actions.

Intensifying/diminishing arguments can also be used as modi-
fiers attached to argument markers and relationship markers.’

They came just before dawn.

Here the diminisher just modifies the argument marker before.

Manner Argumenté.
L -
Manne r arguments jdentify the manner in which the action
in a predication is accomplished, or they describe the charac-
- teristics of an adjective:

He ran quickly.

He was sufficiently tall.

To a large extent this category is a catch all or residual
category for adverbs. .That is, any adverb that cannot be
classified as another argument type is classified as a manner
argument. We will also include in this category nouns that
indicate manner and are introduced by the argument marker with
or without: ' ‘
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'He performed the tas&/with gusto.

y , ;
He performed the task without hesitation.

adjectives can also be mahner arguments when embedded in the

follow%ng frame: S |
/" in a | o wa i
ya S i Y ou
. , manner
/ . |
-y , !
In such cases the entire frame will be considered an argument

parker. ’ N |
£

‘
i

Accompanier Arguments

Accompanier arguments identify the person or thing that
accompanies or does not accompany some other argument in the
action expressed by the predicate. ‘ : :

Mike along with Jackkwent to the store.
o ‘
Accompanier arguments are ~always nouns _and are usually
introduced by one of the following argument markers:

along with, with, without, -except, except for

Specifier Afguments

Specifier arguments commonly modify nouns and in some way
identify the amount or quantity of the argument they modify. -
They are always adjectives or pronouns and, can be subclassified
semantically in the following way: '

Determiners
- S

Determiners include the articles, a, an, and the  (although

when performing language analysis I will not count an article

as a separate argument) and the pronoun forms no, every, each,

either. )
i .

Predeterminers

. Predeterminers are a special class of specifiers that can
occur before determiners. They include the following: all,
both, half, double, twice,  three (four, five, etc.) times,
fraction. Many of these occur with the particle of when used
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as predeterminers:
« o s« all the money
e s« +» all of the money
« « « half the money

"« o « half of the money

Demonstratives

The pronouns this, that, these and those when they appear
in prenoun position_ are considered specifier arguments:

He wanted this book.

Their purpose is to identify a specific argqument.

Cardinal Numbers

The cardinal numbers include ali numerals in the arabic
system:.

. one, two, three. . .

They commonly appear in prenoun position and restrict the
quantity of the noun they modify:

He had four apples.
Like the predeterminers they can appear with the pafticle of:

She had four of the cards in her hand.

Ordinal Numbers

’

, N ,
Ordinal numbers . include the © following up through
infinity: -

first, second,'third, fourth, etc. « « &

’

When used as specifier arguments they always appear in prenoun
_position. : '

44
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He was the third runner from the last.

' Closed Class Quantifiers

These include a small gro of pronoun forms:

many, most,’ more, few, fewer, fewest, little, less, least,
several, both, other, another '

- - )

When used as- specifiers they appear in prenoun positioh. They
can also be used with the particle of: .

Each of the candidates was good.

Each apple is individually wrapped.

. Open Class Quantifiers
’ >
. Open class quantifiers consist of a head noun like lot,
deal or number along with the particle of:

*ée-had'a lot of money.
He had\i great deal of money..
When coding specifier arguménts that utilize the particle g@
the entire phrase will be considered as one specifier
argument.
Measures
‘These specifier arguments always have the form:

a " of

He shoveled a foot of snow.

In many cases the initial determiner a is replaced by' a
~cardinal numbe r: : ‘

He shoveled ten feet of snow.

. R
Specifying arguments which indicate measure include:



Length:
a foot of "¢
a yard of v e

Area: ,
] an acre of

Volume: ' . _ .
a pint of v
a quart of

Weight: o ',
“ a pound of ' ' s
a ton of

General Partitives
- ]

_General partitives also have the form a . of

a5 do measures. General partitives, however; do not specify
_exact amounts or quantities: o \

a piece of pie
a slice of ham
a bit of news
an item of news

ARGUMENT COMPOUNDING

Before leaving the discussion of the predication we will
consider one- other way that arguments',éan be added to a
predication other than by levels. Another ‘way of adding
arguments is via argument compounding. To illustrate consider
the following: :

She was tall, dark and beautiful.

The four axguments‘in this predication are:

-

she: described
tall: ’ ' quality
dark: - quality B
beautiful: quality ’
The basi/‘c pattern in this predication is: described +
verb + quality. The gquality argument has simply been.

compounded. Compounding, then, is the addition of an argument
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' >
type already expressed in the predication.. There are three
basic ways that an argument can be compounded. We will
consider each. . ' ' .
. addition . ) , e 3 )
. “Eb ” - e / : ", . . .
R By'far addition is the most common method of compounding

an argument. It. is generally accomplished by stating the added(
argument next to th& one it duplicates- Usu)%ly and or ag well
as is used at the end of a list ®f added argumeéhts. ¢

. : N <"\\‘>
She was tall, dark and beautiful,

He was tired as well as hungry.

Antithesis

Compounding Vié'antitheéis>ébh@éYéqtﬁérméS§5§éwfﬂéﬁwﬁhE'
added -argument is the negative counte;part'of the argument to
which it is attached. :

Iy

He was tired not hungry.

" Here the messége is that the argument hungry "is not" a quality
of. the described argument he. Usually thé following markers
are used to express antithesis: but, not, and Yyet.

. He was tired but happy. . X e

Mike not Bill won the fight.

n

He was tired” yet happy.

aAlternative

When compounding is 'accomplished using alternative the
message is conveyed that one or possibly neither of a set of
arguments are of a specific argument type:

B

>

He will be either happy or sad.

‘Here either happy or sad is a quality argument describing the
argument he. Commonly the following markers are"used:'
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either « + «» Or ,°

neither . « .-nor

whether . + . OF v .

rather . . . than . »
. “ %f R B

He will be either happy or sad.

He will be néither'happy nor sad. *

Give it to Bill or Mark.

Note that when neither . . % nor is used as the argument marker
the message is conveyed that both arguments are negative
counterparts of the intended argument type. ' '

Argument Compounding vs, Coordinate Pregications

arguments and coordinate predications. To illustrate the
differences\consider the following:

a) He is tired and hungry. .
b) . He will run and jump.

In a there is a compound state argument. In. b there are two
coordinate predications that have been joined together:

. He will run.
‘He will jump.

- In Chapter 6 we will consider the concept of coordinate.
predlcatlons in depth. For now I will simply point out that we
will consider a predication as .existing only when- there is an
explicitly stated verdb (excluding the exceptions stated in
Chapter 3). The 'addition of an argument without an

. accompanying verb will be considered the ~addition of an
argument, not an entire predication. "This of course makes the

‘grammar totally a surface level grammar. That is, we postulate
no underlying predication when a Verb does not exist., 'This in

. no way diminishes the power of the grammar to describe semantic
relationships between concepts., To illustrate, let us contrast
the type of analyszs that would result by uszng surface and
deep structure models on the following:

o | - 48
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It is important to note the difference between compound
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He waé\ a tired man with strong hands, puffed and
muscled at the fingers. o

-

As we have already seen that the diagrémmatic representation of
the various argumentsg??d their levels in this predication is:

-
’

) )
Level 1: he was a _man

. ' Qﬁ ~
, Level 2:

Level 3: .

‘Level 4: ag\ffi-fifziﬁp.
The relétionship arrows indicate that tired and with hands are
states and qualities (respectively) of the argument man:
strong, puffed, and muscled are qualities and states of hands:
at the fingers is a location argument with an accompanying
arqument marker describing the location of the arguments puffed

ﬁTMWMWMmMandmmggsglgd- 1f we took a deep structure approach *to

describing this set of concepts we might postulate a number of —

underlying predications or propositions or® kernel‘ sentences
depending on our linguistic stance. Here it is ‘sufficient to

" point out that all deep structure theroists would hypothesize
that the predication above was derived from a series of
predications each of which contained only what I have called
first level - arguments. Those predicétions in their deep
structure might be: :

[y

a) He was.a mane.
b) The man was tired.. .

c) The man had hands. '

o

d) The hands were stronge.

e) The hands were puffed.

- ’ "

£) The hands were muscled.
qg) The puffing was ét the fingers.

Deep structure pr¥oponents would theorize that these underlying
predications were transformed to their surface structure
representations through a series of operations which deleted
repeated -arguments and verbs and embedded the remaining
arguments within other predications. For example, a deep

.
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.Structure model would postulate that "the man was" in predica-
tion b was deleted and “the aqument tired embedded in predica-
tion a-"'the man had" in ¢ was deleted [and the argument hands
along with the added argument marker with was embedded in a;
etc. What a deep structure analysis dpes is to clearly illus-
trate the interrelationship among ‘arguments. That is we
clearly see that tired is a state of e argument man and that
at the fingers is the location of the arguments puffed and

*muscled.  But this  is preélsely/ the information that is

conveyed via the\‘relatz.onshz.p arrows/ and the argument levels in
our predication diagram. " The concept of argument levels and

"the.use of relatlonshz.p arrows, then, conveys the same semantic

information that the use of de€p structures does.’ A deep ;
structure approach .contains much “excess baggage as a language .
analysis tool--baggage in’ the form of repeated arguments (eg.
"the man was, the man had, “the hands were . . ") The grammar
presented here provides the same J.nformat;.on as a deep struc-
ture grammar in a much more efficient manner——eff:.c:.errcy being

.a.prime.consideration.in .language. ANnalysiSa . e e

a ' t
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_ships that: exist among arguments within |a predication.  But

/

- -
{
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CHAPTER 5 \

' ARGUMENTAL RELATIONSHIPS BET%E@N
PREDICATIONS | \

\

S ; : : .
il . i . .« ‘ . .
Thus far we have considered some of t e s%mantlc relatxon%*

4

discourse by definition is a set of logic ]E.ly \connected predi-
\caticlms. . What are the\ways, then, that p e“didﬁtions are bound
\toget‘?f/ier to form gohesxvé\units? There a e 17 o ways cohesion
in -.discourse is| a\complished--througnj largumental and
onargumental »rela}tlionsh\'ps. In this chapt“grxwe will consider
Frgumental _relations{.hips -the most frequentl?' used method of
connecting ‘predicatidns. |

i

' [ bl
R f /
Two predications -\are connected argumen:t%lly when an argu-
ment in one refers to! something in the oth;é\".- To illustrate
consider; the.foll wingz ... ’

a){ I saw Bill yeiste‘rday. \
L A |
b)f: “He is a nice fellow. \

. '1 ,‘/
c): He used to l:.gve/ next-door to me.

\
\
. \\ ; ;/1 . \\t1
The argument he in predication b refers to the argument Bill in

‘predication a estab\l.is' ing an Ergumental relati\gnship be tween

the two. The same type of reference o curs in ¢; the pronoun
he in ¢ refers Yo he in b which fers to\ Bill in a.

" Predication ¢ also has. a second argumental tie .to redication a

in ﬁhq form of the argument me which refers to e argument I
in predication a. We can "map" the argumental elationships
among these predications .by connecting related arguments with
what I will call "reference lines" or "reference ar&ows".

Igsaw Bill yesterday. . ) Lo \

‘ . ' : \ s
used to live next door to \ -

‘ Throughout this chapter I will use some\conventi"(\)ns and
terms which require explanation here. The argument that is

P

[N
"

referred to by another argument will be called the "reﬁerent" ’

or "antecedent" argument. For example in the prediciations
above, Bill in- a is the referent of he in b which ig the
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tions b and c.

»

referent of he in c. I will also use the convention of drawing
reference lines: back to the nearest referent. For example I
could have drawn reference lines from he to Bill in predica-

-~

a) I saw Bill yesterday

b) @ is/a nice “fellow'.

c) @ used to ‘live next door to me.

This is a highly useful, type of mapping which will be developed
in Chapter 8. 'In this chapter reference ‘lines will pass®
through the nearest referent. Finally, I will use the term -
"mapping” to describe the drawing of reference lines among
predications. 1In later chapters we will see that the mapping

T of argumental vrelationships among predications is a powerful

language ana lysis dgvice.

As the examples above illustrate the working force behind
argumental connections is reference--an argument in one predi-
cation referring to . something in another predication.
Phroughout this chapter I will @se the tems "argumental rela-
tionship" and "argumental reference". interchangeably.

: N
TYPES .OF ARGUMENTAL REFERENCE oo °

(Y
' - H
:

' There are a number of different types of argumental refer-
ence that can be used to treate argumental relationships among

predications.

.

Same Word Reference

“~The most simplistic type of reference used to connect
predications argumentally is same word reference. That is, the
speaker or writer simply uses the same word to represent the
a ent in both predications: N

Bill is my friend.

: 1XED

Commonly the definite article the or the demonstrative pronouns
‘thig, that, these and those used as specifier arguments preceed

a

the - argument that has a same word relationship wi.th the
referent. . )

e
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Jana owns a cat. )

° - v

likes to eat grasshoppers.

,Here I restrict the category of same word reference to‘'nominals
only. Consequently the argument beautiful in a and b below are'

not an example of same word reference: .

4 .

a) Mary is beautiful.

~b)  Sally is beautiful.:

Pronoun Reference k Y

-

When pronoun reference is used to connect predlcatlons,
the speaker or writer uses a pronoun to represent a repeated
arqgument fram another predication: .

A, v

I like Bill.

@ is my friend.

tioris argumentally. Here I am restricting the pronouns used
for this form of argqumental relationship to the £6llowing: I,
me, you, we, .u_s_, he, him, she, her, they, them, }_t_, this, that,
these, those, there, here, same. The first twelve pronouns
listed above have fairly simple usage patterns. Those patterns

age deSch.bed below:

Pronounl i Element‘Referred to by Pronoun
I, f..me “ speeker only \
you_ adressee viith/wiﬁfﬁ\isht other persons
we,y us 4. speaker and other persons
he,: him . other person (male) i
: - v : .
she, her "| other éé“fééﬁ (female)
4they, them, it other pe’rs'ons/ object )

By far this is the most common method of connectJ.ng predlca—

Al



52

These proriouns signal a pronoun relationship only when they
appear in noun position. .That is, some of them may also appear
in prenoun position (egq. her coat . . .). In such cases they
signal another type of argumental relationship.

This, that, these and those signal a pronoun relationship
only when they are used in noun position and refer to a speci-
fic argument or set of arguments. This most commonly occurs in
the oral language when the speaker is making reference to an
object that is Xknown by the listener and generally in the
immediate vicinity of the conversation. -

I want that.

As shall be explained in a subsequent secti'oq this and that in
noun position more commonly signal another :;'pe of argumental
relationship. . . ’ ~

- There and here. are a special subset of pronouns used to
refer to previously stated locations or directions. (I am not
including in this discussion there used as an existence
argument) . T

Bill went to Chicago.

he met his true love.

Above the pronoun there refers to the referent direction
argqument, Chicago. Contrast this with the use of there in the
predication below:

a) Bill ran yesterday (lccation)

b) Mark was/ there.
here.

There refers to the location in which the event "Bill ran"
‘occured even though there is no explicitly stated location
argqument. I am assuming, then, that predication which describe -
events have a location argument whether explicitly stated or
not. In transformational grammar terminology I am assuming
that there is a deep structure location argqument in all event
predications. In the example above, the dynamic predication
"Bill ran" must occur at some place. This allows for the use
of there or here to refer to the unstated location in which the
event occured. (Throughout the text I will use the convention
of representing "understood" arguments by enclosing them in
parentheses.) Not all dynamic predications have this property.

L4 -
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Consider the following:
Mark disliked Sally.
Bill was there,

These predications make no sense unless one ‘'infers a consi-
derable amount of information. The event "Mark disliked Sally"
is not one normally associated with a physical activity in some
location. '

Finally the pronoun same sxgnals pronoun reference when it
refers to an explicitly stated argument.

Jana ordered cojfee.

Bob ord.ered the » \

We shall see in Chapter 6 that same can also be used to signal
a specific type of nonargqumental relationship. .

3vnonym Reference

Synonym reference occurs when an argument in one predica-
tion ic represented by a synonym in another predication:

Yestsrday Bill bought a new_automobile. ¢

This is the answer to,Eis dreams.

As this example illustrates, this, that, these and those
used as specifier arguments commonly preceed the noun used for
synonum reference. As was the case with same word reference
synonym reference is restricted to nominals. Consequently “the
arguments beautiful and gorgeous below are not examples of
synonym reference:

Mary 1is gorgeous.

Sally is beautiful.

Metaphoric Reference

Metaphoric reference is similar to.synonym reference
except that a direct synonym for a repeated argument 1is not

ERIC i o
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used. Instead a word or phrase not generally regarded as a
svnonym for the repeated argument is used:

Bill reads the newspaper every day.
Thisof information tells him many things.

Metaphoric reference is a powerful stylistic device primarily
used in the written language. Again, the specifiers this,
that, these, and those commonly preceed the nominal used in
metaphoric reference.

i

Generic Reference

Consider the following:

a) Bill seemed very frightened dbout the operation.

b) One would think he was a coward.
Here the pronoun one refers to a general but unstated set of
people. The first time generic reference is used in a set of
predications there is no specific argument it refers back to.
(The reference 1is exophoric). Every other time generic
reference is used I will assume that the reference is back to
the initial use of the generic referent: !

a) Bill seemed very frightened about the operation.

b) would think he was having a transplant.

c) also finds this difficult to accept in him.

In general the understood subject in a gerund phrase will
be considered generic unless the context makes the intended
subject obvious:

Running is fun.
Here there are two predications.

a) \ (G) running)

b) " is fun
The embedded rélationshipv a has to b will be explained in

Chapter 6. Note the use of G in pzrentheses to represent
the generic reference. :

’



Related Argument Reference

Related argument reference occurs whenever an argument is
used in one predication which is logically related to an
argument stated in a preceeding predication. Again I restrict
this type of reference to nominal arguments. To illustrate,
consider the following:

a) Bill bought a new car.

b) The sun(roof)is~One of its best features.

c) The/$500.00.

d) The as 450 horsepcwer.

Here the arguments roof, tires and engine are all considered
"related arguments" to car stated in predication a. There are
four types of related argument relationships:

1) Part to Wholb: The examples above illustrate part to
whole, related argument reference. Here roof, tires, and
engine are all parts of the whole car. This category is
restricted to those objects which have. physical parts. It is
important to note that these parts can be stated prior to the
whole. In such cases:the reference is in a forward direéction:

a) The sun(Zoof)is one of its nicest fatures.
b) The alone cost $500.00.
c) The @ has 450 horsepower.

d) In all, Bill's new car is the nicest on the block.

As predication _c_l_ above illustrates 'many times a noun in the
genetive form preceeds the statement of the "whole".

2) Member of a Set of Class: To illustrate this type of
ralated argument reference, consider the following:

a) Animals are intelligent beings.
b) can understand many things.

c) @ are considered as smart as human infants.

d) Evencan learn complex tricks.

S7



56

Above, dogs, chimps, and rats are members of the general set or
class called animals. Reference to set or class membership
occurs whenever specific set elements that have an identifiable
set name are used. A common technique for signaling this type
of argumental relationshir is to state the argument naming the
set or class first and the use of one of the following words to
refer to the members of the set: each, both, few, nor,
nothing, all, neither, either, some, any, the other, another.
Some of these like some and any are most commonly used to refer
to set concepts that cannot be divided into discrete parts:

I made coffee.

Bill .'wanted

.(The reader should note that I am taking liberties here with
the terms set and class which usually refer only to discrete
collections of objects.) Others like other and another convey
the meaning that a previously stated argument has a "twin", or
that something exists guite like it.

Biil used the green boat.

Mark used the

all, neither, none, and nothing refer to all or none of
the members of a set.

I made coffee.

Illona wanted '

Finally cardinal and ordinal numbers may be used to signify set .
or class membership:

The players left after the game.

@ went directly home.

3) Owne rship/Possession: In dgeneral owner/posselssor
arguments signal an ownership/possession form of related
_argument relationship.

Bill is nice.
His @ is the best on the block.

Occasionally an owner/possession argument signals a part to

o3
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whole or member of a set relatad argument relationships:
a) The car was very expensive.

b) Its alone cost $500.00.

a) The team did win this Yyear.

b) Its(quarterback)was the best in the league.

4) General Function: The final 'type of related argument
relationship is the most general. Basically it covers any
entity related functionally :.to. another argument. To .

illustrate, consider the following:

a) The Olympics were once held in Los Angeles.

b) Thedid a fine job that year.

It 1is generai knowledge that the event, the Olympics, 1is
organized by a committee. Hence, the- use of committee in b
above establishes related argument relationship with Olympics
in a.

wh-Word Reference

Probably the most complex type of argumental reference is

wh-word reference. When wh~word reference is used, a
relationship is established between a wh-word 1in one
predication and an argument in another predication. The
wh-words I refer to here are: who, whom, which, that, what,
. when, while, where, how, however, why, whoever, whomever,
whichever, whenever, wherever, and then. There -are many
different variations to wh-word reference. To begin the

discussion, consider the following:
He was a man whom I liked.
This is the most common format for wh-word reference. There
" are two predications; one embedded in the other as a dependent
clause with the wh-word in the embedded clause referring back

. . .
to an argument in the main clause:

He was a man .

‘IHIE'E/Ij;ed.




58

A wh-word when used for wh-word reference (some can be used in
other ways) will always perfomrm these two functions. That is,
it will always: 1) refer back to an argument in another
predication, and 2) have an argumental role within its own
predication. 1In the. example above whom refers back to man in
the main clause, and it serves as the object argument within
the dependent clause. Below are examples of other wh-words
used in similar ways:
1) Mary is the one that I like.
a) Mary is the one
b) (thatyI like.
(that is the object argument of predication b)
2) Bill id~ntified the man who stole the money.

a) Bill identified the man

b) stole the money.
(who is the' agent argument in predication b)

3) Mike knows a plalce where he can buy a car.

a) Mike knows a place

b)u, 4 car.

(where is a location argument in predication b)
o 4) It was a day when nothing went right.
a) It was a day
b) ng went right. o
(when is a relative time argument in predication b)
~ —W—- -
5) He knows the reason why I-called.
a) He knows the reason

b) I called.

(why is the stimulus argument in b)

60

t e




-2

59

6) It was a day for which they had waltedo iy Years.

a) It was a day . -

/ dthey had wan.ted many years.

{(which is the subject matter argument of b)

The argumental functions the wh-words in the examples above
have within their own predicatiqn are most easily seen when the
predications’ they are in are stated as independent rather than
dependent clauses. Below I have reworded each of the six
examples and stated both predications as 1ndependent clauses:

1) a) Mary is the one.

. b) I like the one.

2) a) Bill identified the man.
, b) The man stole the money. -
3) a) Mike knows a place.

b) He can buy a car at the place.
4) a) It was a day.
b) Nothing went right on that day.
5) a) He knows the reason.
b) I called for the reason.
6) a) It was a day.
b) They had waited many years for that day.

The wording is awkward in some of the examples above (primarily
because the position and types of arguments used for argumental
connection are most commonly expressed using wh-word reference
in our language), but they do illustrate that the wh-words
stand for arguments that have a legi:imate argumental function
within their predications.

In many speaking/writing situations the wh-word i3 so
obvious that it can be deleted: .
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Sﬁé is the girl I like.

The two complete predications here are:
She is ﬁhe girl.
I like the girl.

Nomally a wh-word would be used to reﬂresent the argument g
in the second predication: .

She is the_girl
.

Because the argument g rl is obvious in the second predlcatlon
the wh-word representing it can be deleted and is conSLdered
understood by the listener/reader, There is a syntactlc
constraint on this form of wh-word deletion. It can be done
only when the wh-word is not the subject of the embedded
predication. In the example above the argument whom is the
object argument in complement position in the embedded
predication. If we tried to combine two predications in which
the subject in the . second predication was connected
argumentalF? to another argument in the first predication, we
would find that the wh-word could not be left out. - To
illustrate, consider the following:

I liké the boy. ’
The boy is nice.

These two predications can be combined in the following way:
T like the boy who is nice.

We cannot however delete the wh-word and produce a grammati-
cally correct sentence: ‘

I like the boy is nice. *
Below are some further examples of deleted wh-words. .To
illustrate the existence of the wh-words in these predications
I have used parentheses. ‘

Mary is the one (that) I like.

Mikefknows a place (where) he can buy a car.

o
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I know a time (when) it is convenient.
I know the reason (why) he came.

Another form of deletion common to wh-word reference is
the deletion of the argument that the wh-word refers to. To
illustrate, consider the following:

v

He knows why I came.

Thig is the semantic equivalent of: "He knows the reason why I
came." Here the referent, reason, has been deleted. Deletion
of the referent argument within wh-word reference is commonly
done when the words where, when, what, how, why, and who are
used: ' '

He came'(at a time) when I was running.
He knows (the place) where‘I stayed.
'He knows (the manner) how he left.

He knows (the reason) why he left.

He knows (the person) who did it.

He knowsb(the objecg) what I want.

When the wh-words how and what are used the referent argument
is always deleted. For example it would be considered awkward
in standard English to say "He knows the manner how it was
done." When mapping the relationship between two wh connected
‘predications where an element (either the referent argument or
the wh-word) has been deleted, I will use the convention of
enclosing the deleted element in parentheses to indicate that
it is understood. :

1) I know where he is.
I knpw (the place)
2) He is the boy I like. '~

He is the boy-

Gl T rikes '
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The wh-words whoever, whomever, whenever, whatever, however,
and .wherever are used when the referent argument is not only
Geleted but unknown to the speaker or writer. Consgider the

following:

Wherever John went is probably nice.

Here the underlying meaning of the two predications is:
John went to a place.’
The place is probablyiniee.‘

Because the location argument place is not known by the speaker
the wh-word wherever is used:

John went

(place) is a nice place.

Note the forward direction of the reference arrow here.
This occurs in wh-word reference when the embedded dependent
clause comes before' the independent clause. I am assuming that
the speaker/wrlter intends for the listener to process the two
clauses as a unit, consequently enabling the listener/reader to
look for a referent for the wh-word after the wh-word 1is
stated. Intuituvely, this makes sense. A wh-word in isolation
does not specify an argument only -an argument type. The
listener or reader must look for the specific argument in the
surrounding context. Initially, the listener/reader probably
refers back to previously stated predications. If no logical
referent is found the processing then turns to the predications
stated after the wh-word. To operatlonallze this assumption
when mapping argumental relaqlonshlps I will always draw
reference lines from the wh to the referent--never from the
referent to the wh-word. Below are some further examples of
the use of wh-words with forward reference:

1) whatever it is, I won't like it.

0 @i i

b) I won't like 1it.

2) Whoever it is should leave.

a) it is

b) (person) should leave.

¢
(@p)
[
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3) Wwhenever he comes is fine with me.

a) he comes

b) (time) is fine with me.

4) Whatever it was, it scared me.

a) it was

b) it scared me.

5) Whoever he was, he was handsome.

a) he was

b) he was handsome.

Thus far in the discussion of wh-word reference I have
considered only those cases in which the predication with the
wh-word is expressed as a dependent clause embedded 1in -the
clause with the referent argument. By far this is the most
common form of wh-word reference. ‘There 1s a situation,
however, in which two predications stated as separz - sentences
are argumentally connected via wh-word reference:

a) Bi1ll bought a new car.
b) When did he do it2»

The situation here is ana dgous to wh-word reference in which
the referent argument is deleted. These two predications are
semantically equal to:

a) Bill bought a new car (at a time).

b) When did he doi{f

There is an understood nonrelative time argument in predication
a. That argument is repeated in predication b; since the
argument is unknown it is represented by -the wh-word when in
predication b thus establishing wh-word reference between a and

P_:

= a) Bill bought a new car_ (time).

b) (When)did he do it.

-~ 65
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Basically any time a wh-word question is stated as a separate
sentence, its predication has wh-word reference with another
predication:

. . ~ . &
1) Bill bought a new car. Why did he do 1it? ‘

a) Bill bought a new car (stimulus)

b) Td he do it?

2) Bill bought a new car. Where did he get it?

a) Bill bought a new car (place)

b) (WhereJdid he get it?

Wh-word reference, then can occur in two syntactic forms: 1)
the wh-word may appear in a dependent clause which is attached
to the clause with which it has an argumental relationship; 2)
The wh-word may appear in a separate sentence.

Before leaving the discussion of wh-word relationship, it
is important to note that not all the wh-words always signal
wh-word relationships. Usually this problem occurs only with
that, then, wherever, whatever, and however. To illustrate,
consider the following: ‘ ) )

She knows that I like her.
Here the two predications are:

a) She knows

b) I like her

Although this appears similar to some of the wh-word reference
structures, it is not. The word that does not refer back to a
specific argument in predication a, and it does not have .an
argumental function within predication b. Rather it functions
as a relationship marker signaling a nonargumental relationship
between the predications. (Again, nonargumental relationshig§
are discussed in Chapter 6). The test for‘whétpgr a wh-word
signals wh-word reference is: 1) whether it refers to a
specific argument and 2) whether it has a specific argumental
function within its own predication. To reemphasize this point
let us consider one other example of a clause with a wh-word

. which does not have a wh-word argumental relationship with
another predication:

- ~

<




I will like him whatever he looks like.
Here the two predications are:
a) I will like him
b) whatever he looks like
The word whatever in predication b does have an argumental

function within its own predication (J.t is standard/comparison
argument) but it does not refer back to any argument in

predication a. Hence, we conclude that these two predications
do not use wh-word reference to establish an argumental

relationship.
R

Deleted Subject Reference

Another way of establ:.sm.ng an argumental relationship
between predications is through the use:of deleted subject
reference. I have already indicated that any time a verb

phrase is embedded in a sentence it will be considered a

separate predication. To understand how this is related to
deleted subject reference, consider the following:

The boy running down the street likes the girl
sitting on the porch.

Here there are three predications:
la) the boy likes the girl
b) (boy) is running down the street
<) (girl) is sitting on the porch

If we were to map the argumental relationship that exists among
these three predications when each is stated as a separate
sentence we would obtain: -

a) The boy likes the girl.

b) The is running down .the street.

c) The is sitting on the porch.

When the subject in one predication refers back to an argument
in another predication, that subject and the operator in the
verb phrase may be deleted and the rest of the pred:.cat:.on

-~
3
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attached to the previous preadication producing wnhat traditional
grammarians call participial phrases:

The boy running down the street likes the girl
sitting on the porch.

I will call the type of reference used.in such situat)ions
"Jeleted subject"” reference. By d=finition, then, any
participle or participial phrasa is considered an example of
deleted subject reference. Below are some further examples:

1) The defeated team went intd the locker room.

a) the team went into the locker room

b) defeated,

2) A rolling stone gathers no moss.

a) A stone gathers no moss
-~

b) rolling

Example #1 brings wup- an importanf: point -relative to
deleted subject reference. ‘Here I have classified defeated -as
an embedded predication. However, recall from Chapter 4 that
in the example below tired, puffed, and muscled were considered
as state arguments not as embhedded predications.

He was a tired man with strong hands, puffed and
muscled at the fingers.

In this grammar puffed, tired, and muscled are not consideiwi.
verb forms as they are used ahove. They are adjective formms
acting as state arguments. Recall from Chapter 3. the five
characteristics of verb forms that are classified as adjectives
in this grammar: )

13 Ther can occur before a noun and name an attribute of
the noun:

the tired man
the muscled hands

the puffed hands
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2) They can occur after a stative verb:
He was tired.
‘ The hands were puffed.
The hands were muscled.
3) They can be premodified by an intensifier:
very tired
ver}“( puf fed
very muscled
4) They can take compafative and superlative forms:
. . o more tired than before
» + . moOre puffed than before
. » » more muscled than before

5) They cannot be stated in the present progressive
tense: L

He - . 2ing tired. * .
The hands were being puffed. *
The hands were being muscled. *
Hence, in this grammar tired, puffed and muscled do not qualify
verb forms and cannot be considered embedded predications.
teated, on the other hand, is not an adjective, but a verb;

{s is illustrated by the fact that it can be stated in 52
present progressive tense:

The team was being defeated.

D:2leted subject reference can also produce infinitives.
Consi:jer the fc¢llowing: '

He left to stop crying.
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The two predications here are:
a) He left.
b) He stopped crying.

The subject he in b has been deleted and the verb expressed as
an infinitive and then embedded in predication a:

a) He left

b) to stop crying

Gerunds may also be produced via deleted subject
reference:

Bill likes running.
a) éill likes

b) running

However, as was stated in the sections of this chapter on
generic reference, many times "the deleted subject in a gerund
or infinitive is generic.

1) To run is fun.

a) (G) to mun

b} . is fun

2) Running is fun.
a) (G) running

b) is fun

When this is the case the embedded predication is coded as
havying generic reference "rather than-deleted subject.

-A final type of deleted subject reference occurs primarily
in the spoken landuage between some wh-word gquestion forms and
their answers:

Questicm;\ What must Bill do now?

Answer:l his best shot.
b ~ @
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Whole Predication Reference

Often an argument in one predication refers to an entire
predication or entire set of predications not just to an
argument in another predication: '

a) Bill hit Mark. .o

-,

b) This bothered Mark. ; 2

Here the argument this in predication b refers back to the
action expressed in predication a. I will map such
relationships in the following way:

1) a) \Bill hit Mark./
b)ﬂothered Mark.

This convention shows that 'the reference is to the entire
predication not to a specific argument in the predication.
Commonly the words it, this, that, and which are uséd to signal
whole predication reference:

2) a)\ Bill hit Mark.,
b) Mark didn't li_ke

3) a) \ Bill hit Mark./
b) HMark di;rm@

4) Bill hit Mark, which bothered Sally.

a)\ Bill hit Mark

b) bothered Sally

This is probably the most flexible of the common whole
predication markers. For example, it is sometimes used
cataphorically to signal a relationshié to a subséeguent
predication:

= IS

What I want to say is this: I like candy.

Oftentimes this and that are accompanied by another general
word for a predication (eg. fact, event):

71
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a) \Bill hit Mark.,

*_\/,, .
b) this fact) bothered Mark. ' '

‘Note that in these examples the reference words it, this, that,
and which have an argumental function within their own predi-
cations. This indicates that the predications they refer to
could be substituted as arguments in those predications. I
have illustrated this below wiFh the four previous examples:

1) That Bill hit Mark bothered Mark.

2)  Mark didn't like that Bill hit him.

3) Mark didn't like that Bill hit him.

4)  That Bill hit Mark bothered Sally.
When an embedded predication performs the function of an
argument in a predication I will classify the relationship as
something other than whole predication reference; that type of

relationship is discussed in Chapter 6.

Occasionally here, there,'so and not are used for whole
predication reference:

a) \Bill quit school early.
b) He was wrong

a) Some people say

b) kthere's going to be an eafthquake&
¢) I think(pot.y"

Situational Reference

Situational reference occurs when one predication refers
to the general situation in which a previous predication
occured. To illustrate, consider the following:

a) \(The day was warm and friendly.,

b) (There)was not'a cloud in the sky.
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Here the. argument there in b refers back to predication a.
Situational reference is similar to whole%predicatibn‘reference
in that an entire predication is referenced, but it is
different in that the predication referred to does not jnor
could not have an argumental function within the second
predication. For example in the illustration above we could
not put predication a in d#place of there in b:

The day was warm and friendly was not a dould in the sky.*
The purpose of situational reference is to 7 describe the
circumstance under which a previous predication occurred not to .
give one predication an argumental function within another

predication. Commonly the words it and there are used to
signal situational reference:

a) Bill walked home today.
b) was a“/hice day. .

c) was not a cloud in the sky. -

Qj

were birds in the trees.

Y P
!

d)

-

@

Reference by Nominaliéation

The final type of argumental relationship I will call
reference by "nominalization.” Note that for all previous
types the reference was from one noun (or pronoun) to another
noun argument or from one noun/pronoun argument to an entire
predication. rReference by nominalization occurs when an
adjective or adverb argument in one predication is stated as a
noun argument im another predicatior. o

Sally way beautiful.

nice quality. "

Sally runs quickly.

oy

Quickness)is a nice quality.
This type of reference can also occur in a forward direction:

Quickness is nice.

S | 73 :
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CHAPTER 6

NONARGUMENTAL RELATIONSHIPS BETWEEN
PREDICATIONS

In <Chapter 5 I discussed the various types of argumental
relationships that can exist between predications. We saw that
argumental connections represent one sStrong cohesive thread
running through discourse. But predications can be connected
in ways that are not related to the arguments within them. To
illustrate, consider the following: '

Mark hit Bill because Bill isn't nice.

In these two predications there is an argumental relptionship
created by same word refeyence; Bill in the second predication
refers to Bill in the firgt:

¢

5 Mark hit Bill. €%
because ' ‘

Bill isn't nice.

Other - than same word reference there is another type of
relationship binding these two predications together=--a
relationship signaled by the word because. "  The second
predication has a causal relationship with the first. That is,
the action in the first predication was caused by the
information stated in the second. Such a relationship I will
call nonargumental because it is not dependent on the sharing
of an argument between predication. For example, two
predications can have a causal relationship without having an
argumental relationship. '

I went home because . .« -
Bill was” hurt. !

This is not to say that predications that have a nonargumental
relationship with one another can not also have an argumental
relationship. Indeed, . predications commonly have both types of
relationships forming two separate but-related networks binding
predications'together. In this chapter we will consider the
various types of nonargumental relationships that can exist
among predications. I have divided nonargumental relationships

into five different groups: 1) relative time, 2) cause, 3)
addition, 4) cont{ast,\and 5) embedded. We will consider each
separately. e :

-



73

RELATIVE TIME NONARGUMENTAL RELATIONSH&PS'

o

- In Chapter 3 I touched on the concepts of relative and
nonrelative time when I discussed relative time arguments.
Nonrelative time is expressed via an argument; for the most
part relative time is expressed via a relationship marker
attached. to a predication. ~ To illustrate compare the
followings.

a) He went to the dance Saturday. . -
b) He went to the dance before he went to the movie.

In a there is a nonrelative time argument, Saturday which
places the event "he went to the dance" on some temporal plane.
In b there is a relative time relationship marker, before,
which connects the predication "he went to 'the dance" with the
predication "he went to the movie". Specifically, the
relaticnship marker before establishes a. time frame for the
predication, "he went to the dance", which is relative to the
predication "he went ~to the movie." Relative time
nonargumental relationships, then, always identify the time of
one predication relative to the time of another predication.

There are three subtypes of relative time relationships:

1) subsequent action, 2) prior action, and 3) concurrent
action.

Subsequent Action

Subsequent action rglationships convey the information
that one predication occured after a previously stated
predication. Most commonly the two related predications are
stated in separate sentences and connected by one of the
following relationship markers:

afterwards, next, since, then, later, in the end, shortly,
subsequently, hitherto, so far, as yet, finally, after
that, after this '

egs Bill went home. ' ¢

- After that, Mary left.

Bill went home &

subsequent action
[after that]

Mary left

s
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Note that I will map nonarqumental relationships by drawing the
reference lines to the right of the predications ‘and stating

~the type of nonargumental relationship along with the

relationship markers enclosed in brackets.

Predications with subsequent action relationships can also

be expressed in a single  sentence. In such cases the
relationship markers before and until are commonly used.
£\ .

Bill left before Mark left.

Bill left &

subsequent action
[beforel

Mark left

When a group of ~predications with . subsequent action
relationships are stated together the following relationship
markers are commonly used to establish an “"ordering” to the
set: first, initially, second, secondly, third, etc, finally,
lastly, then. -

eg. a) Bob did many things on his vacation.
b) First, he went to San Francisco.
c) Second, he visited the ocean.
d) Then, he saw his parents in Seattle.
e) Finally, he drove slowly home.

a) Bob did many things on his vacation €
subsequent action
[first]
b) he went to San Francisco £
’ subsequent action
[second]
c) he visited the ocean <
subsequent action
{ then]
d) he saw his parents ifl Seattle - <
. subsequent action
, [finally]
e) he drove slowly home : :

Subsequent” action relatibnships may also be signaled
without the yse of a relationship marker. This occurs only
under the following conditions: ‘

1) the predications are adjacent and . - -
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2) both predications have dynamic verbs in the past or
past perfect tense, indicative moved and . . .
“ 3) ' the actions expressed in the predications not only

could not logically have occurred simultaneously but
also quite likely occurred in sequence.

To illustrate this consider the following:
a) Bill played football.
b) He played basketball.

Here we have two adjacent predications with verbs in the past
tense. However, unless we have further information we cannot
say that they quite likely occurred in sequence. Consequently
we would not code b as having subsequent action relationship
with a. Contrast this with the following:

a) Bill awoke. &€
subsequent action AJ
b) He ate breakfast.

Here we have two adjacent predications with verbs in the past
tense and the action expressed in b quite likely occurred after
tﬁ%t expressed in a.

The decision as to whether adjacent predications have a
subsequent action relationship commonly must be made with
certain embedded verb phrasés. Consider the following:

He walked, ran and skipped.
a) He walked

b) (he) ran

c) (he) skipped

Here we havé adjaéent predications with past tense verbs but no
information as_to their sequence in time. ' But consider the
following: : :

He walked, ran and then skipped.

a) He walked €&
subsequent action

b) (he) ran <
subsequent action [then]

¢) (he) skipped
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Here the inclusion of the relationship marker, then,
betweea the second and third predications is enough.evidence to
indicate that the speaker or writer's intent was that the
threz actions, walked, ran, and skipped, occurred in sequence.'

Finally, subsequent action relationships can be signaled
by an entire predication acting as a relationship marker.

Bill léft. This was done before Mary left.

a) \Bill left J _
b) was done ¢ _ i

subsequent action
[(before]

c) Mary left

Note the construction he re. Thls ine b establishes whole
predication argumental reference . with aj “thus, b is a filler
predication for a. The relationship marker before establishes
the subsequent action nonargumental relationship of ¢ to b. In
effect then ¢ has a subsequent action relatlonshlp with a.
This use of a filler predication 1is quite common with
nonargumental relationships. Rather than map the* relationship
as has been done above I will frequently use the convention of
calling the entire filler predication a relationship marker and
coding it in the foliowing way.

a) Bill left < .
‘ subsequent action -
[this was done beforel

b) Mary left

Prior Action

Predications with prior action relationships are commonly
stated in separate sentences with the later 1ntroduced by one
of the follow1ng relatlonshlp markers.

earlier, 1n1t1ally, in the beginning, originally, at
first, previously, beforehand, formerly, before that,

before now, until then, up to now, by now, by then

Bill went home. Earlier Mark had gone. !

a) Bill went home €

prior action
[earlier] -

b) Mark had left

2
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H
9

. . . . . L .
When a prior action predication 1S embedded in another
predication the relationship marker after is commonly used.

Bill left after Mark left.

a) Bill left € .
prior action

. {after]
b) Mark left

Prior action predications may also take the form of an embedded
past participial. )

—

The defeated team sat in the locker room.

a) The team sat in the locker room &
‘ prior action

b) (team was) defeated —

Note that there is an understood operator, was, in predication
b. An entire predication can also be used as a relationship
marker. - ‘

Bill  left. This was done after Mark left.

a) Bill left &
. ‘ prior action
{this was done after]

b) Mark left

Concurrent Action

~

_ Concurrent action relationships indicate that the action
expressed in one predication occurred simultaneously with the
action expressed by another predication.

/
They crossed the river with Bill paddling furiously.

<

a) They crossed the river & ‘
; concurrent action’
[with]

3

b) Bill paddling  furiously

Wwhen predications with concurrent action relationships are’
expressed in separate sentences they are commonly introduced by

one of the following relationship markers:
. 15

O
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simultaneously, concurrently, contemporaneously, in the
interim, meanwhile, meantime, at this point, at the same
time. X

Concurrent action predications are also commonly stated as
embedded subordinate clauses and introduced by. one of the
" following: when, while, whenever, as, and then.

[

He came while Mark was watching Tqé..
a) He came (time) ¢ A =
concurrent action

b) _.Mark was watching T.V.

He left when I left.

a) He left (time) &

b) ft
- & .

Note that while and when abdve signal wh-word argumental
relationships along with concurrent action nonargumental
relationships. This was explained in Chapter 5. -

concurrent” action

s ,» It should be noted here that when and ‘then do not always
signal concurrent action relationships. Specifically when the
clause introduced by when is in complement position to a

" transitive verb the relationship signaled by when is ‘strictly
*~ argumental (wh-word). "

I know when he will arrive.
a) I know (time)

b) (whenyhe will arrive.

Then signals a concurrent action relationship only in
certain situations.  To illustrate, consider the following:

Last summer Mark lived in Seattle.
He was happy then.

Last summer Mark lived in Seattle._ (time) &
concurrent action

.

He was happy{ then.

Here then signdls» a wh-word argumental relationship and. a
concurrent action nonargumental relationship. Then signals a

-
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“concurrent action relationship only when it also signals " a
wh-word argumental reXationship. ' More commonly them signals a
subsequent action relationship. In such cases it dges not
signa) a wh-word drgumental relationship.;

¥

He left. Then Bill left.

He left é‘ - T
’ subsequent action
[then]

Bill left

A I should also note here anothér important situation
involving the use of then. \ : ‘

Last summer Mark lived in Seattle.
It was then that he was happy.

1L .5t summer Mark lived in Seattle “— —
’ : concurrent action
[it:.was. then that]

(4
he was happy. -

Again note that I have coded ‘the entire [predication "it was
then that" as a relationship marker. 3 -

Concurrent action predications are also ""éxpressed as
embedded present participlés. T -

I saw the boy running down the street

a) I saw the boy &
concurrent action

b) (boy) running down the street

Present particfbles\ usually signal a concurrent action
relationship; gerunds do not.

Bill likes running.

a) Bill likes

A

b) (Bill).running
Here the action in b does not occur simultaneously with that:

expressed in a. A{
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Again filler predications can be used as relationship
makers.,

Mark left. This was done while Bill was leaving.

al Mark left &
concurrent action
[this was done whilel

b) Bill was leaving

Finally concurrent action relationships may also take the
form of an embedded verb phase that has the same verb tense as
the verb in the predication in which it is embedded:

Bill was walking -and singing. &
concurrent action
fand]

777 1) singing

Note . . walking and singing are both .past tense progressive
mood. Concurrent action in. this format: can be considered the
complement to subsequent action -relationships signaled by an
embedded predication that could not logically have occurred

< imultaneously. The condition for concurrent actiod
predications with the structure above is that the predicatiods
"quite logicelly occurred simultaneously”. Above it is logical

that walking and singing occurred concurrently. However,
consider the following. ' ' :

.Bill was running and skippiné.
a)  Bill was rgﬁning
b) (B11l) skipping . J

Here running vand skipping could not logically have occurred
simultaneously. Hence they can not be . coded - as having a

\

concurren?. action relationship. "3

Wwh-word Argumental Relationships and Nonargumental Relative
Time Relationships

Before concluding the discussion of relative time
relationships it is important to highlight the overlap between

. c2rtain wh-word argumental relationships and nonargumental

relative time relationships. Specifically when, ‘whénever,

while, and then when signaling wh-word argumental relationships

also signal concurrent action, relative time, nﬁon%rgumental

ey

Re
L
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relationships. It should be noted that in su.c . cases they are

a‘so coded as relative time ar © within their own
predications. In general the onl ams in coding occur
with then, when and while. While ¢ :ignals an argumental
wh-word relationship; consequent.l, . always signals a

concurrent action, relative time nonargumental relationship.
™ jz2neral XEEE always signals a wh-word argumental
relationship except in the case where the clause it introduces
is in complement position to a transitive verb. Then signals a
wh-word argumental relationshipg only in certain, rare
situations. It is more commonly Gsed as a relationship marker
for subsequent action relationships.

o~

CAUSAL NONARGUMENTAL RELATIONSHIPS

.Causal nonargdmental relationships are actually a subset
of relative time nonargumental relationships. That is, without
t+: concept of time there is no causation because causation
implies that one event or condition always preceeds some other
event or condition in time. There are five subtypes of causal

‘relationships: 1) direct cause, 2) reason, 3) result, 4)
inference, and 5) condition. We will <consider each
ceparately. '

Direct Cause

Predications that have a direct cause nonargumental
relationship with another predication are usually embéedded verb
phrases introduced by the relationship markers by, ‘from, or
by/from/the fact that. S

[N

v
Yo

il

He won the contest by swallowing ten goldfish.

a) He won the contest &

direct caﬁée\_ 1
. [by]) J \
b) (he )} swallowing ten goldfish. -

Again a filler predication can be used as a relationship marker
for direct cause. .

I

!

He won thecontest. This was done by swalloWing ten
goldfish. )

~a) He won the contest. ¢
: direct cause
{this was done by...]

b) {he) swallowing ten goldfish.




Again recall that a’ more. accurate mapping of the role of tne
Filler predication would be..- ,

3
a) ™\ He won the contest/
b) (Thisfvas done <
ol

i)

~ direct cause
tby]
c (he) swallowing teun goldfish

Here predication b is a filler predication which carries the
relationship marker by and acts 45 a surrocate for predication
a via the whole predication reference cre. :d by this in b.

Reason

A predication that has a reason nonargumental relationship
within another predication commonly takes the form of an
egbedded infinitive phrase:

a1 threw water on Bill to wake him up.

Here, predication b is th= reason for predication a.

He threw the water on Bill <«
reason
(he) to wake him up . .
l .
This ié the most common form for reason predications; an
embedded infinitive with a deleted subject argumental
relationship with the predication it is embedded in. Embedded
reason predicat?ons can also be expressed as dependent clauses.
In such cases they are commonly introduced by one of the
following relationship markers: o )

because

in that

so that

since

so

because of ¢
on account of

for the fact that - b
for s

He went home because the baby was sick.

El{fc “ | / 84
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3

He want home ¢ -
reason
, [because]
the baby was sick.

Embedded reason predications also commonly take the form of a
gerund with a subject noun in ghe genetive cause:

He was elected because of Bill's expert running of the

campaign.
a) He was elected < !
reason
[because of]
b) Bill's expert running of the campaign

With such constructions because of and on account of are common
relationship markers although their use in this situation is
considered nonstandard by some.

Reason predications can also be stated in separate
sentences but in such cases they require the use of a filler
predication acting as a relationship marker:

a) Mike threw water on Bill,
(this)

L) is)was done <&— - reason __1
c) {Mike) to wake Bill up
or
a) Mike threw water on Bill & —
§ ‘reason
{this was done]
b) {Mike) =0 wake Bill up -
Result

A predication that has a result relationship with a
previous predication is usually s %@d in a separate sentance:,
e

B

a) The hostages. were release
b) Cdnseqdently, the worldfnejoiced.

Here precication b is the result of predication a,

-

ERIC ~ 1 90
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a) The hostages were released &
result
L«on*equaLtly]

b) the world rejoiced TR

(Note -that there is no argumental relationship between
predication a and b. ) Predication b is the result of the
action expressed in a. Result and réason relationships are the
inverse of one another in a causal sense. Assume event A
causes event B. Event A, then, is the reason for event B;
event B is the result of -event A, .when, analyzing predications
for reason and resulkt nonarqumental relationships, I will
assume a backward ‘diréctidn of reference. That is, I will
analyze the reason or result relationship a predication has
with previous predications only--not with predications  that
come after 1it. Consequently, in the examples above we would
not code predication a as the reason for predication.b.

When stated in separate sentences result predications are
usually introduced by one of the following relationship
markers: :

consequently

hence

now

therefore ’ .
thus '

as a consegquence

for all that

~as a result j
whereupon

therefore

accordingly

hence

the result was (is) that

this is the reason why

= . .
Note that the last three relationship markers are themselves
predications. Again, their syntactic function is that of a
filler; their semantic function is to signal the relationship

between two predications:

The hostages were released. The result was that the world

rejoiced.

a) The hostages were released.<

b) the result was 9—1 result
c) the world rejoiced. !
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Result predications can also be embaedded in another

predication. When this is. the <case they are commonly
intiroduced by an intervening predication acting as a
relationship marker. Commonly, relationship marker

predications such as the following are used:
\

resulting in the .act that AR

resulting in .

which caused

The hostages were released which caused the world to

rejoice.

a’) the hostages were released {&—

b) which caused — r(;sult

c) the world to re:joice ’

Res:lt predications can also he embedded in anothgr predication
without ar .ntervening predication acting as a relationship
marker: ’

He was too tired to go any farther.

a) He was too tired ¢
result

b) (he} to go any farther

He played so hard that he almost hurt himself.

a) He played so hard &—
result
{that]

b) (he) almosc hurt himself

I

This type of embedding occurs only when the predication that
receives the embedding contains a state or manner argument that
is modified by an intensifier (eg., too tired; so hard).

Inference

Closely related to result rel.at_ionships are inference
relationships:

87
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7Y

Mary is leaving for the summer. In that case, she should
prepare well.

a) Mary is leaving for the summer &
; : inference
(in that case]

b) she should prepare well

Here, the meaning is that predication b is an implied result of
predication a. Most of the time, inference predications are
stated in separate sentences and are introduced by one of the
following relationship markers:

else
othemwise

in that case
then

When they are embed. . inference predications usually take the
form of a clause introduced by a predication acting as a
relationship marker: ‘

Sally has a test Monday which mean: *hat she should study

ha xd.

a) Sally has a test Monday &

b)  which means _N; _ & infersnce
- [that]

c) she should study hard

or

a) Sally ha= - «onday €

‘infe rence
[which means that]

b) she should study harxd

Condition

As the name implies a condition relationship carries the

. message that the action expressed in. one predication is a

condition for the action in another:
We can leave now that :Bill has arrived.
a) We can leave & . " \

inference
[now thgt}k

\\

b) Bill has arrived

86 ) \'.‘j-".n‘. :
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Unlike the coding procedures for reason or result relationships
I will allow a forward coding with condition predications:

Now that Bil. has arrived we can leave.

a) Bill has arrived € .
. condition
[now that)

b) we can leave

Most commonly, condition predications are embedded and are
introduced by one of the fol%pwing relationship markers:

now that providing that
supposing that considering that
granted that ' admitting that \
assuming that presuming that
seein¢ that% : unless... then

as lorng as in as much as

in su far as if

where when. .. then. ..

no sooner...than if only

even if )

.

Note that many of these relationsuip markers are predications.
that necessarily have generic subjects:

We will leave at eleven providing that Bill arrives on
tinme.

a) We will leave at eleven
o condition .
(providing that]

b) Bill arrives on time : J
or
4
) we will leave at eleven <—
_ condition
by (G} providing . -
. [that]
c) Bill arrives on t ."n

O 84 '



Additive
predication is similar to another predication.
types of additive relationships:
~.mtatement, and 4) summation.

88

ADDITiVE NONARGUMENTAL RELATIONSHIPS

t
relationships signal that 1in some w&y one
There are four
1) equality, 2) example, 3)

We will consider each.

.

Equality

Wwhen two predications have an equality relationship the

intended message is
considered v ry similar.

identical or
Frequently equality predications are

that the predications are

expressed as separate sentences and introduceé by one of the

following relationship markers.

also, moreover, equally, too, besides,
more, what is more, likewise,
addition, besides, at the same time.

further,
similarly,

Bill was tired.

a)

b)

He was also hungry.,

Bill was tired (
equality
Talso]

He was hungry.

Note that when also and too are used as relationship markers
the verb is commonly expressed as some form of do.

Bill likes girls; Mark does_tdo.

a)

b)

Bill likes girls & :
equality
[too]

Mark does

Equality predications can also take the form of a main clause
attached to another main clause via the relationship marker

and.

He plays basketball, and.he runs track.

a)

b)

He plays basketball ¢

he runs track

equality
(and]

Su
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They may also be embedded in the form of verb phrases attached
to a main verb and introduced by the relationship marker and or

as well as.

He runs and plays.

a) He runs ¢
equality
[and]

b) (he) plays

Wwhen a string of embedded verb phrases occur, I will consider
all of them as equality predications. )

He walked, ran .. skipped.

a) He walked &
equality
b) (he) ran &«—
equality
{and]

c) (he) skipped

crerlap between equality

It Js important to note the
form and

‘nonargumental r 1tionships expressed ir this
subsequent or concurrent ac*ion relationships expressed in this,
same form. That is predicacions. with equality relationships
expressed as embedded verb phrases frequently also have
subsequent action or concurrent action relationships.

He was laughing and singing.

a) He was laughing & -
equality
concurrent ~ction

".[and]

b) (he) singing

I should also emphasize here .a point made in Chapter
4--namely, that there is a difference between additive equality
predications’ and compounded arguments that have been added to a
predication. Again, a predication must have an' explicitly
stated verb. Arguments without verbs that have been added to
predications are not considered additive predications~-simply
compound arguments. Thus, there is only one predication in the

‘owing example:

She 1. Marx, Sam, and Fred.

b

e
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However, there are three additive predications in this
example;:

She runs, jumps and plays.

The distincﬁion may seem trivial at ‘first Dbut it is an
‘importaht one to the application of this grammar. We lose no
information by not considering added arguments as predications,
but we make language analysis considerably easier, a prima:ry
consideration for any’ language analysis tool.

Equality predications can also be expressed as an embedded
verb phrase intrcduced by the relationship marker like.

He walks like Bill walks

a) He -.ralks

/T
equality
[like]

b) Bill walks

Finaliy =quality predica ions may be signaled by the repetition
of a verb in adjacent predications.

Mike plays basketball.

Bill plays basketball.

i

¢ a) Mike plays basketbali.. €

equality

D) Bill plays basketball.

Example 8

- .
Predications whichi have an example relationship with

another predication are commonly stated in a separate sentence

and introduced by the relationship marker for example.

He does wonderful things. For example, he visits the
sick. B

a’) He does wonderful things. &— .
' example

[for example]
. ]

b) he visits the sick.



Example predications may also be stated in separate sentences
and introduced by a predication functioning as a relationship
narker, '

He does man“ wonde i~ il things. To illustrate, he visits
the sicke. :

a) (He does many wonderful things. <

N

b) (G) to illustrate __J__ﬁ_ example

c) he visits the sick.

¢« = . or . . .

a) He does many wonderful things ¢
example
[to illustrate]

b) he visits the sick

Wwhen a number of examples are given they may be orde red
and introduced by one of the following relationship markers;

first, firstly
second, secondly
third, thirdly
one, two, three
for a start

to begin with

next

then

finally

last but not least
most importantly
for one thing

for another tliing
ancther example would be
another instance

(Note that the last two relationship markers are themselves
predications. )

There are many reasons for Bills sucess. First, he is
intelligent. Second, he has a good staff., Finally he is
good with people.

93_
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a) There are many reasons for Bill's sucess.
. , axample
b) he is intelligent - [first]
axamnple
c) he las a ynod staff ' [seccond]
example

Cq) he is-good with people (finally]
Bgsfﬂtement ’

When a predication has a restative relationship with
another predication it simply "states again" the information
presented ‘in the predication. Restatement predications
commonly occur in separate sentences. and are introduced by one
of the following relationship markers: :

even

indeed

actually

in fact

namely

that is

that is to say

another way of saving it is

Again, note that the lust two relationship markars are
predications:

Bili is my friend. Tiat is, I am close to him.

a) Bill is my friend,
b) is restatement

c) I am close to him

e. s o O & o

a) 8111 is my friend &
restatement
([that is]

b) I am close to him

Bill was not afraid. Indeed, hg was courageous.

a) Bill was not afraic. €—
restatement
b) he was courageous [indeed]}

'
”

[
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Sqmmation

The final type of additive relaticnship that can exist
between predications is that of summat:® - n. A summative predi-
cation makes a generalizatioh about the information presented
in a preceding ser of predications. They always appear in
separate sentences and are commonly introduced by one of the
following relationship markers:

altoy-ther

over:l

theo

th

t -

a. all

i1 wiclusion

1 b

in a aduse
blicf

ool ly

n short

to be briet \
o
g to conclude /
to summmar125
to sun up

Again, the last four relationship markers are themselves predi-
cations. when mapping a summation relationship I will use a
special conveption. To illustrate, consider the following: !

Mary is tall. She is intelligent and she is charming. In

short, she is almost perfect.
- \

a) Mary is tall

b) She is intelligent ¢

c) ahe is charmming
summation
[(in short]

d) ° she is almost perfect
I will enclose all the predications that the summaticn predica-
tion refers to in a set parenthecis and draw the reference line
to that set. It is important to note heo—--that anlysis will
always proceed in_a. backward direction. In other words, a
summative statement can not come before a set of predications
The following, then, contains no summative statement:

T
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G, Mary.i§ almost perfect. She is -tall. She is-intelligent.
She is charming.. ' : .

-—ivenLnsEéadf_I‘QilL;codeﬂghia_as_JjuiﬁL;p:edica;igns_jhat have__an
example relationship with the first statement:

a) _ Mary is almost perfect.

. 2 4 .
N ,( b)  She is.tall ) : .
| c) She is intelligent — ' example
Feg . 3 AN -
. d)  She is charming —— S .

— y e

'\ This is a dlfferent pattern from that of summatlon. Heré, a’

‘generallzatlon has been made and is supportéd” by “three &xam-
ples.  The cdding illustrates thise. . 1 -

bl

‘ : ' CONTRASTIVE NONARGUMENTAL RELATIONSHIPS
Contrastive nonargumental relationships are the negatlve
counterpart of additive relatlpnshlps. Whexre additive rela-
tionships indicate similarity between predications, contrastive
relationships - indicate dissimilarity. There are four types of

contrastive relationships: 1) - antitheses, 2) comparison, 3)
alternative, and 49\ concession. We will consider ‘each
separately. ’ T
“ R ' 3
. N ,
Antithesis W ‘

1 ‘\ °
Predications thatfhave an antithesis relatlonshlp convey

the message that Mehis ‘information 1s directly OppOSlte in
meanlng from the prev10us information:-

. He wag short~but he could leap well.

Here, .the relatlonshlp marker but lndlcates that the two predl-
cations have an antithesis relatlonshlp. When such: predlca-
tions are stated in separate sentences they are commonly intro-
duced by one of the following relatlonsh;p markers: :

alterhatively .
-or rather
worse  still
“ what is better
what is worse

Fonm
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I would rather say

\ . eontrariwise
contrastingly - - o

conve rsely '

oppositely

on the contyrary
s else - ]

“otherw se B .
# on the, ofher hand ' '

on the contrary

by way of .contrast

b

N J
- Mark is very tall. 'By way of contrast, his sister is
‘short. : -

~ . [

a) ‘Mark is very tall. PR —
antithesis
[by way of contrast]

k3

-

- b} his sister is short

o , . o }
when predications with an antithesi® relationship are stated as
main clauses in the same sentence,'but or yet are commonly used

as relatlonshlp markers:
v &

He told Mary one story, but he told Paul another.

a) He oold Mary one story -{
’ antithesis
[but]

b) he told Paul another

As in the case "with addltlve=relatlonsh1ps predlcatlons.w1th
antithesis relationships can be embedded as verb phraseS°ﬂ' :

He told Mary one story but” told Paul another. - g L

AY . B
a) He told Mary one story ¢ - = e
‘ o antithesis ;
[but] s
p)  (he) told Paul another _ .
i . /
Commonly, with embedded verb phrases the zelhtionShip pquer_

not 13 used L , ‘o

He was laughing'not crying.'

a) He was laughing & : - . R
_antithesis
b)  (he) cxying - ; [not]

~

g
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'Comgarison

.
° . vy wd ¢

3

_'Predlcatlons with'® comparlson nonargumental nelatlonshlps

are commonly stated in separate sentences and 1ntroduced by one

of the following relatlonshlp markers- ‘ . > L
in comparison ' Lo o
by way of comparison R Lo .
‘by comparison ) » A

. Bill is tall. By comparison, his‘sister is shart.

a) Bill is tall & ﬁf
' - s T ~ comparison
: ' ' (by comparison]
b) h1s sister’ is short - — -

' Bas1cally the message conveybd by a- compar1son relatlonshlp is

the same as that conveyed by an antithesis relatlonshlp except
that the: magnltude of the dlfference is not consldered as great

' 1n the case of compar1son. . : .
T N ]
S Comparlson may also be exgressed by the negatlve ‘particle
not;plus like plus ‘a main clause. , g
He can‘not run llke Bill runs.. C . I
a) He can run . . ,
’ comparison' ,
Do P ~ [not like] S
b) Bill runs - ' ‘ '
8 : \‘ ;' .
Alternative T Z»" N
: y & . P < < ©

N When predlcatxons have -an al,ternatlve relatlonshlp wi th
.one another ‘they | are stated as -‘equal pos51b111t1es, both of "
whlch can -not exlst at once or nelther of which .can exlst.

{Either Ve wilL'come or he will go.

]

‘. [N . ¥ 4
T . A . L i < . e P
.5’ - a),  ‘We will come évw . e %,
oo . . > PR
PRI S e N e - alternative
U e . . A .. [either.v.orl™
i :fu~b)u~_he w111 go Cor ' o
”\ * . . . . ¢
T ) He w111 nelther win nor lose. . ‘ ey e
S T . ) o . - S e ] . !
¢ . ) 7 ¢
< 1 ’ -
. b ’ 2, ] . ' - P
o . / - . & o
5 . \ ¢ ° s\ . 98 . S
\ < BN s
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a) He will win' é—— o : .
- alternative
[neither...nor]

b) he lose

) rd v :

Commonly,’one of the following relationship markers is used to
introduce p;edlcétlons‘w1th an alternatlvu relationship:

¥

-

either...or
neither,..nor
rather than,
sooner than

L . A

7 Concgssion

Concéssion_,telationships carry the -meaning  "what was
 previdusly stated is not a ‘copdition for or a factor
influencing the next predication." Commonly, predlcatlons with
Sbncession relationships occur in separate sentences’ and are
) lntroduced by one of the follow1ng relatlonshlp markers.
< . ) V]
however L . ..
anyhow .
besides ;
else
nevertheless
nonetheless
not withstanding
only
stitl
' v though
.in any case - e
in any event
for all that
in spite of that
all the same
anyway
although
.at any. rate g
in any g¢gase

s

'y

> - regardless of this. ‘
except for _ . i .
~ except for the fact that .

Bill was “cut from the« team. However, his spirits remain
»thigg. '

'



-~ \
a) Bill was cut from the team ¢ =
[} .
. . S conce581on

. 3 - el . " [however)

v b) his spirits remain high = o -
: ] .

R . 'When embedded verb phraees,have’a concession relation with

the predication in which they are embedded they are introduced {
by the relationship marker without. '
, F —_—

'He came without calling.

o s
a) He came €— ‘ i -
T ' . ’ concession Y.
.. {without]
b) (he) calling —- .

¢ .>_ ’ . . ¢

' EMBEDDED NONARGUMENTAL RELATIONSHIPS
Quite frequently an entire predication is used as an
argument w1th1n another’/ dication. Consider the following:

That Sally was not at the dance bothe red Blll.
Here there are”t:> predlcatlon;: ‘ *
a) \§all§ was.not at tﬁe daééel;
S mtherved. sl rena) S

* - ’ . .

Predlcatlon b has no single argument ‘which performs the role of
subject.. Instead predication a serves this functjon. The re
are .six argument types which “can be filled by &an embedded
predication: 1) stimulus,.Z) affected, 3) subject matter, 4)
nject, 5) described and, 6) quallty. We will consider each.

|.3’ . . . . )\
¢ N

Embedded Stimulus Predi&ationS' Yoo : :

As‘ was. descrnbed in Chapter 3 stimulus argumentsc are
* commonly introduced by one of the followxng“axq?ment markers:

because of ‘ : .
on account of 3 : '
for 4

£ rom

for : of ’
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= ) : ™~ K . y
W\‘{en these are used to int roduce embedded predications the
predlcatlon is coded as having a  reason nonargumental
relatlonsh:.p. (See section on ."Causals" in this , chapter.)
Embedded stlmulus predirations are restricted to those with the
"'follow:mg characteristico: '

iR}
<

1) ‘ The embedded predication is in sub‘Ject position.
2) . The embedded predication 1is not introduced by a
" relatlonshlp marke . b . -
3) The matrix predlcatlon (that ’which holds the embedded
" predication) has 4 verd that requires an® argument -
® with same causal involvement in the action expressed '

by the verb. . ¢

L3

-

p
s In effect the indentification of a stimulus category for
nonargumental relationships expands the causal . category of
nenargumental relationships discussed prevaously in this
chapter. = That is, we could say that there are six types of
causal nonargumental relationships:. direct cause, reasen,
result, inference,, conditich and ‘embedded stimulus. For
language analysis. purposes however, I will not include embedded’
stimulus in the general causal category. Below I have mapped
some embedded stimulus predications.
L]

The fact that s.he loves me helps me through the day.

=3

ﬂ/’-

- . stimulus
' : o [the fact that]

\ b) _ ! helps me through the day.

a) .\She loves me /

Note that when mapping nonargumental relatlonshlps I will leave

the' argument slot empty in the matrix predigcation and draw the

. ,reference arrow from the empty argument slot to the

é predlcat:.on, :indicating that syntax is a signal to -the
: argumental relat:.onshlp. : oo

“

Embedded Affected Predications

Affected arguments are always inr subject position; are
* never introduced by a rélationship marker and occur only with
verbs that do”nots require the subject to be causally involved’
in: the act:Lon ‘expressed by the verby Such verbs are commonly .
called proce,ss verbs (eg. contlnue) _ \

- A‘Embedded affected predlcatlons can take many syntactic.
fo * : : -
4 - ' *

o
-
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J
. o g
Loving continues in the midst of war.

a) \ {G) loving / L 5
. affected

b) U continues in the midst of war.,
A ;

, :

,\ The fact that men fall in love continues in the midst of

war. :

men fall in 1o,vej affected :
[the fact that]

b) l " continues in the midst of war.

n

a)

Bill'é"_feéring' of .heights continues.
a) \Bills fearing of height
- ' affected
" b). 1\ continues '

+

!

-

-3 Y s
Embedded Subject Matter Preaicapfgns

As was stated in'-Chapter 3, subject matter arguments are
generally in post verb position and are always introduced by °
one of the following relationship markers: about, on, "_f_gx_r_, 3_1:_,
of, with. *When embedded' predications are used as subject
matter arguments’ they follow this -same format: v

?
Nt

They talked about the fact that Bill left. .

"

\ .

a) They talked akout P e
) ’ < subject mat.er
w * [the fact that]

p) Bill left

Note that T"aboyt" is ‘the argumept ' marker signaling the:
argumental function; “the fact that' signals that’ the
-predication has a nonarqumental relationship. Embedded subject
‘matter argquments are gquite frequently expressed as gerunds but
never as infinitives: ’

P
’

They talked,) about living.

. a) Theyiralked‘ about : &

Y
subject matter

b) . (G) living : ' — _ s

N

102
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X They talked about to live. * . . "
v \ ) .‘ .
* Embedded subject matter arguments may also have the following
format: C ' ‘

. | : . .

I was sure he was here. : '

Semantically this is egquivalent to. , -
: * - v

f was sure of the fact that he was here.
v

Above of signals the argumental function and the ¥Yact that "

signals the honargumental . function, of the embedded-

predication. . .
-

-

o
Embedded Object Predicaticns

* basically aj residual- category to describe arguments in postverb ¢
position to dyndmic,’ actiye voice verbs which could ' not be

classified as recipient, ditection or subject matter arguments
and to describe unclassified arguments in subjectimatter,
position to passive voice dynamic verbs.: With embedded
predications the object category will be use to, describe: -

Recalj(from Chapter . that the argumetal type, object, was

1) * .enbedded pred{pations in céhpfgment position to
dynamic, active voice' verbs which. can, not be
. classified as subject matter arguments,

- 2) embedded predications in subject  position with

passion voice dynamic verbs. '
o ’ .

There are only four types of embedded predications that

may occur with dynamic predications:  stimulus, affected,

subject mdtter and object. Of those only stimylud and affected

predications are usually found in .subject positions with active

.voice verbs. Only subject matter and .object predications can
be in complement: position with active voice dynamic verbs and.
only" object predications --can be in sibject position with ~

passive voice dynamic ve¥bs& ‘Add “to- this the fact) that only

subject matter embedded preditations can be introduced by a
relationship_ marker and we- have a fairly straight forward:

protes ‘forsidentf%ying embedded predications within ‘a matrix

;predicztion that has ,a dynamic verb. If ~an embedded
predication is intféauced1ﬁby "a relationship . marker it is.

- automatically classified -as a .subject matter predication. If

' fit is in subject position to a,_dynamic, active ‘voice verb it is

, -either a stimulys or qgfected"pfedicaéion dgéending on whether -
. oy N o " E [ . / A s 4
/

.
&
~Lu




102

| . , .
or not the verb requires a subject that has some. causal
_influence on the action expressed by the verb. If the
predication can not be classified as-subject matter, stimulus,
or affected and is in complement position then it is classified
as an object predication. . Below I have .mapped some- object

predications:

‘I like the fact that Bill is here.

al\ I like . .
: ) objecdt
[t{xe fact that]

‘ b) -Bill is here

I know Bill is nice. )

o . | ~

a) I khow  —— , BN
object
f b) Bill is ni.cey =—mmmJ ' | .
. ' ,
Embedded Described and Class Predications’/ ' -

- /
*

: Pregiications.embedded in matrix predicators with rstative
verbs are classified as either described or class predicatiohs.
If the embedded predication is in subject positibn to an active
voice, stative verb it is clagsified as a described

“ predication:

Winning is nice.

-

a) (G) winningy v :
' b) _L__ is nice. R .

* - If the embedded predicat'ion is in complement position to an
active voiceiverb, it is classified as a class predication.

LoVe is never hurting anyone. ' - )

a) Love is ' ——

. - ) .
.b)- (G) never hurting anyone — e z .

o et ) s
ARGUMENTAL RELATIONSHIPS BETWEEN PREDICATIONS VS. EMBEDDED
PREDICATIONS WITH ARGUMENTAL RELATIONSHIPS

It"is important to clarffy here the differencea between
argumental relationships. betWween predications and embedded \

* «
.. : ’ . A
' : "
o - .
. . .




! 103

e

‘ It is important to clarify here the difference between
arqumental relationships between 'predications’ and embedded .
predications that serve an argumental function. To illustrate
this distinction ‘consider the following: '

-

He left to stop crying.
Here the two pre&iéations have an argumental connection:

) a). 'He left .

b) to stop crying

He re 'the predications are again connected argumentally éy
the deleted subject he; however, preditation b also serves + the
function of object in predication a; without predication b, .
predic"atio_nni would make no sense. The basic test for whether

., a’ predication serves an argumental  function. within another
predica lon is ' whether 'that other ‘predication makes sense.
_ without it. FPor example, if we deleted predication b above,
predication a would make no sense (He wanted...). However, in
the prior example (He left to. stop crying), the matrix
predication’ he left does make sense without the embedded
predication, (he) to stop crying. v "

Special care must be taken when coding predications that
have a wh-word relationship with a previous ’predication.

. eg. Bill knew when, Sally left.

At first glance it 'fnight ‘appear that the predication when Sally
Meft acts as the object of the predication Bill knew. But
recall that these two have a wh-word relationship.

. Bill knew (time)

(when)Sally left

. The  object of the predication Bill' knew is actually an
understood.time argument; Bill knew the time Sally left not the
fact that she left.. Semantically this .is quite different from
meaning expressed by an embedded predication with an argumental
function. Consider the set of predications He wanted to stop
crying. Here the entire action (he) to stop, crying is the

object of the action He wanted. A simple rule of thumb to
follow is that a predication which has a wh-word relationship
with another predication .can never concurrently have an
argumental funétion within ‘that predication. ! ‘

/

3
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»

: -I. should highlight the fact héare that *the wh-word that can
- signal a wh-word Yrgumental rélationship and an embedded
nonargumental relationship.but not both simultaneously. It 1is
the only word that can function in this manner., When it
introduces a predication with a nonargumental relationship it
will . be classified as a relationship’ marker. Wwhen it singals’
an argumental mlatlonshlp it will be classified as a wh-word
slgnallng wh-word reference.
A

I should also note here the semantlc similarity between
embedded nonargumental relat;onsh::ps and whole ppedication
argumental reference. Consider the following:

-

a& Whole Predication Argumental Ref'e_rence

l -
! W ; Foo

« \(Bill hit Mark /
othered Mary.

b) \\ Exhbedded- Predication, with Argumental Function.

’r

(

That Bill hit Mark

A bothe red Ma ry. e A

As these examples illustrate many types oﬁ embedded argumental
relatx.onshlps are semantically identical to some- amgumental
whole predlcatlon relationships. . .Indeed, in some discourse
g rammars these two types of
he same general' heading.
ased on form- rather than| function. Aas was stated previously,
whole predlcatlon referente, is signaled by a word (this, that, .
which) whlch has- .an argumental function ~within ” its wn*
prechcatlon. .With embedded relationships one predlcatlon is
logically and syntactlcally incomplete without the other.

~ Another way of say:mg this is that with whole ‘predication
reference both predications pareslogically complete without the
other. With an embedded predication functioning -3 ah aggument
this is not the case. Oge predication is logically incomplete
without “the other. My decision to separate the two types of
relationships, then, is based on syntactlc grounds.

~
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CHAPTER 7

MEAQ'URING AliGUMENTAL CHARACTERISTICS

%

In “this chapter we will consider a number of indices with .
which to quantify various argumental characteristics. T will °
present measures that cover - three different argumental
characteristics: 1) argumental type, 2) argumental depth and,

. 3) ‘argument sophistication. For. :L...lustrat:we purposes we, will
‘kbe analyz:mg ‘the gssay below: = - - :

-

o -
: o .Jn.m Thor;pe was a. great man and he loved sports.
He lived sports all h:Ls life. When he was little he
lived on an. Indian reservation. ‘ He went to college
when he got older. He ‘wenit ~ out for football,
baseball, and track. He - was outstanding in
. @verything he tried. When he was on vacation. from .
school - one tTfme he. pla\yed"'Tr a small fam team and
got paid for Ait. That next year he -went to the.
Olympics. , He won the: gold medal in. the'decathelo_n;
The Olympic commlttee found out that he had played
baseball for money and they took /away ‘his trophies
and medals. His l:Lfe started go:Lng down after that.
Then he became a coach. '\_\ : ‘ . ‘
. ..\a ° '
' ' ~ 7
¢ DEVELOPING A PREDICATION BASE

b ) .
! "The flrst step in performing any type of quantltatlve

analysis is to d:Lv:Lde the language sample into predlcatlons. I
have done this below for the sample e¥say. : :
1) Jim Thorpe was q_great man 3 .

and \
2) he loved sports.

[

r o 7

o 3) He lived sports all his life.
"42 . When he was 1Xttle

a =
-

(.«5) he lived on an Indian reservation. Ty
6).,.;},‘ Hexnt to college SRV
7) when he got older. _ J , -

K\ - 8) He went out for football, baseball, and track.
. . R \.\ TN e R
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'

9) He was outstanding in eve r,‘ythix_;g
10) he tried.

11) Whén he was on vacation from school one time

1/2)" he played for a small farm team - o /

pd ' "and g ’ /
//'" 13) goz paid for it. - ‘
v : That next year ‘ -

14), he went to the}olympics.
15) He won the gold medal in the decathelon.

16) The Olympic committee found out
/ - that = ° K

17) he had played baseball for money ’

and :

18) they took away his trophies and ‘medals.

’ After that
"19) his life started going down.
Then »

20) he became‘*a coach.

The operating; principle (to use when  identifying
predications is that every verb form or part of a verb fomm
(with understood deletions) is considered a separate
predication. : o
| Note that I have separated the relationship markers
signaling nonaxgumental relationships from the predication.
They are written between .predications. = In Chapter 10 I will -
discuss the specific types of nonargumental relationships these

markers signal., Here they are separated so that we might more .

easily identify the arguments within predications. - |

_ Once.  the ,predication in a language sample have been
identified it /is a fairly simple task to identify individual
arguments and/ predicates- within predications. Below I have
done this for the twenty sample predications. Arguments are
coded a; predicates are coded p;

3

1)  Jim Thorpe (a)/ : loved - Ap)
was " @) : sports .. (a)
great (a) E o
man (a) 3) he (a) 3
‘ lived : (p)
2) he (a) J . sports (a)
‘33: P
£
v @

?
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‘all c l (a) ‘ 12) he : ', (a)

his . (a) . played ' (p) .
life . © (a) _ for team (a) ¢
: small - = . (a)
4) when (a)’ o . fam . (a)
~ he b . (a) E .
. was (p) S 13) got paid | (p)
little -7 (a) for it (a)
S e (@ am) omel @
lived ' (p) ‘ want ,  (p) B
on reservation - (a) . ‘to Olympics (a) .
’ Indian C o (a) 7 B o
. v ' S 15) he. : S W —
" 6) He . {a) ' © “won .- (p) -
. vent (P Cgeld . ()

to college T (a) : N medal : (a) - o
: : - in decathelon (El//f/’

7 when (a) _ \ , .. ,
' he (a) . /,4ﬁ6):volympic///(/f/’(q) °
got . (p)..— . committee (a)
~ . older _._ -7 (a) . found out (p)
8) he | o (a) - 17) he . (a)
went out " (p) - had played (p)
for football (a) . baseball (a)
bageball L (a) . for money (a)
and track- - (a) . .
‘ . 18) they (a)
9) he o (a) DR took (p)
was’ (a) ' away . (a)
outstanding (a) 4 his . ; (a) @
in everything (a) _ trophies {a) N
A . ) _ and medals (a) .
10) : he » - (a) . : S
. tried o (p) 19) His - . (a)
. ' S S : life “(ay
11} when L (a) . started going (p)
he - (a)y. down' | (a)
was - (p) _ ' ,
on vacation . (a) 20) -he- - (a)
from school -  (a) . became . (p)
one s (a) ' ; - coach (a) - .
time - (a) 7 '

¢ .
,

L . - e . ‘
There are a few conventions I have used which should be:
explainéd here: - ; : . ‘

‘ R 110




-

a).

b)

c)

Q)

type:

e)

£)

i

_argument markers are.included with the arguments they'

introdiuce (eqg. "on reservations" predication #5).

The articles a, an and the are excluded from the
analyses. = . :

’ . ) . .
Proper nouns are congidered one drgument (eg. "Jim

Thorpe").

The ending'preposition on a two part verb is
considered part of the verb (eg. "found out" in

predication #16).

Auxiliaries and semi-auxiliaries-are considered part

-of the predicate.

Markers for compound argumgﬁts are included with, the

i’
‘arguments they introduce (eg. "and track" in

predication #8).

ARGUMENTAL TYPE R

One of the most straight forward ways of analyzing

argumental characteristics is to quantify the diversity in the

use of argumental types. Below I have coded eqch argument by
N

-~ .
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| Arguient .. | Type | Argument \_\/Ty)e
: o, C RYES R I \{'
Jim Thorpe ~ | “described E baseball". subj mat-
“was - | predicate-l’ and track " subj mat
great )] quality Qe : C ~
_man, . class® o " He" | described
: -2- . 3 | was . oo ‘predicate
- THe , . ‘|- agent ~outstanding - - | quality
loved predicate in evthing - | situation
. sports _ object B [ T S -
R oL \'.)he‘. A | ageht . ¢
- he =~ agent ‘tried ~predicate
lived predicate * Tl =11 R
sports object “yhen rel time ¢
all ¢ . specifier - ‘he described
his - ownér < was -, | predicate
life .nonrel time \onvag:ation " | situation
-4- . _ from: schl. situation
when rel time one specifier
he described . time nonrel time
was predicate ‘=12~
little quality h agent
-5~ ' playad predicate
he v agent for team stimulus
lived o predicate ‘small quality .o
on reserva’ location fam - class "
Indian + class ~-13- .
-6- got paid predicate
He =~ agent for it stimulus .
went prédicate -14~ .
to college direction he agent
~7- L went predicate
when rel time to Olympic direction
he s described -15- .
got ‘  ‘predicate He agent
older " quality won ‘ predicate
-8~ o gold class
He agent. medal object
went out predicate . in
for football | subj mat decathelon situation
7
I
.
/
7 %
\ 112
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Argiment . | . Type Argument ¢l rype
16— 4 )
Olympic class his owner
Committee agent « trophies . object
found out Predicate and medals ‘object.
.17 o R
hev : agent His owne® "
had played ‘predicate life affected
baseball - object skarted going | predicate
‘- for money stimulus down direction
-18-~ . -20=
they agent ‘he . | described
took . predicate became - V.predlcate
away  direction -coach class

’ azguments

argumental type.

Y .
Before considering the spec1f1c dec1510ns made for the
above let us consider some general deCLSion rules for

twenty-six different argument types:.

agent

-instrument

stimulus
descrlbed
affected
recipiéent

- subject mattei

situation
dlrectlon
object

state

quality

class
standard/comparison
owner/possessor
nonrelative time
relative time
location
existence’

- attitude

duration
exclamation

intensifier/diminisher

manner
specxflcatlon
accompanlment

\
\
\
N
\

&
#

Recall, from chapters 2 and 3 th@t there are



a: Many of’ these argument ‘types have £ 1rly salient, features
and ‘can be easlly identified if one 1is well acqualnted ‘with
those. features.- The differences between other argument types
‘is less obvious' and requlres the " use of "decisidn rules” to
insure. consxstency of .classification. i will- conslder_flrst
i&hose argument types with the more salient features.a

The follow1ng g argument types © are 'falrly easily
1dent1f1ed. : S o e ' .
i recipient ) . R o
s tandard/conparison N
_ , owner/possessor -
. nonrelative time e
' relative time R
duration, , = \\' t
location : \
_direction ' ’ ' ' \
' existence R '
e attitude : . , "
-~ exclamation '
; specification
| manner ' L
. ' intensification s o
/ accompaniment
. \ i

2. Although discussed in chapters 2 and 3‘1 I will briefly
rev1ew the characterlstlcs of each:

-\

...
.

" a) recipient N S "
o recelver of somethlng via the action’ of the
predlcate and some ‘other argument. e
0 includes any word that would be , élasslfled as,
the direct object i adltlonal/grammar.
o frequently is introdaced by the argument marker
to.
Ny o can in subject position when the verb is)

_pass1 e. - °
eg. ill was’ glven the ball by Mark.

b) standard/comparlson'

o . stabllshes a frame of reference for a manner or
@ quality argument. ,
o is always introduced by an argument marker:

A



1) more + quality + than + standard/comparlson
‘or = d . argument
‘manner' 5
'argument : . : v
eq1 Hg' 'was' more tired “than Bill.

&

2) for + standaru/comparlson argument )
eg. he is.a "good basketball player for a.

' : shorﬂ'person.’

I3

4
N

o+ shows possessidon or ownership.
occasionally is introdugced by the relationsi
- ' maker of.
- eg. This is a posse5510n of Bvll‘s.

c) owner/possessizzl

. o) posse551ve pronouns always ‘Indicate an ewnnr/
possessor argument. - . ’
a) - nonrelative time: » ¢
o . identifies the time in which’  a predication

.« occurs but does not contrast that time with the

time of a prev10usly stated predlcatlon.

s
o a closed "class of adverbial forms are always
nonrelative time arguments (eg. nowj.
o - a closed class of nouns are always nonrelative

‘time arguments (eg. Saturday). These nouns can
occur with or without argument mdrkers.

L

e) relatlve‘tlme' ; /
o} limited to a . set oijh-words which lnclude when,
while, then, and ‘whenever. They slgnal a

relative time relationship {concurrent actlon)
with some previously stated predication.

£) duration:l

B ~
o identifies the duratidn in time of the action of
" a predlcatlon. ,
o closed class of ad)ectlves and adverbs always
- T 7 signal duration argument T
o the word times lS a duration_ argument when

preceeded by i, pedeler argument naming

quantlty (eg. "four tlmes Yo TE -
o _ nduns which identify events or spec1f1c times
(eg. "Saturday the game") are duration arguments.

‘e
.
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when 1ntroduced by one of - the fOllOWlng argument

» markers: during, for,. until; in, through,
= . throughout, from to ’ . per, ali.

:J,.

‘o' ' .identifles the location in which the action
/ . expressed by ‘a- predication occurred or “the
f location of .a spec1f1c nominal argumenb within a
i predlcatlon.g
o - a closed set of adverbials are commonly locatlon

"/ : arguments (eg( "here, there").

/’_ o nouns which name speC1f1c places or objects are
location arguments when introduyced by one of the
" following rargument markers-' at, -from, in, out,
on,’ undernehth, by, above, over, on top of,
beneath, between, insider, '-near, opposite,

under;
h)e direction: ‘ o N
o identifies the ditection of the action expressed
, by the predlcatlon.
o closed set of -adverbs are commonly direction
, arguments (eg. here, there).
o nouns which name speC1f1c plactes or objects can

be direction arguments when *introduced by
appropriate arqument makers (eg. Mat, from").
. ‘ S :
i) existence: - _
L3 .v‘

o llmlted to use of the word EBEEE. 1n subject
pos1t10n. .
- . ) W
j) ttitude:

expresses attitude of the speaker about the
‘ information presented in the predication. ’
o closed set of adverbs are always attitudinal
arguments (eg.- "luckily, actually").

i /

k) .exclamation:

o purely emotive statements “that accompany a
predication.: -
o] interjections are always exclamatlon arguments.
)
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© 1) specification: .Y : : ‘ f
. sy 3 ) . > ’

' o> identifies amount or quantity . of a  nominal

6  closed set of determiners, ’ predeterminers,

demonstratives, cardlnal/ordlnal onumbers, etca

are always specxflcatlon arguments. ‘
e
HST

4
m). manner:

°

! " L ) .
“ * ) P ‘ ... -
- o  identifies manner in whict the action expressed
by the predication-occurs..
Ko I most commonly 1y adverbs are manner arguments.
o nouns can be¢ manner arguments when introduced by

argument markers "with or without". o
o adjebtives ‘¢ansbe manner arguments when etfgdded
ay

. - - . in the amgument frame: _in "a or .
manner"”. . o .
. ‘ . Yoe . . - @ .
J s © n) intensification: ) ' , ° ¢ "
[N - — . ’ . !‘
o ,,vintenSLfles or,, diminishes the - infogmation oo
. presented in an argument. e,
i o closed set of adverbs are always lntenSLflcatlon
arguments (eg. nearly, hlghly). /
’ 4 : .. '
o). accompaniement: . i
- N
o identifies the element that accompaniéé'br did ’
" not accompany some other argument in the action
‘“expressed by the pred1catlon. - il
o nouns ' introduced by the fOllOWlng argument

markers are considered accompan1ement/arguments- .
along Wlth, with) 'without, except, except for,

K

Again thé argument types listed above are’ relatlvely easy
to recognize given a knowledge of their charactenlstlcs. The
remaining ‘argument, type ‘can .cause ‘more- confusaon° agent,
“instrument,; stimulus, descr1bed,‘ affected, subJect matter,
situation, object, state, quality, and class. To facilitate

ff'thelr identification dec:.s:.on trees ﬁre presen ed below. We

* Wwill first consider:’ argument types 'that can,/.be in subject
position in pred1cat10ns with active Vvoice prddlcate Those
arqumeht types are: described, affected, ‘instrument, agent and
stimulus. The following decision tree can be’used to tdentify
these argument types when context does not make * the type
obvious. .

El{fC‘ N | '11'7 ////o ‘

Aruitoxt provided by Eic:



LY . . . *
- 1 Is the verb stative or dynamic?
. N N - :‘ N '
) ] 4 ) - o : - . 5
gtative \ _dﬁxainicl
’ N does the verb
| b "described" ’ * | indicate action?

x | S iy
R o " YES 3.

C e
©

o | o, - ’
' e Is the subject the
g ' v ' v | primary cause of
- "affected" the action? ' '
NO IR _ C YES .
4 ‘" Is the subject
"instrument" . .abstract? v
NO ***gj - YES
\ ‘ . Q [ESu—
L . ' i o
"agent" "gtimulus" -

o Wwhdn thetverb in a predication is in the "passive voice
these  MBecision rules can be applied to the argumnets in
complement position. ) ‘<

~

Quality, class and- state 'arguments are usually f‘ourgdm"i
complement position in predications with stative verbs. he
are’ a'lso—»—cqmmorily_hfﬂgpnd in prenoun _position act/;i'ng as

modifier. “For the most part two of these three argument- types

also have relatively salient? features. Class ‘arguments -are.
always nouns; state arguments belong to a closed set of verbs

and adjeé:tives (see Chapter 3). -‘Consequently when deciding

_among quality, class and state arguments, quality can be used

as a residual category. That is, if the argument can not . be |
classified as a state. or class argument, it should be

‘clagsified as a quality argument.

n
Yy
a

.
v
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: " S Is argument a .class -
3 N type? ‘ ’
' -w' A -
& Y?S ' [N No
~ Is argument a

"class" . state type?

' Yes ‘ . No
N .
’ “"state" "quality"

Subject matter; situation and bbjecﬁ are the last argument’
types to—consider. ‘Of these subject matter arguments haye the
Specifically they are
always introduced by one of the following argument markers:
about, on, at, of, with, and for. '

-

The major point of confusion

o

garding subject matter
arguments occurs when the argument marke for is used.

eg. He was accountable for the money.’

Recall that stimulus arguments can also be introduced by the

marker for.
‘matter is that stimulus argumen ‘
relationship with the action expressed in the predication. In

The distinction betweea stimulus
ts must have a clear causal

and subject

the egample above this is not the case; hence, the argument

argqument introduced by an argument .marker that can not be
matter argument or any other argument |
Finally object arguments are the regidual category for

clagssified as/a subject
type.

. clasgified—

money is classified as a subject matter arqument.

Situation arguments\>?re the residual category for any

/as --another argument type. These

two residual

arguments t;ﬁ introduced by .an argument marker which can not be

categories

situation and oBject, make &he system totally

'inclu;ive_aqd thd .argument types mutually exclusive.

Given this background we may now discuss some of _the
decisi fis made in the sample esSsay.
argument types were fairly obvious.

‘required more subjectivity in coding th%P the others.

/'/ )

,/

,"I !

>~
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In this. essay =mbst
The following, however, -

LR
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]

FootBall in predication, 8 is a subject matter

argument because the two part verb went out requires -
a subject matter complement much as the verb disguss™
would require a subject matter argument., Note that

basebafl and track which are compounded to football:

are also classified as subject matter arguments. The
conventlon for compounded arguments (see Chapter 4)

is ‘that they carry the argument type of that argument
to which they are /compounded.. In the case "of
antithesis compoundlng the null marker @ will be used
indicating that the " compounded argument does not
possess the qualltles of“the argument’ to which it is
compounded. For example, "Bill liked Mary not Sally"
would be coded as follows: .

o]

Blll - Agent ; - . » ‘
liked - Predicate
Mary - Object
Sally - @ Object

©
n

Everything 1n4dred1catlon 9 is coded as a situation

argument primarily Dbecause it does °not fit- the

description of a subject. matter argument. ( This is
also the case with school and vacatlon in 11, and

decathelon in 15. !

Team in 12 is a stimulus argument. -It is introduced
by the marker for and’ indicates the reagson or motive
for the action expressed in the predlcatlon. This is
also the case ‘with 1t in 13, and money:in 17.

Argument type can be quantified by obtaining a frequency

count for
erguments.

7

direction
subject matter

_quality
" class !

each type and scaling that by the number .of.
The frequencies for each argument type are: L

described A ’

agent .1
object

specifier
owner/possessor
nonrelative time
relative ,time’
location

\

-

B WD 2WRWR AN UGO

situation -
r
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- o i - jl/') M
. stimulus “ 3
affected ¢ 1
TOTAL , 61 ' . .

i

Scallng each frequency by 62, the total number of
arguments in the sample, gives us the follow1ng relatlve

frequenc1es . : B ’ - , . .
: described . .098°
X quality . 081
class . - . 098
agent « 197
. - object .098
specifier ‘ . 033

owner/possessor  .049
nonrelitive time .033 i

relative time ., .049 : S e
location .016 ) ; .
direction. ' .065 ' . ’
subject matter . 049 _
situation: ©. .065 e
stimulus : . 049 ’
affected . ‘ .016

) TOTAL / 1.000 (within rounding error)

ARGUMENT DEPTH

~

' The concept of argument depth is a natural outgrowth of

the.concept of argument levels described 1in; Chapter 4. To

i{llustrate recall the levels of the arguments in the
predication "He wagra tired man with strong hands, puffed and
muscled at thejf}ggétS "

Level 1: ' he was a man .

. S . . .
- Level 2: . @ 3
Level 3: ' "'; strong)” (] |

Level 4:

at the. fingers

To develop an index of argument dept we simply assign each
argument a weight equal to the argument level it leéon.v
Because he, was and man are on the first level they receive

weights of 1; :Secause tlred and with ‘hands are on the second
{

S o125
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level they receive weights of 2. All argument‘then'(including
the verb in the predication) are assigned weights following
this procedure. The average argument depth for a predication
an be calculated by adding up the total weights for a
dication and dividing by the number of arguments and™
pradicates: )
L]
. Arguments Weights
A ﬁ}7 ) o
he &5;‘3,- w’ /

- tired
with hands
strong
puffed
muscled
at fingers

°

W wwhN
‘

/)

’/,,5——~” ©  TOTAL o 20: o

Total Argument Weight 20
Ave rage Argument Depth = Total # of Arguments -= 9 = 2,22

" The average argument depth for this predication is 2.22. Of
course this index can be applied to .a set of- predications to
obtain an average depth for all arguments.

The most difficult part of the process of identifying
argument levels is identification of the first level arguments.

. To avoid subjectivity in such decisions I operationally define

+ . first level arguments as those which fit into one of the

following structures (defined in traditional grammar temms):

1)  Subjeét - Verb
eqg., He ~ rns. o ' §

2) Subject - Verb - Direct Object

eg. Bill . likes Mary.

| - /

3) Subject - Verb - Object - Object Coﬁélement
eg. We - ~voted Bill president.

4) 823259% -"Verb - Indigect Object - Direct’ Object
eg. Hé gave Bill "a present.

5) Subject - Verb - Subiect Complement
- ——gqg,-—He is e\&nice.
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v - N

° [ 3
v

Subject - Verb - Argument Ma rke r+Noun

6) :
eg. He “;27f went  to the store. ’
r)) .,}S&je -~ Verb ~ Adverb v _ :
eg.” He * went" home. ' -

Below I have mapped the argumental levels for the twenty
sample predications, After the levél 1 arguments for each
predication I have also identified the structural pattem (ie.
pattems 1-7 .above) of Ehose first level arguments:

o >

X p
Predication #1

«<

Level 1: (Jim Thorpe) (was) (man): pattem 5

Level 2: : (great)

.Predication #2

F

Level 1: (He) (loved) (sporﬁs): pattem 2

Predication #3

2

Level 1: (He) '(li/\[r‘ed) (sporti): pattem 2
_;LAﬁ@ Level 2: ’(liEE)Fk\\

Level 3: (all) (his)

, Predication #4

Level 1: (he) (was) (little): pattem 5
Level 2:_' (when)

Predication #5

.

Level 1: (he) (lived) (on reservation) : pattermn 6
' Level 2:  (Indian)

_Predication #6 | ,‘ o :

é

Level 1: (He) (went) (to college): pattem 6

e 1y
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Predication #7

Level 1: (he) (goﬁ) (older): patterh 5

+

o

Level 2: *  (when)

Predication #8

vevel 1: (he) (went out) <{(for football) (baseb%ll)
(track): pattern 6.

.

‘Predication #9

Level 1: (He) (was) (outstanding): pattern 5
Level 2: (in everything)

Predtcation #10

Level 1: (he) (tried): pattem 1

K}
g

Predication #11

Level 1: (he) (was) (on-vacation): pattem 6

2 A 7T .

TLevel 2: (when) (time) (£rom school)

Level 3: (one)
N . .

Predication #12

Level 1: (he) (played) (for team): pattern 6

Level 2: . .. _{small) (farm)

Predication #13

Level 1: (got paid) (for it): pattem 6

-,

Predication #14 . -

'Level 1: {he) - (went) “(to Olympics): pattern 6

P

. . ST e
Predication #15 o ; o~
level 1: (He) (won) (mequ): patﬁern 2
N Level 2: B (gold) (in decathelon) : -
. . o ¢




a5,

Predication #16 i . * '_ 7 /
tevel 1: (committee) (found out): pattem 1 /
Level 2: (Olympfc) ’ ) ¢ - |
’Ptedieation w7 o ) :
. o - - C
g Levei 1: (he) (had played) - (baseball): pattern 2~ f
Level 2: ‘(for money) . ff 4 , % .
Predication #18 .. ;
| Level 1: (chey) (took) _(trophies): pattern 2 f
Level 2: -(awayf (his) ' . \j@. ] ;
: N .

¢ &

Predication #19

(started going) (down):/’pattern 7

(his)

, hevel 1: ¢(life)
Level 2:

Predication #20

Level 1: (he) (became) (coach); pattemn 5 /

t
Note some conventions used above.
J

‘o Y If any set of\arguments looks as though it -could be
classified as more than one level I pattern, use the
order in which the patterns were presented t make a

1118 the

decision., For example, in
. arguments. could have® been classified as pattern 7

However, they could |also be
phies")s——

(they took away)..
,,.__e__c.lasstfred—as—pa-ttem—z—(—nthey—too
n order of presentatlon,

, Since pattem 2 preceeded 7
the arguments we re classxfles as pattern 2.

'¢

predlcatlon

J
o Compounded arguments are placed on the same 1eve1 as
the argument to which fHey are attached (egJ/-baseball
and track in predlcatlon 8). / .
¢ %
tgh argument ldvel 1dent1f1ed welghts can be a%SLgned to, ///
:+.each argument. Agaln each agreement receives a weight equal to -
itg 1eve1. ,Below I have done this for the sample a 'uments. /,

El
v
g ;--
o
- ‘

,

«
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5

3
1
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5
Argument We. Argument Wt. Argument Wt.
. =1- -10= - -19-
Jim Thorpe 1 he LN l”ife‘ N 1
was 1 tried 1 started going] 1
.{man 1 1= B down N1
great . 2 he g1 his 2
-2~ was = 1 -20+ .
‘he 1 oh vacation 21 he N I
loved .11 when * “+ 1 2| betame %, 4
. sports o 1 time 2 cocach 1
\ =3=- % from school 2
He 1 one . : 3 .
lived 1 -12~ TOTAL .
sports 1 he 1 WEIGHT 104
life 2 played 1
his 3 for team 1 '
all 3| small 2|
,".:."4- - fam 2
he 1 -13-
was 1 got paid 1
little 1 for it 1
when' * 2 -14-
-5~ he 1
he 1 went . . 1] e
lived 1| to Olympics \ ' :
on reservation| 1| =15~ N ’
Indian 2| he L 1
-6- won 1
He . 1 medal 11 -3
“T"went b - 1| ‘gold 2
to college 1 in decathelonf 2 |¢
-7= T -16- '
.He / 1} committee 1 .
got S found out [~ v
older - |1} olympic 21"
when 1 2 -17- '
—=8= —he — 7 | 1
he 1| had played- 1 L
went out 1 baseball 1
for football 1 | for money 2
baseball 1 -18~
track - 1 they . 1
-9- . . toock - 1
He was 1| trophies 1
outstanding. 1| away 2
lin everything 2.] his 2
*

123
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Note that ahbve I have included verbs’ in the weighting
‘Procedure. Once weights are assigned to arguments an index of
argumental depth can be calculated using. the followiﬁg
formula:

@
-

. ' Total Weights ,
Argumental Depth = ‘total # of Arguments and Predicates
- Iy . A

For the sample essay that index 1is:
. $# ,
. ' 104 . ' S
Argumental Depth = 80 ="1.30

ARGUMENTAL SQPHISTICATION

Argumental sophistication is operaﬁionally defined as the
f requency of use of the arguments and verbs. To calculate this -
average frequence index the arguments must be compared to some
word frequency list. There are many such lists (eg. Carroll et
al., 1971, Thorndike and Lorge, 1943).  Below, using the
Thorndike list I have identified the frequency of use for each
of the arguments and verbs in the sample essay.* Note that I
have" excluded proper nouns "’ and argument markers from this
analysis; I.have also not included any auxiliary verb forms:

©

-

* Following Thorndike's grade level recommendations I have
made the following_numéric translations for this analysis:
AA=1,5; A=3;’49—20=4; 19-10=5,5; 9-6=7.5;-5 and below=10.5

a

~

v



125

Argument Fq. | ) Argumenﬁ' | Pq. Argument Fq.
-1 -10- =19~ .
Jim ngégg- 1.5| he * 1.5 | life alr.s
was 1.5] tried 1.5 started going{ 1.5
man 1.5 f11-u ! down 1.5 |.
great . 1.5 he 1.5 ] his 1.5}]°
-2= . | was 1.5 ~20-
he | "+, |1.51 on vacation |4.0} he 1.5
loved 1.5 when 1.5 ] became 1.5
sports 1.5 time 1.5 coach , 4.0
-3- £rom school |1.5}
He 1.5 one 1.5
lived 1.5 -12- € roTaL
sports 3.0} he 1.5 WEIGHT 163
life 1.5 played 1.5
his 1.5 for team 3.0 .
all 1.5 small 1.5
-4- o farm 1.5 |
he 1.5 -13-
was . 1.5} got paid 1.5
little 1.5} for it 1.5 ‘ . ~
when 1.5 -14- .
-5~ . g | he : 1.5
he 1.5 went ) 1.5
lived 1.5 to Olympics
on reservation } 5.5 -15~
Indian . hHe - 11.5 )
(~6- 1 won ~} 3.0~
He 1.5 | medal - ' 5.5
went . 1.5 ] gold 1.5
to college 1.5 | in decathelon} 0.51
-7- o -16=- ’ .
He . 1.5 | committee 3.0 ' .
got 1.5} found out 1.5
older 1,5} Olympic ° R
when 1.5} =-17- -
Y a8 . ' he . 11.5 '
.he 1.5 had' played. 1.5 S
went out 1.5} baseball °* | 5.5 e
for football 1.5 ] for money 1.5 '
baseball 5.5 -18- " '
track 3.0 they 1.5 Co
. -9- took 1.5
He was 1.5 | trophies 7.5
outs tanding 1.5 | away® ) 1.5 )
in qyerything 5.5} his 1.51.
% ’ h { o




126

N LY

. The average word frequency is then calculated by dividing
the total of the frequencies by the number of arguments and
predicates analyzed. For the example above this average is:-
) Total of Fiequencies 163
Average Frequency = Total # of Arguments = 76 = 2. 1437

. s + Verbs Analyzed

" It is important to note that this quantity is meaningful
only in a comparxative sense. That is, only when compared with 4
other language samples analyzed in the same way does the value
take on any meaning. ‘
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CHAPTER 8 .

MEASURING ARGUMENTAL RELATIONSHIPS‘

In this chapter I will discuss vari&hs ways of quantifying’
the use s of argumental relationships -between predications.
Specifically we will. cogsider four dijfferent areas of
measurement: 1) type of Srdumental relationship; 2) fluency of
transition; 3) conceptual v§. linear reference; and 4) topics.
Prior to discussing these)\ areas Wwe will first consider

., modifications of the-predicatiion base.

1]

THE PREDICATIQN BASE
. . .
_ The procedure for establishing a predication base with.
which to analyze argumental relationships is the same as that ’
described in Chapter 7. The rule of thumb is that'each verb.
form or,part of a verb form represents a predication. The only
difference here is that all understood arguments should 'be

:included. Below I have done this for the twenty sample

predications:

1) Jim Thorpe Was a great man {time)

2) he loved sports. (time)

3) -He lived sports all his life.
W‘\ N

g
4) wWhen he was little

5). - he lived ‘on an Indian\;ijervation. (time) .
6) He went to college (time}-

7) - when he got older.

y v

8) He went out for football, béseball, and track.\(time)

3

9) He was outstanding in éverything (time)
10) (that) he trigd. (time)

11) When he was on vacation from school one -time

12) he played for a s&éii_férm team_ (time)
. / ' l

130
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AN _ P
strings measure fluency or the .extent to which one ,predication
»~ yefers to an adjacent predication. , Conceptual strings measure
the extent to which e‘primazy_line of reference contains sets
of concepts. To illustf?te,iCOnsider the follog%ng:
] ' ’ L4
1) Mark. likes Bill
) : )
2) (@Billyplays footba L '

3)" (Football)is a, great\sport.
4) \

Here there is fluency in that one predication leads to the
_next. In fact the linear primary line of reference would be
one string four predications,long. However, if we“analyzed the
primary line of reference from a conceptual reference
perspective there would be rio strings because the primary line
of reference in each predication focuses on a new concept (eg.
Mark--Bill--football--sports). Contrast this with a set of
predications  that ~contains a  conceptual string four
predications, long: ' " I oo o

.

1) Mark likes Bill. . ' .
2) plays football.

/
3) (BillYfis very intelligent.

L]

4) (HeYis a straight A student.

Here the primary line of rgference focuses on the same concept.
Hence conceptual stripngs can be .said to measure concept
stability for adjacént predications within the primary. line of
reference, . There are a number of useful indices which might be
calculated using coneptual strings. - Below those 1indices are

named and calculated for the sample essay:

. . _ Total Length  (2+5+4+2)
\ a’) Average Length = # of Strings = 4 % 3,25

.~

_ Longest Shortest
b) Range of String = String: - String = 5-2 = 3

L2

AN .' /

Q o ' 1J1i5
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NS

» , : - Total # of Strings _4
. ¢} Average Number of = Total Predications = 20'= .25
Strings per Predication :
d) Number of Strings with = 0
Different-Referents ‘

(This last index would pick up any 'concept' shifts in the
‘primary line of qonceptual reference. )

-

; N L
¢ %5
TOPICS ' ) ,
Thus' far; I have considered. only the primary ‘'line of
reference. By definition this procedure ignores .all argumental
relationships except the first one in a predication.  The
mapping of argumental relationships throughout an antire set of
predications whether or not those 'relationships occur in the

primary line, I will call "topics." To illustrate consider the
following: '

@

a) I like Bill. A

e o -
o | SN .
c)"‘ likesr. : - om ..

Here there are twa topics, I ‘(the speaker) and Bill.

-

I’ Bill ‘ ’
k .
a1 Bill
2. b) mine " he
¢) my he “

) I . . . .
One in\porta‘n‘f convention to follow when mapping topics is to
referefce a concept only once in a predication. to illustrate
consider the following: A R ‘

a) I like baseball. ,

& @I/: good sport. - -

In predication b ‘there are actually two ‘arquments’ that
refér to-baseball in a: it and sport. The reference line is

drawn from it to baseball “ather than from both it and sport to

t.\.
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to baseball. It actually does not matter yhich referent the

reference line is drawn from. I will use (the convention of
-~ drawing the reference line from the first argument that is a

referent. : - - :

u

Below ‘T thave mapped the different topic lines in the
sample essay: :

: |

1) Jim|Thorpe was a great man (time) . .
| . . ' .

2) (he) loved sports. (time)

3) (He) Iived (Gports)all his life.”

Fad \ .
3) When was little o 5

@ lived on an Indian reservation. (tlme)

'5)
6) . went to -c;;ﬁlege (time) . .
7} Whgot older\ -

8) nt out for(?ootball,' baseball, and track.j(tine)

9) Was outstanding in everything (time) .

»

10) - (that)(he) tried. (time)

11) ﬂhenwas on Yacation fromone time
12) Qxﬁayed for a small fam team (time) -

13) ((Jim Thorpe)) got paid for it. (time) \

14) (He) went to the Olyméice. (time)
15) ‘won the g_old medal in the decathelon. (time) _ a

X . _. “
16) The Olympic fou{out (time) '

17) had played baseball for money (time)

18) trophies a (time)

19) life started going down hill. (time) ‘ /
* )

20) @became a coach. (tlme)
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levéi they receive weights of 2. All argument‘then'(including
the verb in the predication) are assigned weights following
this procedure. The average argument depth for a predication
an be calculated by adding up the total weights for a
dication and dividing by the number of arguments and™
pridicates: ) ,
L]
. Arquments Weights
A o~ o
he - /
. . was
man
- tired
with hands
strong
puffed
muscled
at fingers

°

W wwhN
‘

/)

’/,,5——~” © TOTAL o 20: °

Total Argument Weight 20
Ave rage Argument Depth = Total # of Arguments -= 9 = 2,22

-~

" The average argument depth for this predication is 2.22. Of
course this index can be applied to .a set of- predications to
obtain an average depth for all arguments. ' A

The most difficult part of the process of identifying
argument levels is identification of the first level arguments.

. To avoid subjectivity in such decisions I operationally define

+ . first level arguments as those which fit into one of the

following structures (defined in traditional grammar temms):

1)  Subjeét = Verb
eg. He ~ runs. o ' $

2) Subject - Verb - Direct Object

eg. Bill . likes. Mary.

| - /

3) Subject - Verb - Object - Object Coﬁélement

eg. We ~voted Bill president. .
4) Sg&iﬁﬂ% -"Verb - Indigect Object - Direct’ Object
eg. Hé gave Bill "a present.

5) Subject - Verb - Subiect Complement
- ————gqg,-—He is e\&nice.

.
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Here the flow of the primary line of reference does not ‘proceed ;
f rom one predication to the next: ‘ :

Q—a 0 @

We can quantify the extent to which predica.ti‘ohs refer back to
those predications which are immediately preceeding by using
the following procedure: -

1) Idehtify the predicatiori number of the primary line
referent for each predication. Below this has been -
done for the sample essay:

A™ B v : .

Predication | Referent of Primary Lin )
1 _ )
v 2 1
3 2
4 5
5 4
k) 5
7 6
' "8 7
9 8
10 ) 9 'S .
. i ~o 12
12 h 11
13 12
14 13 - .
1% ' .14
.. 16 < 14
e 17 15
. 18 16
19 ‘ 18
20 - . 19

2) Subtract Column B from Column A.. o

A B B-A A B B-A
1 - - 11 12 -1.
2 1 1 2. 1 1
3 2 1 13 12 1
4 5 -1 14 13 1
5 4 1 15 14 1
6 5 1 16 14 2
7 6 1 17 |- 15 2
8 7 1 18 16 2
9 8 1 19 18 1

<10 9 1 20 19 1
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4
&

Note thét'when a 5$reqj.cétion; has, nc referent (eg. predication
1) a.dash is placed in columg B and C. '

3) Analyze column C for strinlgAs of plus or minus 1. In
the -example . above there is one long string7 ranging from
predications 2-15 and one small string firom 19-20. There are a
number of indices which can be calculate using strings:

. ‘ . .
a) Length of Longest String = 14 ’

' 14 H 2
- b) Average Length of Strings = 2 =8" .

c) Range of String Lengths = 14 - 2 = 12

Another way of quantifying fluen@\ is to measure the {distance
between the primary referent in) each pred cation and 7its .
antecendent. To illustrate, consider the followimg.

Bill is my friend. ' .
He 1s nice. . L o N

Here there are three words between he and its antecedent Bill;
- that is, the distance between he and its antecedent is 3. The
distanées,for the primary line of reference i{l our sample ‘essay '
are calculated below: .

B Predication | Distance to Referent
1 -~
2 4
3 2
4 0
5 2
6 5
7 0
-8 2
9 i 7
‘ 10 0
11 0 -
12 ‘8 ,
13 6 '
14 T4
15 4 ‘
16 7
17 12
18 8 )
19 3
20 5
5

v
3
A
B
[2))




135

/{

4

- One conven‘tic;n should be noted here.  When - the’ wh-word

when is used to refer back to an understood time argument (eg.
predications 4, 7, and '11) the distance is automatically con~
cidered to be 0. The average distance between predications is
o calculated by dividing the total distance (65) by the total

_number of predicatioms that have referents:

wn

. 6
Average Distance = 19 = 3.42

-

CONCEPTUAL VS. LINEAR REFERENCE

When mapping the primary line of .reference in the pre-

vious section the referent was considered to be the "closest"”

~ argument referred back to. There is another way of concep-
" tualizing a referent;- that i's,as the "first mention" of the
argument. To illustrate .consider the following: :

1)  Bill is my friend.
2) .. He is a good baséball player.
3) He likes many spoﬁ':s.

' Here the reference linés for he in 2 and he in 3 are both
drawn to Bill which is the first mention of the concept refer-
red to by he. I will call this type of mapping "conceptual
reference" and the former type mlinear reference." Below, I have -
mapped the conceptual primary line of reference for the sample'
essay: S

'

)
'

. . N L
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4) | (Whén)he was littl'e/'/ _

5) lived on" an /Ifx{dian rteservatiorf>('time)!1
6)/ went to college_(time | ] : .
“ ent. to cpllege > | '
e g9t/-older.' : / ,
o 9

: VA . o . |
'8) went;fout for football, baseball, Eind )'track. (time)

é\

Cr

9) 4 ya’é outstanding in everything (time)

he tried. (time)

i
1) @Bt was o vecation frm schest one] e
|
!

12)played for a small farm team~>(time) :

13)t{((Jim Thorpe)) got paid for it. (time)’

14)went 'to the Olympicse (time) E

"15)wor;. the gqld medal in the decathelon. (time)

found out (time)

16)| The Ofympip

1
7)) ha -_{SIEIYe‘d"“ba‘seb’a‘l‘l“for*money‘ﬁ':ime-)‘;l

15) @ ook away his trophies and medals.\\ {(time)
: 1

g

. . |
19) s started: going down hill: (time)
i

' .

. _ ~
20) became. a coach. (time) . : \
o . _ \ _
The Tma-ry line of conceptual reference is most easily
seen #f mapped in the following ways: \ : :

\ '

’ L2 L7 AL
1€2 3 *4->5 6€7 8 9€10 11212 13 14 15 }]6 17 18 19 20 .
-1 1 4 AR A S S N S A
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Conceptual reference :lends itself to some unique inéices.

One index is predication, depth, which is

akin to argumental

depth discussed in Chapter 7. To illustrate predication depth

consider. the following:

3

a) I like Bill.

. ' 3 - .
d) is on the Pacific.

If we operationally ‘define .any predication.
conceptual referent as a leval 1 predication, we

levels to predications as we -did for azguments in
Below thwes has been done for the four sample predications: ;o

;. .Level 1: a

Level 2: b ¢C

-Level 3: d

.

? ¢

without a
can assign . |
Chapter 7.

.

/’:

The addition of reference lines provides a very useful visual

map of the conceptual line of: argumental relationships.
this. mapping has been done for the predicatidns in the sample

Below

essays
Level 1: : 1€
AT AT
§ | | | } ,
Level 2: é’ 3 ? 6 7 8-;{1 12 13 14 15 %7 19 20
Level 3, 4 10 11 16
Level 4: ) — : 18

A pnedicétion depth index can® be calculated

by assigning a-

"weight to each predication corresponding to the level of the

predication. Below this been done

has
predications: - '

for the

sample
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Predication eight
- 3 . —

‘.

-
-
DO BERNWRO NN WWNNONDWN N

~

R TOTAL : 45

The index of predication depth is:.

»
i

b ‘Total Weight _ 40
Predication DepLh = Total # of predications = 20 = 2.25

This measure can be combined with the index of argumental depth
to produce an index of "Total Depth." Recall that the

~wwfoliowingﬁweightsmwerewagsignedmto»thewarguments.inmthemsampleﬂmﬂuw

essay: : ‘ { -

O _ _‘ R | ' : 1.4fl
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Argument Wt. Argument wt.l * Argument =] Wt.
. -1- . ~10- -19-=
Jim Thorpe 1 he 1 life 1 .
was ' tried 1 1| starteéd goingl 1
man - , 1y =11- down 1
-great : 2 he -~ 1{ his 2.
-2= ) ‘was 1 -20-
he 1 I on vacation 1 he 1
loved 1| when " |" 2| became ,° 1
sports .- 1 time 2 | coach 1
-3- T f rom school 2 o -7
He 1 one - )3 ’
~. | lived 1 -12~ TOTAL 1 =
sports 1 he 1 WEIGHT 104
life ,. - 2] played 1 -
his 34 for team 1
*lall 3} small 2
=4 .famm 2
he 1 =-13=, ‘
was 1 got paid 1
little ) 1) for it 1 s
when -1 .2 -14~-
. =B . he . 1
he 1 went 1 ’
lived 11 to Olympics 1 /f/\}\\,
‘on reservation| 1} =-15- , _
Indian 2| he ; 1|
L won 1
He ) 1| medal 1
went 1| gold , .2
to collége 1| in decathelonl 2
-7- o ~-16~ '
{He. & | 1| committee
got 1{ found out .
older 1 | Olympic
when 2) -17-
=8~ ~] he =~ 1 )
he - : 1 had played 1
went out - 1 | baseball 1
for fqotﬁall .1 | for money 2
baseball 1 y-18-
track 1 they 1 .
~9- " took 1
He was 1 | trophies 1
outstanding 1 away 2
in everything 2 his 2
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To obtain a Total Depth Index these argument weights must be
scaled by the predication weights. “That Is if a predication
has a weight of 2 {let's say) then all the argument weights for
the pzedication must be scaled (multiplied) by a factor of 2.
Below I have done this for the arguments in the sample essay: -

-~

\

\\\\ ;'

‘@ - - / _
Argument Wt“444~Argument Wt. Argument Wt.
-1=- ' . N =8~ . -15=-
Jim Thorpe 1x1=2"} he 1x2=2 | he o 1x2=2 |
| was ;1 1x1=2 | went out 1x2=2 | wop' - ax2=2| ¢
man 1x1=2 | for football] 1x2=2 | medal 1x222
great 2x1=2 | baseball 1x2=2 | gold 2x2=4
-2 track 1x2=2 | indecathelon| 2x2=4 ~
he 1x2=2 -9-  =16-
loved - 1x2=2 | He was 1x2=2 | committee 1x3=3
sports 1x2=2 | outstanding | 1x2=2 | found out 1x3=3
-3- : - | ineverything 2x2=4 | Olympic - 2x3=6
He 41x2=2| -10- ] Clo-17- , ’
lived 1x%x2=2 1] he 1x3=3 | he 1x2=2
sports 1x2=2 |¢ried. 1x3=3 | had played . 1x2=2
life 2x2=4 | ~11- ' .paseball 1x2=2
his 3x2=6 | he 1x3=3 | for money | 2x2=4
all 3x2=6 | was . , 1%3=3| =-18- h
. 4= ‘ on vacation | 1x3=3 | they ~ 1x4=4
he 1x3=3 | when 2x3=6 | took 1x4=4
was 1x3=3 | time 2x3=6 | trophies 1x4=4
little 1x3=3 | from school | 2x3=6 | away 2x4=8
when 2x3=6 | one 3x3=9| his 2x4=8
-5= -12-. o -19- e
he 1x2=2" he . 1x2=2 | life 1x2=2
lived 1x2=2 | played 1x2=2 | startedgoing] 1x2=2
- on reservation| 1x2=2 | for team 1x2=2 | down 1x2=2
Indian 2x2=2 | Small 13%2=4| his 2%254 |
" -6 | fam 2x2=4 | =20~
He 1x2=2 -13- he 1x2=2
went 1x2=2 | got paid 1x2=2 | became 1x2=2
to college 1x2=2 | for it 1x2=2 | coach 1x2=2
i -7 - -14~ ‘
He 1x2=2 | he 1x2=2 .
got. 1x2=2| went 1x2=2 | TOTAL
older, 1x2=2 | to Olympics | 1x2=2 | WEIGHT 241
when 2x2=4




3
T e

N ' 141

-
.

The index of total depth is then calcula ll by dividing
the total weight by the number of arguments:

Total Scaled Weights 241
Total Depth = Total # of Arguments = 80 = 3.01

8 T )
Conceptual Strings

Recall that strings were- used to measure fluency' within
the primary line of linear reference. This same procedure can
be applied to the primary _line of conceptual reference; that
is, strings can be ‘identified using the primary line “of
COncebtual reference. Below, this has been done for the sample
essay. : . - '

'..
A . B
" Predication , Conceptual Referent
: : A

strihg
¢

e

sS@ing

.10
11 _ I 1
12
13
14 o
- 15 .

string

e
W ONOO Uk WN =
“'—-\_r"_-‘ \-———\f———';l ‘V

16 14
17 : 1
; 18~ ) 16 .
19 - = 1 4, String
20 JEN

v .- _ _

Here strings are talculated differently; likewise their
interpretation -is different from that for linear reference.
First let us consider the calculations for linear reference.
We subtracted the'reférent number from the. predication number
(subtracted Column B from A) and then identified strings. ‘Here
we have " simply identified th conceptual referent; then
identified the stringg. , o : - ’

The intefp;etation of conceptual vs. linear strings should
help explain the  necessary difference in procedures. Linear

d

.

{..-

144
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strings measure fluency or the.extent to which one ,predication
refers to an adjacent predication. , Conceptual strings measure
the extent to which the°primary line of reference contains sets
of concepts. To illustf?te,iCOnsider the follog%ng:

]

1) Mark»likeszili

hi: ) .
2) (@Billyplays footba L '

Here there is fluency in that one predication leads to the
next. In fact the linear primary line of reference would be
one string four predications,long. However, if we“analyzed the
primary line of reference from a conceptual reference
perspective there would be rio strings because the primary line
of reference in each predication focuses on a new concept (eg.
Mark--Bill--football--sports). Contrast this with a set o§

predications that contains_ am'rggnqeptual string -fquf "

predications, long: .

.

1) Mark likes Bill. ., S
2) (@illplays football.

/
3) (BillYfis very intelligent.

L]

4) (HeYis a straight A student.

Here the primary line of rgference focuses on the same concept.
Hence conceptual stripngs can be .said to measure concept
stability for adjacént predications within the primary. line of
reference, . There are a number of useful indices which might be
calculated using coneptual strings. - Below those 1indices are

named and calculated for the sample essay:

.  Total Length (2+5+4+2)
a) Average Length = # of Strings = 4 5 3,25

.~

_ Longest Shortest
b) Range of String = String: - String = 5-2 =3

L2
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o

» , : - Total # of Strings _4
. ¢} Average Number of = Total Predications = 20'= .25
Strings per Predication :

d) Number of Strings with = 0
Different-Referents ‘

(This last index would pick up any 'concept. shifts in the
‘primary line of qonceptual reference. )

-

; A N
TOPICS S ,

Thus' far; I have considered. only the primary ‘'line of
reference. By definition this procedure ignores .all argumental
relationships except the first one in a predication.  The
mapping of argumental relationships throughout an antire set of
predications whether or not those 'relationships occur in the
primary line, I will call "topics." To illustrate consider the

following:

@

a) I like Bill. _

: . » - \ ) .
c).-. 1ikesr. / R -

Here there are twa topics, I ‘(the speaker) and Bill.

-

I° Bill ‘ ’
k .
a1 Bill
el b) mine " he
c) my he "

. I . .
One in\porta‘n‘f convention to follow when mapping topics is to
referefce a concept only once in a predication. to illustrate

consider the following_: ) R

a) I like baseball.

Q @is/ga"good sport; " ”

In predication b ‘there are actually two ‘arquments’ that
refér to-baseball in a: it and sport. The reference line is

drawn from it to baseball “ather than from both it and sport to

t.\.
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to baseball. It actually does not matter yhich referent the

reference line is drawn from. I will use (the convention of
-~ drawing the reference line from the first argument that is a

referent. : - - :

u

Below ‘T thave mapped the different topic lines in the

sample essay:
: |
1) Jiml'l‘horpe was a great man (time) . .

L. .
2) (he) l!oved sportg. (time)
3) (we) l‘i\'redall’his life.”

Fad \ .
3) When was little o 5

'5) @ lived on an Indlan reservation. (tlme)

6) . went to c;;ﬁlege (tlme)

7¥ wh got olde r\ N

8) nt out forfootball, baseball, and trackj(t:.me)

9) Was outstanding in everything (time) .

»

10) - (that)(he) tried. (time)

11) ﬂhenwas on vacation fromone time

12) p layed for a small farm team (time)

J:Lm Thorpe)) got pa:.d for it. (time) \

14) went to "the Olymp:.cs. (t:.me)

15) ‘won the g_old medal in the decathelon. (time) ‘ a

16) The Olymp:.c commi ttee fou{out (time)

17) had played baseball for money (time)

18) trophies a (time)

19) life started going down hill. (time) ‘ /
® )
20) @became a coach. (t:.me) ) .

Y

‘ ' / S o 147 ‘ .
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N .
1f we strip away all unrelated words we can see six topics
in this set of predications: :
!

- Topic 1: Jim Thorpe : - 3) sports
1) Jim Thorpe ‘8) - football, baseball, track..
2) he o 9) everything:
3) he 17) Dbaseball
4) he , .
5) he . e Topic 3: Life’
) e o 3) life
-7) he : 19) 1if
"'8) he ,
9) he ' Topic 4: School - N
10): .he ' 6) college "
11)" he ‘ 11) school " ’
12) he’ ‘ ’ , - )
13) he : Topic 5: Olympics
14) he e . 14) Olympics
15) he 7 15) decathelon
17) he y 16) - Olympic committee
18) his trophies ' 18) = they
19) - his life . ' A
20) - he : ) Topic 6: Medals
‘ S b ' 1@) . medal o ) o
Topic 2: Sports . i8) : medals ﬂ?% :
2) sports - . ‘ : . A . .
1 ' . R - '
Two 'more conventions- should be noted here: ' 1) I have ‘not

considered any wh-word relationships, and 2) elements connected
via related argument relationhips are considered part of the
same topic. (Ege Topic 5: Olympic committeé' is considered
part of the topic Olympics). There are a number of ways these

topics can be quantified.-

‘Total # of Topics 6 L

a) “Total Topics per = Total # of Predications = 20 = .30
Predication . :

b) {Range of Topic = Longest - Shortest = 19 < 2 = 17
Lengths .

) Total Length of Topics - 34
c) Average Length = Total # of Topics = 6 = 5,67"
of Topics’ : '

.Above topic ‘"length" is operationally defined as the
number of predications involved in a topic. ' '

When coﬁpaq;hg language samples with differing numbers of
predications b and'g above should be scaled by the number of
topics. :

“
3

T 148 o
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° CHAPTER 9

MEASURING NONARGUMENTAL RELATIONSHIPS

In Chapter 6 were outllned the f;ve types of nonargumental
relationships each with subtypes. These five types are llsted

and exemplified below: .
- \ N . . 1]
1. Cause: ) .

a) Direct Cause:

2.

b)

c)

d)

e)
Time

a)

b)

c)

He went to the store because he needed food.

"He won the race by maintaining his concentration.

Reason: : ‘ .
N . . \

v

[N

Result: “

Bill went home. Consequently the party ended.

'

Inference: ' S~

”

Mary is going on a long trip. In that case :she - °
should plan well. b

Condition:

/ “
Unless you stop, I will leave. .

.Subsequent Action:

They went to the game.

terward they went to the
dance, S -

Prior Action: B '5 L
. ’ L\
They went to the dance after they went to the gane.

Concurrent Action: .

Bill thought about Mary while Mary thought about
Bill.

L 149
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4.

'Additioh?ﬂwu

a)

b)

c)

4d) -

///// - | | .

Equality

He is tall and he is handsome.

Example:

He does many things well. For -éxample, he is
excellent at chess.

Restatement:

I am tired. In fact, I am exhausted.

_Summation:

He does many things well.

He cooks.

He sews.

In all he is an excellent homemake t.

Contrast:

a)

b)

c)

Antithesis:

I will be there, but I won't be happy.
Altemative:

Either it will rain or it will snow.
Comparison: oL -

Bill is tall. In comparison his brother is short.

d) Concession:
I dbn't“likg violence. Nonetheless, I'll meet you
the fights.

Embedded: |

a)

Stimulus: \x

The fact that Bill left bothered Mary.

150

147 -

at



148

b),; Affected:
Bill's worrying continues.
¢c) Subject Matter:
?ﬁgy téiﬁed about Todd's leaving.
d) Object: |
\ : ItkﬁPQQtQat he is nice.
| WY
e) Described
That Todd funsﬁis good.
£) Class: |
ﬁappiness is running in the rain.

again, these relationships are discussed in depth. in
Chapter 6; consequently I will not review their specifics
here. ' s

[y

THE PREDICATION BASE

To * establish a predication base for nonargumental
relationships simply add the relationship markers to the
predication base for argqumental relationships. . Below .I have
done this for the sample essay: :

3

1)  Jim Thorpe was a great man
[and]
2) he loved sports.

o
r

3) He lived sports all his life.
B 4) When he was little
5) he lived on an Indian regervation.
6) He went to collége. |
7 When he got older.

8) he went out for football, baseball and track.



149

9) He was outstanding in everything >
10) he tried.

11) wWhen he was on vacation from school one tiﬁe,

12) he played for a small farm team
Land]

13) (Jim Thorpe) got paid for it. -
[{That next year]

14) he went to the Olympics.

15) He won the gold medal in the decathelon.

16) ' The Olympic committee found out
' (that]
17) he had played baseball for money
{and]
18) they took away his trophy and medal.
, [(Af ter that]
19) his life started going down
{then]
20) he became a coach.

Once a predication base 1is established the nonargumental
relationships can be mapped and identified. I have done this
below for the sample essay:
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. . '
1) Jim Thorpe wa great man . - : .

_ {and] (addition? equality) :
2) -he loved sports. . : .

3) He lived éports all his l)ﬁe. ’ ’ jn

»

4) wWhen he was little € 1
- (time: concurrent action)

5)° he lived on an Indian reservation.é-‘

(time: "jubsequent action)

6) He went to college. €T

o A
7) when he got older ~—-

(time: concurrent action)

8) he went out for footbhall, baseball and tracke.
9) He was outstanding in everything

10) he tried.
11). When he was on vacation from schéol one time ——
s - (time: concurrent action)
12) p he played for a small fam team
N~ (time: subsequent action)[and] € -
(addition: equality)

13) % (Jim Thorpe) got paid for it

' {that next year] (time:| subsequent action)

14) he went- to the Olympics & -
(time: subsequent action)

15) He won the gold medal in ‘the decathelon.

16) The Olympic committee found out PPS—

’ . [that] (embedded: object)
17) he had played baseball for money e -
{and] " (addition) equality)
18) they took away his trophies and ‘gnedal
[after that] (time: . subsequent\action)
19) his life started going down

[then] T (time: subsequent action)

20) he became a coach.

I will consider each nonargumental teﬂlationship
separately:

B .
a) Predication.2 has an additive egzuality relationship
with 1 signaled by the relationship marker and.
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b) Predication 4 has a concurrent action time
relationship with 5 signaled by the wh-word when. .

c) Predication 6 has a subsequent action time
relationship with 5 because: 1) the predications are adjacent
and, 2) both have dynamic verbs in the past 6r past perfect
tense and, 3) they could not logic. lly occur simultaneously but
also quite likely occurred in sequence.

d) 'Predication 7 has a concurrent action, time
relationship with 6 signaled.by the wh-word when.

e) « Predication 11 has a concurrent action time

relationship with 12 si naled by the wh-word when.

£) Predication 13 has a subsequent action relationship
with 12 because: 1) theyare adjacent and, 2) both have
dynamic verbs in the past or past perfect tense and , 3) they

# not only R}puld not logically occur simultaneously but quite
likely occurred in sequence.

qg) Predication” 13 has an additive equality relationship
with 12 signaled by the relationship marker and. .

h) Predication 14 has a subsequent action time
relationship with 13 signaled by the relationship marker that
next year.

i) Predication 15 has a subsequent action relationship
with 14 because: 1) they are adjacent and, 2) both have
dynamic verbs in the past or past perfect tense and 3) they not
only could not logically occur simultaneously but quite likely
occurred in sequence.

3) Predication 17 has an embedded object relationship
with 16. This relationship is signaled syntactically by the

fact that 17 is in complement position in 16 and is introduced
by the relationship marker that. '

k) Predication 18 has an additive equality pelationship
with 17 signaled by the relationship marker and. :

1) » Predication 19 has a subéequent action time
relationship with 18 signaled by the relationship marker after

that.

m) Predication 20 has a subgsequent action time
/ relationship with 19 signaled. by the relationship marker then.
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By far the most subtle and difficult to identify of the
nonargumental relationship is subsequent ‘action between two
predications that have no explicit relationship marker. Recall
from Chapter 6 that the conditions for such a relationship are:
1) the predications are adjacent, 2) both have dynamic verbs in
the past or past perfect tenses and, 3) the actions in the
predication not only did not logically occur simultaneously put*
also quite likely occurred in the stated sequence. B '

Predications 5-6, 12-13, 14-15 meet these criteria. But '
consider some predication pairs that do not--predications 2 and

3 for example:

2) he loved sports
3) .he lived sports : .

Here the predications are adjacent and both have past tense

dynamic verbs. However, they could have logically occurred

simultaneously. That is, the actions of loving and living

could have occurred together. Hence these predications are not
_coded as having a subsequent action relationship.

2
o

.
7

QUANTIFYING TYPE OF NONARGUMENTAL RELATIONSHIP

The mosi straight-forward :measure - of nonargumental
relationships is the identification of the relative frequency
of their use. In the sample passage there were 13 instances of
nonargumental relationships and 20 predications. - Hence the
relative frequency of the use of/ponérgumental relationships is
13/20 or .65.

Perhaps a more informative type of analysis is thé‘

identification of the relative frequencies for the' five major

- types of nonargumental relationships. Below I have mapped

thogse five types and calculated their respective’ relative
frequencies: ‘ ‘ -

s
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PREDICATION TYPE AND FORM

Recall from the earlier discussion that.the predicate in a
predication can take five different forms:

¢ a) (Aux) + MV
b) _»(Aux) + MV+ing
c) (Aux) + Mv+ed
d) MV. + s

e) . to + (Aux) + MV

&

~ -

We can cross reference the syntactic form of the predicate
by the stative vs. dynamic function of the predication. Below
I have classijfied each predication as either stative or.
dynamic. Immeéfately following I have cross tabulated the five
syntactic forms by function (stative vs. dynamic); Frequencies
and relative frequencies are reported:

Predication 1: stative

Predication 2: dynamic

Predication 3: dynamic ;

Predication 4: stative : .
Predication 5: dynami.c ’

Predication 6: tative

Predication 7: namic

Predication 8:  dypamic’ R
Predication 9: sggbiye '
Predication 10: . dynamic

Predication 11: stative

Predication 12: dynamic

Predication 13: dynamic

Predication 14: dynamic

Predication 15: dynamic
Predication 16: dynami¢

Predication 17: dynamic

Predication 18: dynamic
Predication 19: dynamic
Predication .20: stative

o ) plf?d
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Form , ° Function
. : Stative - Dynahic
(Aux) + MV v .
freq. = 1
(Aux) + MV+ing rel freq. = .05
- freqg. = 6 freq. = 13
(Bux) + MV+ed rel freq. = .30 rel fregq. = .05
MV + S
to + (Aux) + MV

h
\

_ ARGUMENTAL RELATIONSHIPS AND PREDICATION SYNTAX

We may also cross .classify the types of argumentél
relationships that exist between predications and the syntactic
fom of the predications. Recall that the sample predications
had the following'argumental telationsqiiikw '

pronoun :relationship with
pronouni relationship with
wh-word relationship with
pronoun relationship with
pronoun relationship with
_wh-word rels®’ -ship with
pronoun re’.::unship.with
pronoun rela:ionship with
wh-word  relationship with
wh-word relationship with 10
pronoun relationship with 11
deleted subject relationship with 12
pronoun relagionship with 13 ) . \,/
oronoun relationship with 14 ‘
celated argument relationship with 15
1,. pronoun relationship with 16
18: pronouit relationship with 17
19: related argument relationship with 18
20: pronoun relationship with 19

WO IO b wih =
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(1] (1] (1] (1] (1]

If we crass tabulate the syntactic form of the later
predication in the argumental relationships (those predications
on the left) with the type of argumental'relationship it has,
we obtain.the foliowing results:
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( Aux)+MV
‘ | £=1
( Aux)+MV+ing r=, 05
£=12 £=1 | £=1 | £=1- L
(Aux)+MV+ed | r=.63 r=,05 r=.21| r=.05
MV+s . ’
to+(Auxj+MV

Note that to obtain the relative frequenc1es above (r) the
f requencies (f) were divided by 19, the number of argumental
relationships in the sample. : :

4

NONARGUMENTAL RELATIONSHIPS AND SYNTACTIC FORM

The final type of syntactxc/semantxc analysis presented
here ,is a cross referencing of the syntactic form of a
pzédicatlon by its type of nonargumental relationship. For
this analysis I will use the following classification of
syntactic fomms: -

a) Embedded Verb Phrase + ed (EVP+ed):
eg. Equality Relationship
He laughed and sang.

7 . b) Embedded Verb Phrase + ing (EVP+ing):
eg. Concurrent Action Relationship
‘ T saw Bill singing. )
c) = Embedded Infinitive (EINF):
eg. Reason Relatlonshlp
He laughed to ease the tension.

d) Relatxonshlp Marker + Embedded Verb Phrase (RM+EVP)
eg. Direct Cause Relationship
He won by maintaing his concentratlon.

e) Relationship Marker + Embedded Subordinate Clause -
. (RM+ESC) . - co
‘eg. Reason Relationship
) He. left because Bill left.

o



f) :Relationship Marker + Separate Sentence or Main'
Clause (RM+SS/MC): '
eg. Inference Relationship
Mary is going on a trip. In that case she
should plan well. °

g) Predication .+ Relationship Marker + Embedded
Subordinate Clause or Verb Phrase + ed/ing
~ (P+RM+ESC/VP): '
eg. Reason Relationship- :
Bill left. This was because of Marwls leaving.

h) Separate Sentence (SS): a
eg. Subsequent Action
Bill got up. He ate breakfast.=

=

Below I have cross tabulated the types of nonargumental
relationships used in the sample essay with the structures
listed above. Note that I have used the general categorieé of
time, cause, addition, contrast and embedding rather than the
subcategories. Of course this same analysis may be perfdrmed'
using - the subcategories. Note that frequencies " (f) and
relative frequencies (r) have been reported and that the
denominator used for calculating relative frequencies was the
number of nonargumental relationships (13) rather than total

number of predications. &=
Time Cause Addition-Contrast-Embedded |— -
. £=1 £=1
EVP+ed ' r=.08 r=,08
EVP+ing .
~ - EINF
N
RM+EVP
f=3 . . ", f=1
£=3 F=2
. i‘\q .
P+RM+ESC/V? , :
' £=2
SS r=.15
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