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Abstract

The focus of this study was on the relatiorship between vi;ua]

and statisfica] analyses of time éeries data and the degﬁgé to which
characteri;tics of the data influenced this reiationship. A total of
52 subjects took part in evaluating a series of graphs having pre-
specified charactgristics. . Thev independent—wvariables manipulated
included: slope, Qériabi]ity, training, and aim]iné/de;isionlfu1es.
Generally, the influence of these variables was significant and in the
predicted direction. =~ However, the overall .Ieve1 of re]ationship
between the two ana]yfic procedures was modest.. The implications of
this research are discussed in terms o% the manner in which visuai
'ana1ysis is conducted and the procedures needed to establish

~ statistical conclusion validity.
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Factors Inf]ueﬁting the Agreement Between Visua]

and Statistical Analyses of Time Series Data =

For nearly 10 years now, there has been a controversy in the
hehivioral literature err the appropfiate analysis of time series
data. Many arguments have been presented both for and against the use
of statistics in such analyses. Howevgr, relatively few studies have
been conducted to investigaée the use of -statistical analysis.. In

part, this has been due to the unique characteristics of time series

-data, which often make it difficult to use(ahy procedures other than

visual anaTysis.
While classical statistical procedures developed from R. A.

Fishgr (1951) have been discounted (cf. Journal of Applied Behavior

Analysis, v. 7, No. 4, 1974), several alternative procedures have been
proposed, including statistical analyses wutilizing time series

analysis (Glass, Wi1lson; & Géttman,'1975; Gottman, 1973; Gottman &

~G1a$s, 1978), randomization tests (Edgington, 1967, 1972a, 1972@), the

Rn-s%atisth'(Revusky, 1967), and the c-statistic (Tryon, 1982). . The
use qf' statistics fn' analyzing single subject data must address
5evera1 issues that‘arg not relevant in the more traditional between-
grbup'ana1ysds. A central problem in the.case of Eepeated measurement
overltime-is the degree to thch sUccessive data boint§ dée related to

each other. This characteristic usually is referred to as serial

‘depcndency or autocorrelation in which there is "a correlation (r)

between-data points separated by different time intervals (lags) in
the series" (Kazdin, 1976, p. 273). |
In statistics using aq'ana1ysis of variance mbde]”(F, f), the

assuﬁption of indepnendence- of error components is critical and if
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violated, prec]ude; the use ,of euch teehniques as an appropriate
alternative. In time -series data, there is c?nsiderab1e 'seria1
dsnendency present and as a result the error conponents cannot be
aesuﬁed to be independent. In an empiricaﬁ analysis, Kratochwi]],v
Alden, Demuth, Dawson, Panicucti, Arntson, McMurray,'HempStead, and
Levin _(1974) demonstrated thet the assumption of statistical
independence necessary for use’ of ANOVA is unwarranted in -an N=1
design. For example, given two behavioral outcomes (e.g., on-task and
. off-task), the probability of any one occurrence is dependent upon
previous 46ccurrences, hoth in terms of the numben of times the
sequence changes from one ,outcomel to another (from on-taek to
off-task) as well as the number of _consecutive observat ions
characterized by the same behavior (the length of strings of on-task
and off-task occurrences). |
The presence of serial dependency has other efficts on’
conventional analyses. First, the number of independent sources of
information in the data is “reduced, resuTting in an overestimate of
~the true“va1ue of F er t. Second, there is a spuriods reduction in. -
the variability of the data,‘;esulting:in an’ underestimate of. the
variabi]ity that  would have  been obtained from _ independent
observations, the net effect of which is a nositive1y biased F or t
'(Kazdin, 1976f. Third, Type I error is undenestimated for positive
autocorrelation and overestimated ‘for negatfve autocorrelation
(Scheffe, 1959). The use of ANOVA proceduresDOn time'series data wi1t
. also resu1t in the magnitude ot the mean square -(MS) error being

greatly inc?eased;end, as a consequence,'the probability of detecting

X
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-a true treatment effect will be decreased. Error variance in this
" model s calculated From the: deviation of scores within conditions
from ;he conditinn mean, with no‘account taken of trend in the data.
When all data péints are included in determining the mean, rather than
using- only those obtained at the point at which asymptotic'1eve1s of
performaﬁce have been reached (the peak level' of responding), "the
M<brob1em cited above, increasing the magn%tude of the MS error, is
exacerbafed (Hartmann, 1974).

Gottman and Glass (1978), in arguing for the use of statistics,
countered that the large effects that operant psycho]ogisfs are
accustomed to detecting are the unique bhenpmenon'of‘the experimental
1aborafory. In anplied settings, such as schools and hospitals, there
is little control over many-of the environmental stimuli, and as a
consequence,l"onelhas every reason to expect small effects outside the
laboratory" (p. 199). : Iherefoze,.-they _argued that small effects
-detectable by sensitive statisticé] procedures, nbut Undetecpab1e by
visual analysis, are important to know abdut if furthér research and
experimenté] manipuTations are to be investigated. Kaidin (1975)
agreed, noting-that interventions that show only a modest effect.é]one_
may be’imporfanf When added’to other interventions. Other situations
in which some argue for the use of statistical procedures_inc]ude:
(a) instances where it is difficult to achieve a stable basél}ne and
time or ethica1 constraints preclude furthe} waiting; (b) Qhen visual
ana1ysis {s eduivoqa] and the effects of changes are ambiguous; and
(c) in appTiéd settings characterized by uncontrolled variqtion

. (Kazdin, 1976).



Accord1ng to Glass et al., f1975), data from time series
exnerlments that do not appear,statist1ca11y significant when visually
inspected, often tgfn“ out/’to be significant when "appropr1ate1y '
tested" (p. 62):‘wuhen Jores, Weinrott, and Vaught (1975) regnalyzed
the Hall, Fox, Willard, Goldsmith, Emerson, Owen, Davfs,'and Porcia
(1971) study,‘they found that different conclusions might be reached
in relying dn visual and statistical criteria for evaluating change in
trend. Here, changes in s]ope'"abbeared" tb be significant but were
not when ana]yzed.using statistical tachniques. | |

Gottman and Glass (1978) investigated the degree to which visual.
ana]ysis’.qnd statistical analysis were in agreement. Thirteen
graduate students in a seminar on time-series analysis were asked to
inspect various graphs and judge whether or not an intervention effect
was present. Them;same data were analyzed by methods outlined in
detail by Glass et al. (1975), as a first - order infegrated moving
ace;ages process, and a t statistic applied fbr each intervention. In
suﬁ, they found the “eyeba]l'tesf" to give resu]ts:that varied from
judge to judge and. yere in sharp conflict with the findiﬁgs of
statistical tests.

Jones, Vaugh;, and weinrotf (1977)  reanalyzed several

investigations reported in fhe Journal of Applied Behavjdr Ana1ysis

(JABA) representing a great variety bf scores and_design propertfgs,
using time—series’analysis. - In some inétances,'tfae—series analysis
corroborated the author's-visua]]y based conclusions; in othérs the
two analyses y1e1ded different conc]us1ons, and in still others, the

t1me%ser1es ana]ys1s revea]ed flnd1ngs not apparent in the authors

visual ana]ySJs, : ' - R

’ .. ’ : *
-
. . :
’ . M



5

Fina]ly,'an investigation was conducted by Jones, Weinrott,. and

Vaught (197@)”to ascertain to extent to which serial dependency

influenced the agreement between inferences based on visual or time-
series analysis. JABA graphs were presented to judges well versed in
behavior charting and they were asked whether or not a meaningful
chenge in level had been demonstrated from one phase. to another.
Graphs were selected by the authors in which the effects were
sufficient}y "nonobvious" to warrant critical énaiysis,‘ and sefial,

dependency was apparent. The graehs were further blocked into three -

different levels of serial dependency by two levels of significance of

difference in level between phases.

Their results indicated that agreement.befween visua]lanalysis
and time-series analysis wes inversely related to the magnitude of the
serial deﬁEndency in the scores. That is, the more serié] dependency
preseet, the less reliabae visua1‘ana1ysis tended to be.. Furthermore,
they found that visual anq time-series inferences agreed better when
no statistical changes in level were present. Finé]]y, an interaction
effect was present in whfeh Visual\and time-serfes inferences were
mdé% in aereeﬁenfiwhen the data showee neither eerial dependency nor
significant differences in'1eve1. In effect, judgee tended to ag?ee
with time-series’ana]ysis that no effect was present'buf disagreed
most iyhen an effect was pre;ent; Iﬁtercorrelations among the 11
judges ranged f}oﬁ .04 :to .79fwith a median of .39, suggesting fafr]y

low concensus among judges and indicting the dependability of visual

inferences. However, there was  no relationship found between the

reliability of the judges-and the degree of agreement with time-series

¢
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6 "
inferences,  Jones et al. (1978) considered their findings (low
agreement With high serial dependency and statistically reliable

changes in level, and high agreement with low seriqb'dependency and

unreliable changes in level) to be contrary to'the purpose of research

using an operant methodology. . e

The only in?estigation to appear in the literature raising doubf
about the va11d1ty of statistical analyses is that of Kazdin (1976)
He noted that a]though statistical eva]uat1on ‘may be more reliable for
a given pattern of data, it is not p0551b1e to state that it is
generally more re]iab]e.h He c1ted an 1nvest1gatlon by Gottman (1973)
in which data wére clear1y s1gn1f1cant by visual ana]ysis, yet W1Fh
the application of statistical time-éeries analysis, no significant'
effects appeaned. One explanation given .for this discrepancy-was the
short_duration of~jndividua1 phases, making conc]usipns from the time- .
series analysis equivocal. -

It s clear from the!researchlconducted to date that there are
probfemsbin analyzing timeJ$erie§ data. Whiléiiraditional stétistica]
methodology appeariglnéppropriaté, only a Ee]apive1y"FeW appropriate q
statls§1c§1 procedures for time series data have  been developed.
However, the a]ternat1ve, visual analysis, -appears very prob]ematlc'u
(DeProspero & Coh;p 19795 Gottman' & Glass, 1978; Jones et” a] , 1978;
Tindal, Deno, & Ysse]dyke, 19%3 Wampold & Fur:ong, 1981). Genera]]y,

'/ this research has found v1sua1 -analysis to have low re]1ab111ty and to

fluctuate quita dramatuca]]y with various characteristics of the data |
array. In an effort to improVe-this form of ana1ysis, several studies

have been conducted on the development of guidelines for visually .

Q -
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7
analyzing time series data. The major focus of this‘work has been on
the use of aimlines and decision rules (Bohannon, 1975; Deno, Chiang,
Tindal, & B1ackburn, 1979; Liberty, 1972 Martin, 1980 Mirkin & Deno,
1979; Whit= & Haring, 1980). Generally, for any given time series an
aimline is established which begins at the current level of
functioning and extends to the (goa1) level of expected outcome.
Subsequently, decision rules are dévised for' Mak1ng program changes,
typically when the data fall below the a1m11ne for twq or three
consecutive days. Ideally, the ‘use of such a1m11ne/deciston rules
shou1d provide systematfcity,to the lnterpretationaof data, though no’
research has been conducted 7on * the’ the_: effects- of using

AR

aimlines/decision rules on the reliability of v1sua1 analysis.

In summar;, it appears.that two different strategies have been
followed in attempting td develop an emnirice]‘basis for some formal
type of analytic procedures: (a) investigations- in. the tie]d of
statistical analysis which focus on the deve]opment of appropr1ate and
sens1t1ve .techniques for -analyzing Itjmefser1es data, and (b)
investigations focusing dn the problems of visual enalysis and the
development of guidelines and* proceddres for ameliorating these
problems. The .methoddqogy of  this research _encompasses both
strategies. Using a techn1que recent]y reported by Tryon (1982), time
series data were analyzed - statlst1ca11y for determ1n1nq treatment
(intervent1on)\effects. At- the same t1mé the degree to wh1ch these
results were in concord w1th visual analys1s was 1nvestlgated _"Two

evaluation components .WJth1n the V1sua1 analysis of data were

manipulated: _the training of judges and the use of aimlines. = This

. :
v
3 b 1:?
. El
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| study represents a reana]ys1s of prev{ous research conducted by T1nda1<
et al. (1983)
Subjects _S" S - .
Subjects for this study were in-service.and‘pre-service.teachers

~from three different 1ocations around a large midwestern city. Two of
B thetsites"were schoo1'districts: accounting for“njne of the subjects,
~all of whom were current1y teaching. Teachers in.these two sites were:
‘ass1gned random]y to d1ffnrent treatment cond1t1ons, with the three
subJects From one district asslgned to the experimental group and the
'.six from the other district assigned to “the control group. - The
remaining. 42 subjects were students ‘taking?wf required. specj@1
education class at a- 1arge m1dwestern un1vers1ty. Most of-vthese
.. subjects’ were.. current]y teaching or former teachers" 'SubjeCts.from
-ﬁthis pooT were assigned random]y to treatment groups in proportion to.
the number needed for br1ng1ng the exper1menta1 and contro1 groups to
.approx1mate1y the same size. Twenty students were ass1gned to the

- control group and 28 were.assigned to the exper1menta1 group.

Training. ?he training of subjects involved both an in-seryice

1~;worksh0p and ~a take-home tra1n1ng ‘module. .The teachers in the ’

exper1menta] group were g1ven tra1n1ng in the ana1ys1s of graphed data
for evaluat1ng 1nstruct1ona1 programs. Th1s enta11ed explanat1ons and
Iexerclses in, summar1z1ng student performance and- uS1ng 1t to make
intérpretatlons, Included in the summar1zat1on of time-series data
.Were.computations of step changes, medians, s]opes fusing the Sp11t-

middle technique; White, - 1971), variability -(using total bounce;

d ;Q : 13
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Pennypacker, Koenig, & Lindsley, 1972), and ‘overlap (Parsonson & Baer,
1978). ‘The rest of the workshop was: devoted to the- use of this
information for eva]uaqfhg instruétion.;vTHe teachérs in thé control
group were given training in the déveprment of measurément tecﬁniques
.in the areas of reading, writing, ahd spe]]ing.f They‘were traiped in’
aéséssing students';o‘ﬁetermihe performahqe discrepancies, Eamp]ing

>

curriculum materials to find an appropriate instructional Téve]; and -
o .
dent improvement. ,

deveioping a measurement system tb monitbr}étu

Both workshops 1ésteq approximately 2% hours. Fo]Towiég-ithé
workshop, the experkmenta] mater%a]s (graphs, _response sheets, and‘
dfrections) fdf-lQ graphs were distributed. Fo]]oWing }ohp1etion of =
these graphs"(which ranged -from one week for the subjects in the class
to.£hree,weeks.f0r subjects in the schooﬁs), t?e ﬁecond sgt of;14
- graphs was distributedf; The cpmpietibn and return.of this material -
again took ohe week for the sUbject;_in the class and,thr§é &eeks_for
~ those in the schdo]s. )

o . ~ '
Experimental materials. _A total of 28 different graphs were

consfructeq “in which 510pe-'and variabiﬁityf wére systematica]]y
manipulated. Two phases were ‘displayed 'in eaéhﬂgrgph--Ll datq points
in thé baseline and 15 data points in ;hé _interVentjon phase. A}-
verticai line was  drawn separa%ing the two phgées. . The aimline
represenfed “a 30% «percent 'improvement' over the médian of thé_ last
three. days during ;baséline. To ensure compar;bgl{ty between the
graphs with and without aim]ines,'the abso]ute level of this median
value was nearly the samq across both aimlipe conditions w%thin each

respective level of slope. -A]though the slope was manipulated only in

Iy
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the- intervention phqse,-varigbi]ity_Was manipulated in both baseline

and during the intervention. A total of three 1e§e1s of.siOpe apd:

- four conditions of variability were included in the graphs.

With vafiabi]ity manipuiateq in both baseline and_intérvehtion,

N

. two different combinations of variability were included:- a bounce of

5 data points and one of 15 data points. For every combination of

slope, variability inCredsed (5 15) decreased (15-5), remained at the
same low level (5-5) or remamed at the same high level (15-15). ~This
“resulted ih the following combinations ‘of graphed data:

. {a) Six graphs showed an increase in variability from _
baseline to intervention from 5 data points to 15 data
points, with a concurrent increase in slope from O to
10 degrees for two graphs, an increase from 0 to 15°

’ degrees in two graphs, and an increase from 0 to 20
degrees for the final two graphs. Of these six graphs,
three had an aimline drawn in during the intervention

- phase, one from each combination of slope and variability.

(b) Six graphs showed  a decrease in variability from 15
"+ data points in baseline to 5 data points in the _
" intervention phase. For two of these graphs, the . o
change.in slope from baseline to intervention involved
an increase from O to 10 degrees, two graphs
depicted an increase from O to 15 degrees and two had
"~ an increase from O to 20 degrees. Again, an aimline
was drawn in on half (three) of the above graphs, one’
from each combination. ' B

(c) Six graphs showed steady (unchanging) var1ab111ty
at a low level (5 data points bounce) from.baseline
to intervention. Again, the slope changed from O
. to 10 degrees on two of the graphs, 0 to 15 degrees
_on two graphs, and 0 to 20 degrees on the final two
- graphs, For each pair of slope- var1ab111ty, one had"
. an aimliné .and one. d1d not. ‘ .
(d) Six graphs showed steady (unchanging) var1ab111ty
at a high level (15 data points bounce) from baseline
to intervention. £ach level of slope (10, 15, and 20
degrees) was represented; two graphs d1sp]ayed a change
- of 0 to 10 degrees, two graphs displayed a change  of
0 to 15 degrees, and two showed a change of 0 to 20

degrees Again, aimlines were present on half of
these -- one in each combination ofléfope -variability.
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The final four graphs which were constructed had the following
characteristic§: .

{e) ‘Four graphs. that were given at time 1 were again
given at time 2, with exactly the same data array
deplcted A1l of these graphs displayed a low slope
change {0 to 10 degrees) and constant variability
(either the same low or same high variability). For
each of the two variability conditions, one had an
aimline present and one had no aimline present.

Dependent variables. As noted previously, each subject was given

14 of the-graphs foilowing training. Each_graph had a response sheet
conta1n1ng several d1fferent questions. Responses to‘on1y-the first
quest1on "Was the 1ntervent1on dep1cted on the graph an effect1ve
onef" were attended to in thlS investigation. Responses to thlsh
quest1on con51sf" of rat1ng the effect1veness on a 1-4 scale, with'1
be1ng definitely  not effective and 4 be1ng definitely effect1ve..
After the first set of 14 graphs and responses were collected, another
set of 14 graphs was distributed. The order in whicq the graphs were
) 6rganized (and comp]etgd) wés dete}mined randomly for Both groups of
subjects. | | |

A1l subjects' responses to the original rgsearch question were
recodéd as dichotomous resbonses signifying judgments of either the 
presence or absence of-.anl'effective inte%vehtion. 'The.'foqr-pOint
scale therefore was reduced fo a fwo-point sca]e; with 6nes
(definitely not effect1ve) “and twos (p0551b1y effective) . recoded as
‘zeros, while threes (moderate]y effect1ve) and fours (definiteiy'
effective) were recoded as ones. A zero represehted.thefjudgment of
the interventior as .having no effect, while a one repfesented a

\judgment of the intérvention as having an effect,

= S 16



12
) " A1l graphs were _reanalyzed using the time-series enaIySis
'procedures described by Tryon .(1982). Thi§ -technique nad' been
reported as pérticular]y amenableufqr‘use on time eeries having a low
number of data points. In this study, there were onlyv15 data points
in‘the intervention phaee.: As Tryon (1982) noted, these statistical
proeethes may be used either wifnin phases or betWeen phases. His
deseription fbr use between phases was, howeVer, far“less‘expT}cit,
| and*indeed, the phase Ehange.was ignored in the'examp]e analysis he
provided in the report. Rather than incorporafing baseline data with
intervention data, as -“done ﬁn that report,  the statistical analyse§
‘conducted here involved only intervention phase:data. .

With both visual analyses and statisticaa»ana1yses orgenized into
-dichotemous variables indicatfng'either significant 6% nonsignificant
interventienéeffects, the data wére‘crbsé-tabd]afed using a chi—quare:
| ana]yeis. A cqmparison between visual and statistical analyses was
conducted . for afﬁ of the major independent variables incTudind the’
effect of slepe, variagility, fraining'in data utilization and the;use
of aimlines,~as well as reliabiiity over time._ No”interacffoné nere,'
investigated in thie‘ study (see Tindaﬁ;‘ Deno, & Ysseldyke for
interaction analyses). |

Results
’ The’resu]ts of'the~visue1 end statistical analyses for all graphs
are-lfsted {n Table 1. Included are the numbers'of judges indicatiné
whefher the interventidn was effective or not effective 6n Fhe basis

-of visual analysis, for both traﬁned and untrained jndges, as well as

both the c-statistic and the z-statistic, upon which the tests of

17
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sfgnificance “are based Ffor time-series. analysis. In the analyses =
thch follcw, tne relationship Setween visual and statistica} analyses
is reported in two ways: first, whether the reiationship is
significant using a.chi-equare}ana1ysfs; and"seCOnd, the percentage of _
intervention effects that are miscﬁassified by visual analysis, using

the results of the statistica] test as the criterion.

LN

The relatfonship‘ between visualh and'ngtatisticai analyses. forr
':trained and untrained judges appears fn Table 2, lAlthoth there was av.
51gn1f1cant rélationship between visual and stat1st1ca1 analyses for
tra1ned judges, no such re]at10nsh1p occurred fer untra1ned Judges
Neverthe]ess there was on]y a small difference between the two groups"
in the percentage of effects which were mnsc]ass1ffed, with v1sua1
ana1ysisvofwtrained judgeS'on]y siight]y more accurate.than that of
untrained judges. The majcr difference appeared in the-]arge'number'
of effects that untrained Judges viewed as s1gn1f1cant with nearly a
th1rd aga1n .as‘ many as .with trained Judges Many of theseﬂ
'intervention‘effects were,not,statiStica11y significant, resulting in
the significant chi—Square and 'more accurate 'classification for
trained judgee. Of the stat1st1ca]1y s1gn1f1cant effects, trained

judges classified equa] proport1ons as either s1gn1f1cant or. not

while untrained judges viewed far more,as significant.

[ B

18
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The influence of slope of improvement on.the agreement between
visual and-statistical.analyses is'summariiedmin Table 3. There .as a

significant re]ationéhipibetween_the results of visua1'and,stat{éttst\\>l

analyses when the slope was steep (20~ deqrees) or 1ow (10 degrees),

but not 'When it was intermediéte (15 degrees) \I"\\thlf\ latter ,
\ -

condition, the number of interyention effects that were m1sc1ass1f1ed\\\\\
\ B
approached near]y 50%. Although a Tow slope of 10 degrees resu]ted in” T

a significant lre]at1onship between the two types of ana]yses, the -
percentage of 'misc1assifications was the highest, at =56%. In
- fcdntrast; the perdentage-misc]assifiedIWas quite Tow (35%) when the

slope was steep.

The types of errors made eppeared to vary as a fdnction'df the
level of the slope. With a.éteep‘s1ope, very’few judges reported
nonsignifjeant interventién . effects d for effects - that were"‘
statistically eignificant. Rather, most reported statistically
nonsignificant “effects  as appearin§ to be -Qisua]1y significant.
However, with a low slope, Just the oppos1t° occurred. More Jjudges

N rated stat1st1ca]1y s1gn1f1cant effects as visually nonapparent. With
a moderate 1eve1:of slope (15 degrees), there was no difference in the

types of errors made in judgment. " N ‘ ’
. . R 1 9 . ‘ .

#
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Little differential ‘effeCt was oresent in th2 relationship

befween visual -and statisticqi ané1yses wjfh. the use of aimlines

‘ver§US no éim]ines (see Table 4). Both of these_conditions resultad ¢ i
in significant relationships between V%suaf and statistical anafyses,
The ‘most <pronounced difference oécurred in- the. rates of
misc1assification.‘ Far fewer inierventions wéfe analyzed ihcorﬁect1y

“when no aim]ines“wewe depicted on the graphs (39%)'than when aim1ine§r
were present (60%5. In this latter condition, noi.on1y were there
*mofe of both types of arrors, bdt"a1so more judéments of signi?ﬁcgdce
uéing visual analysis that were not significant statistically. The
lowest frequehcy,ce11 Qith graahgﬂhaving éim1inés_bécurred with non-

significant judgments using both visual and statistfca\.appraisa]s.

In—~contrast, wien Qraphs had no aim1ihes, there were approkimate1y
T — ' S ’ : :
equal numberg\\bf\\guggment§- of consistent decisions for both,

.significant and nonsignificant intervention effects.‘
signi _ g —effect

""""" —
. Insert Table 4 about here . - \

0n1y'one sig'ificant effect out of fbur.conditjons was evigent
for the influence of variability on the agreement between visual and R
Statisgica1 analyses, which occurred when variabi]ify decreased (see-
Table 5). When variability in&reaQed,va1T interventjog;pffécts were .
n'statistica11y nbn%jgnificant,'préc]ud{;g'the use of {Hewtwo samp1ev
chiféduare . statistic. ~ The opposite situation’ voccurred when -

variabi1ify decfeased; with no graphs displaying statistically non-

significant effects;'_For each of these cohditions, a-one-sample chi-

{
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§quare wasJﬁsed to analyze Eﬁe degree df correépondéﬁce between visual
and statistical ana]ysig. For increasing variability, no significant
re]atfohship was‘found between the two types of.analysis whi]e for
. decreasing variability, a highly gignificant.re1ationship was found.
In this. 1atter candftion 'near]y ~twice'”a$ many statistica]]y
s1gn1f1cant interventions were deemed v1sua11y significant than those
judged visually non51gn1f1cant. Th1s resulted in a.low percentage'
(35%) of misclassified interventions in which statistical and visual

analyses disagreed.

P R e R R L .k

The graphs depicting constant low.Variabi]ity écrqgs both pre and

- post intérvention phases showed -no siénificant relationship for.the

two analytic procedures. Finally, with constant high variability

* depicted, in both phases, the relationship between visual éhd

gfatistiga] _ana]y#es approaéhed Significance (p = .06). In both

conditions of constant variability, as well as- in the condition with

‘increased variability, the percentage of in{sclassified intervention
effects was around 50%. ._

" The compar1son of v1sua1 and statistical analyses 1n terms of the

re11ab111ty from T1me 1 to Time 2 was. COﬂflﬂEd to s]opés ‘of 10 degrees

.and constant variability, either low or high (see Table 6). A large

'ifference between. the two conditibns'of‘variabi]ity was found in the

significance of the relationship between visua]'fénd “statistical

fana]yses. With Tow variabi]ity, tHe relationship between the  two




i

| 17

types of ana]yses was sugn1f1cant while no such finding occurred For
_‘hlgh var1ab111ty Yet, little d1fference ex1sted in the percentaqe
misclassified, with both above 50%. For both cond1t10ns more Judges |
rated statistically ctgnificant effects as visua11y,nonsignificant.

- - - . D YD e T e e e e W

DD T Y D D D D D T e " e T R e W e

Discuésion "
The ﬁajor findings of this research corroborate much }of “the
. previous research conducted in this area (Gottman & Glass,.1978; Jones
et al., 1975,;.1977,v_1978); - The " agreement between visual and
gtatistica] analyses"iS-WOdeSt at best (dnder jdeal cohditfons):and "
otherwise quite low. In general, there ;has a  high percentage of
1ntervent1on effects that were m1sc1a551f1ed using the results of the
statistical ;ﬁa1y51s as the criterion. That is, many interventions
were viewed dS significant but were not statistically significant, and
vice versa - (statistically significant effects were viewed as
nonsignificant). The lowest percentage of misclassifications occurred
under the qu1te ideal conditions of a re]at1ve1y steep slope (of 20
degrees) or decreasing variabi}ity. Under most of the_conditions, the

- percentage of misclassified interVention effects hovered around 50%:
Although there wére sever;i findings, Specific to the manipulated
variables, that _were consistent wtth ‘established data-utilization
'procedures; (Parsonson & Baer, 1978), there also were several findings

in contrast with previous reports. For instance, with a steep slope

there were relatively few interventions that .were viewed as

22
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' nonéignificant. Only 14% of the statistically significanf

.interventiqn§ were visually analyzed as nonsignificant, The problem

) appeared to be one of "seeing" effects that were not fhere rather than
. one of '"not ‘seeing" effects that'\were pnesent. This finding ﬁs‘

_somewhat in contrast with the results obtained by'Jones et al. (1978),

in which judges were most in agreement with time series analysis when

the analyses showed no effect and least in agreement when the analyses

“showed an effect. It is also in contrast to Baer's (1977) ana]ysis of

behavioral (n 1) research des1gns as possess1ng very low probabilities
of Type I errors and correspondingly hignh probabilities of Type II .
errors. * In this- research, there were several conditions in which the
subJects tended to visually analyze effects as s1gn1f1cant though

stdtistica] analysis did not corroborate the same interpretation:

‘when the judges were untrained, when the s]obe was steep, when

aimlines were presént,nand when variability was constantly high.
Agreement between visual and statistical -analyses For various

levels of slope revealed an interesting relationship. 0n1y-in the

~ extreme levels (either. low or high) was the relationship significant.

A]tnbugh visual judgment was more consistent with statistical analysis
when the data array showed more pronounced change (or lack thereof),

there still was a high percentage of 4misinterbretéd effects.

Apparently, extremely steep slopes’ .or abso]ute]y no slope, must be

_ present before the re]étionshjp ébR?ars to be not only statistically

AN

significant, but one in which the rates of misclassification also are
Tow. . .

The effect of variability on the re]dtionship between visual and '
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statistical analyses generally was quita predfctab]e.v‘The wo}st case
occurred with increaséd variabi]ity. Here, the Jjudges were split
svenly over the V1sua1 ~analysis -of intervention e‘fécts, even though
all effects had been found to be statistically nons1gn1.1cant Iq
contrast, when variability decreased, there was a 2 to 1 margin of
judges viewing the' effects as visually significaﬁt, which was. in
agreement with the_statistica] analysis. The effect of low constant
va?iabi]ity resh]ted in a 6ear1y even split, similar to that found
with increasing variabiiity. whiié most of tﬁe interventions depicted
in graphs with constant high Variabi]it; were statistically
nonsignificant, the majority of judges vfewed the effects as
“ significant. This findjng is similar to the previéus findiﬁg reported
_bj'Tinda] et al. (1983), in wh1ch some degree of var1éb111ty -is_viewed
as 1nd1cat1ve of treatment effects.

The fact that a higher (more significant) relationship between
visual ahd statistical analyses was obtained for trained judées than
untrained judges 1is consistent with the predicted'freatment.effect.
Apparently, some training effect, ﬁ]beit modest, occurred thfouéﬁ the
use. of a two hour']ecture and a“téke-home manual. Previous'dohbts
concerning the efficacy of training had been‘expressed by.Tinda],et
al. (1983). This doubt primarily was a.resu]t of the low rg]iabi]ify
' obta1ned by both trained and untra1ned -judges. Although judgménts of
trained judges showed a higher re]at1onsh1p with stat1st1ca] ana]y51s{
it is also true'tha; the levels of misclassification were quiterhigh'
and only slightly improved over that obtained by untrained judges\(46%
vs 50%). . | |

i
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The most interesting difference between the trained and untrained
judges was in the types of errors madé;. Generally, untrained'jhdges"
tended to c]assffy more interventions as significant. This resulted
in a higher percentage of accurately cléssifiéd significant effects by
hear]y 10% (50% for trained and 60% for untrained judges). However,
it appears that the judgments of significant effects made by untrained
judges were higher-in.general.l Again,\thiélis consistent with the
brevious,research by Tindal et él. (1983). The.implicafioh of ;his
finding i§ that a hfgher percentaée of Type I errors are made by.'
Juntréined Jjudges -vjudgmenté of an effect beiﬁg made Qhen in fact no
effect is presené - using statistical analysis as “the criterioﬁ.
Furthermorg, the inherenﬁ]y low probability of Type I erkor in visual
- analysis cannot be -assumed, but rather occurs as a functisn of
traininé. _ |

In éontrast to the findings for traingd Vs yntraineqkjudgés,_the
use of/aimlines appeared not only to be ineffectiVe,‘but actua]l& to
interferé with judgments - of éffects. With aim]ines présent, more of
the statistically nonsignificant interventions were_deemed_effeétive.
That }s, the aim]iné appeared to, sway judgments 6f.effectslwhenqnone
were actually present.. Although aiﬁ]inés‘may simpiify.the decision=
ﬁaking process, itAié ‘also possible that their use mqy_diétort'that
judgment. = The problem with ;he aimliné/decision rule syséem may
reside in the .fact that critical data (i.e., slope and.yariability)
essentia]ly are ignored._vThiS»problem.may be remediated by the use of
an aim]ine/deci;ion rule similar to th;t deve]dpeq by Mirkin, Deno,

Fuchs, Wesson, Tindal, Marston, and Kuehnle (1981), in which program °

-
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:iana1yeis s -'based on  the degree to wh1ch ‘the S]Ope of ~std&ent
“mprovement 1ntersects m1thathe a1m11ne of the program

1 The analysis of reliability of agreement appeared as nredicted:
41 th -1ow “constant variability -a significant relationshiﬁ-occurred
Jh11e no: suoh relationship occurred for high constant var1abi11ty
However ‘the nercentage of m1sc1a551f1ed effects was qu1te high for
Bdth groups Aga1n, _more Judgments of S|gn1f1cant ‘effects us1ng
: v1sua] ana]ys1s were reported when the Var1ab111ty was h1gh N

In summary, it appears that v1sua1 analys1s of t1me series d(

shows very’ modest agreement . with stat1st1ca1 analys1s :and
'1nf1uenced in qu1te gred1ctah1e ways by characterrst1cs of the data.
The use of_ a1m11nes does not adequate]y so]ve the . prob]ems of visua]
analysis andk ‘may well exacerbate them | Although tra1n1ng appears
necessary.for establishing the stat1st1ca] conclusion validity (Cook &
Campbell, 1979) of visnal analysis, some type of deciston ru]e system
also must ‘be deve]oped, g1ven the high rates of misclass1f1cat1on of

effects, us1ng statist1ca1 analys1s as the cr1ter1on . ’ N

v
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Results of Visual and Statistical Analyses for A1l Graphs .

35 1

Trained Judges Untrained Judges
Graph  Not Not Statistic
Number Effective Effective Effective Effective - C z
A 21 4 24 2 .80 3.3
2 no a4 15 1 28 © 1.4
3% 15" 10 22 4 .40, 1.66
4% v 6 19 13 13 .41 .87
5 25 0 26 0 .86 3.58
6 5 20 5 21 7 0.71
7- 14 no 17 9 09 7 .0.38°
8 6 19 - 12 14 -.76 -0.32
9 22 "3 24 2 .7 '0.69
S0 21 13 13 C .82 3.40
N+ 20 2 24 .53, 2.19
12% 25 26 5200 .81 3.35
13 22 26 0 .29 1.2]
14% SN 24 5, " 21 .55 2.27
15% 24 1 21 5 .53 2.21
16 - 7 18 20 6 .28 1.16
7 14 1 15 1 45 0 1.87
18 4 , 21 7. 19" 227 7 0.92
19% 2 23 6 20 .55, 2.27
20 22 3 23 3 .22 0.91
21% 8 17 18 8 .72 2.89
22 15 10 26 - 0 e . 0.47 °
23 6 19 nm 15 13 0.56
24 1 24 9 17 .26 1.08
25. 6 19 8 18 .27 1.13
26* 17 19 7 .66 . 2.75
27% " 17 8 17 9 .64 . 2.66
28 7 8 e 12 40

Statistically significant at p < .05,

1,
e
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- 7 : Table 2

Relationship Between Results of Visual and Statistical Ana1;ses for

Trained and Untrained Judges

o

Visual Analysis, - Statistical Ana1ysfs Results

Judges ‘Results Significant Nonsignificant N
Trained® ‘ o

| Significant 188 13¢

Nonsignificant 187 - 190
. 'Untrainedb | ‘ . |
»  Significant . 233 .

Nonsignificant -~ 157 127
5 = 7003 x2 = 4.84, p < .05; % misclassified = 46.
by = 728; y2 = .43, p < .50; % misclassified = 53. v
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Table 3

Relationship Between: Results of Visual and Statistical Analyses

for Graphs with Slopes of 10°, 152, and 20°

VisuallAnalyéis . Statistical Analysis Results

Slope ' " Results ) Significant Nonsignificant
1000
‘Significant R 77 101
: Nonsignificant™ 127 - 103
légi . | :
Significant _ 106 | 92
i Nonsignificant ’ 98 112 )
20° | ‘_ o
~' " " Signiicant Sas o 0s
Nonsignificant | .36 ,  48
8 = 408; x2 = 5.27, p < .03; % misclassified = 56.
®n = 408; x2 = 1.66, p < .20; % misclassified = 47. \ -
h = 408; x2 = 16.37, p < .00]; % misclassified = 35. = -
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Table 4 .
Relationship Between Resu]té of Visual and Statistical Analyses for

Graphs with and without Aimlines

.Visﬁa] Ana]ysis Statistita]iAnalySis Resu]té

~ Condition Results STgnificant Nonsignificant
With Aimlines? |
Significant 146 | 207 he
| - Nonsignificant " 160 .99
) Without Afmlines® | e
a  Significant 195 125
Nonsignificant mo- s
'n = 612; x2 = 24.10, p < .001; % -misclassified = 60. |
br = 612 ¥ = ) = 39,

31.18, p < .001; % misclassified
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Table 5
Relationship Between Results of Visual and Statistical Aha]yses for

.Four Variability Conditions

Variability Visual Analysis _ Stétistica] Analysis Results
Condition Results .Significant Nonsignificant

Increasinga

Significant — 152
Nonsignificant .- 152
Decreasingb '
. significant 1 B
Nonsignificant - 106 .
Constant Low® .
e i i e e 48 i e S'i gnificant_._- . N -'29 , ) . ) -'9
‘Nonsignificant 126 32
Constant Highd ' | '
- , , Significant 37 - 145
Nonsignificant = o om0
% = 308; x2 = 0, p < 1.0; % misclassified = 50.
' Pn = 308; x2 = 27.87, p < .001; % misclassified = 35.
®n = 306; x2 = 2.52, p < .13; % misclassified = 47,
d , . 4
n X2 =

= 306; 3.7, p < .06; % misclassified = 52.




30

Table 6 |
Relationship Between Results of Visual and Statistical Analyses from
Time 1 to Time 2 for Graphs with Low Slopes (10%) and . ’

Low or High Constant Variability : ' '

- : Visual Analysis Statisfical Analysis Results '
Variability Results ' Significqnt Nonsignificant
Low Constant®
| Significant ' “l25. - 45
* Nonsignificant S77 57
High Constantb ///
Significant 37 48 '
Nonsignificgnt 65 54
8 = 204; x2 = 7.85, p < .01; % misclassified = 60.
by = 208; x2 = 2,02, p < .16; % misclassified = 55.

.3
i

_________________
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