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Abstract

This report describes a computer implementation of ‘a spreading activation
process in semantic memory and discusses its perfcrmance on some tasks often

employed in psychological studies of human language processing. An associative

thesaurus containing over 16,000 words and all free—associative strengths ;
4

hetween them was used as the data base, thus making SAPIENS  confront the

information and computation problems inherent in large data base manipulation.
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SAPIENS: Spreading Activation Processor for

Information Encoded in Network Structures

One of the hallmarks of intelligence is the ability to efficiently identify
and utilize information relevant to the solution of a pfoblem while largely
discounting irrelevant informétion. In many cogniﬁive tasks (such as language

comprehension or perception) ' this mweans . that .relevant information must be

accessed from memory more or less immediately, thus precluding any kind .of.

\Fxﬁauagige, or near exhaustive search. Consequently, the relevance problem—~the

~——..

problem of hOQ‘tO'identify a potentially rélevant- subset .of the totaIity: of
stored information-—is an important theoretical questioq~in psychology and an
important practical question for AIA (Artificial Ihtelligence);’ The' work
described -in this report takes{ an AI pefspective on the proﬁlem, using the
céntext of natural language proceésing as its basis, although the principles

upon which it is based are quite general.

a

Research in AI has devised various domain-specific mechanisms for dealing
with tﬁe releyanée problem. Robihson's (1965, 1968) resolution principle is an
early exaﬁple of an approach that proved fruitful .in the field of automafic
theorem prdving. In the domain ofiscene aﬁalysis Waltz (1975) solved éhe pfoblem
hy taking advantage of the huge reductién ‘in data -storage_ resulting from
digzinguishing ‘the physically possibie pairs from the 1ogicéi1y possib1e pairs
of line junctiong in a two dimensicnal representation of a scene; Ip thé area
of problem solving préper, a gé;eral guiding principle has been the careful
choicg of kpowledgé reprééentation. It'quickly became apparent that the choice

could have a dramatic influence on the ease of probhlem solution, the old problem

(WA
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of the mutilated chess board being a simple .but .convincihg‘ example (see, for

example, Raphael, 197%).

Two developments in AI and psychology are especially pertinent to the
relevancé'~problem. The first is the emergence from earlier but vaguer accounts-

(e.g., Bartlét;, 1932; Piaget, 1952) of increasingly detailed proposals about

the nature of generalized knowledge representations, variously called frames

(e.g. Minsky, 1975);\scripts (e.g. Schank & Abelson, 1977), and schemas (e.g-

N

Rumelhart & Ortony, 1977).. ‘The sécond, related, development, primarily from AI,

is the recognition that the'diftinction between programs and data need be wmuch

N .

less sharp than was generally sdbposed. The notion is that ﬁuch information that

appears on the surface to be daclarative in nature can be, and often is more

N

advantageously ‘represented as procedural. This observation constitutes an

N

: : : . . A
important underlying principle of‘Planner—likg\languages (c.f. Hewitt, 1972),
; , N _
and 1is also -evidenced in the system of Norman and Rumelhart (1975). A
. » i . ‘\\ . . -
consequence of the devaluation of the pregram/data distinction is that

generalized knowledge structures, here to be <called . "schemas," are partly

procedural and partly declarative.

Because the-utilization of a schema (in an AL system 6r“inAhuman_cognition)

results in a great deal of potentially relevaht'infprmation‘becoming avéilable
autométically, it offers a powerful way of dealing with part of the re;evanée
problem, but it does only deai with part of.ig. The missing component is the
schema selectioﬁ mechanisﬁ which 'is responsible for bringing the appropriate
candidate schemas 1into play in the figst place. In this report we describe a
computér implementation of a~processlfor doing this——a process proposed earlier

in Ortony (1978). : 4
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Efficient access to all and only:the relevant knoﬁledge structures depends
primarily not so much .on the internal structure of individual knowledge-
representations (which is the problem of chief . concern to those working on
scripts, scheméé,v etc.) as on the overall organization and interrelations of
such representations in the system. In other words, it depends on the: overall

structure of memory, .rather than upon the the structure of the thiugs

represented in memory. Midels of the macrostructure of knowledge organizatien

have tended to rely upon associative networks. However, associative networks

) _ |
(whetker implemented or not) have generally been viewed merely. as spaces 1in

+hich to conduct a specific kind of search operation known as the .intersection
search (Quillian, 1968; Collins & Quillian, 1969; Collins & Loftus, 1975). The

general mechanism employed is that of spreading activation, and the mechanism is

/

3 . N . . . K :
considered to have succeeded when it discovers an intersecting nods that can be

reached from the different source nodes. This limited use,/however, fails to

4

capitalize on the power both of network representations themselves, and of the
. !

_ _ / _
spreading activation mechanism. The principal purpose of SAPIENS was to harness

/

the potential power of the spreading activation mechanisﬁ and the semantic
!

network representation to simulate schema selection. , Furthermore, this was

o . / .
undertaken in the context of a data base of sufficient size that the principles
. . . _ .

of " the system's design could be generally applicable father than relegated to

the category of ungeneraliéable “toy"” problems. Given ﬁhis goal (as opposéd to

3

that of schema wutilization), it_was possible to ignore the structure of the

nodes in the net. The nodes are simply Engiiéh wordé, although we make - the

. - .. 7 g U - U
assumption that as such, they can, in principle, be treated as the names of

schemas.

. I\
-Our assumption that a network of words can be regarded as a netweork of

/

schema names 1is an important simplifying assumption which warrants some,

® f

7
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elaborétion. In a complete representation, we assume that there would have to
be at least three different-levels—-a lexiéal level, a conceptual level, and an
episodic level. The'leiical level repfbsents conneptiong be;ween ﬁgg;g\\g?fhout
distinguishing between distinctly different mganingé that a word might have. At
the lexical level a word like ngg_codld-have connections to othér words, some
of which (e.g., money) have to do with the "financial institution” sense, some
(é.g., weeds) with the "side of a river“ sense, -and somé'with other senses of
the word such as those related to basketball, airplanes, etc. Thus, the lexical

: .. : N
level represents associations between words, not between concepts. - ‘Conceptual

\

connecticns are represented at the next, conceptual, level. At this level, we
suppose that tﬁeré are separate schemas for the distinct meanings of(a wdrd\}ike
3325¥' 'qutherégre, these schemas are ordinarily not directly connected to one
another; However, they are connected through the lexical 1level 1in ' the sénse
that they are all directly connécted td the word or words that congtitute their
labéls or names. Finally, we assume thét repre%entations involving some of thé
more noteworthy specific experiences centered around partiCuiér schemaé are
represented at the episodic level. At this le§§l, individual represantations
are aéain directly associated with particuiar schemas; perﬂaps indexed in lermé
of nonabie deviations from the canonical representatio;;\f~ee Schank, 1982)., 1In
the present report, we investigate the degrée to which schema selection can be
facilitated ﬁhrough processes that are.réstrictea to the- lexical level.  There
are both préctical ani theoretical reasons why this is a worthwhile.enterprise.
The practical reason 5 that it is much easier to construct a Vdata base of
lexical associations tirhan 1it- iélkouconstruct a ccmparably sized data base of
conceptualiand episodic structures. Thé thgoretical reason is that the schema

selection process 1is of necessity a pre-semantic process. That is, it is a

process whose goal is to permit a determination of the meaning of some input.

8
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Consequently; the process cannot presuppose“that a semantic representation of

>
v

the input has alrégdx Bééq_achievéd. ‘This means “\that ~the schema selection

process has :to operate at a relatively impoveri;;za\gemantic level. Of the

three levels that we have proposed, only the lexical level is\gizéid of semantic

content. - N

A spreading activation mechanism ought to have at least thé following five

characteristics: (a) context sensitivitv, which permits the production of
- |

different patterns of activation for the same input string ur‘{der different
: i . . |
context conditions; (b) efficiency, permitting a mechanism to operate in a space
N i D mmeme R 8 l -
containing perhaps tens of thousands of nodes; (c) decreasing activation over

time, so as to prevent every input from activating the entire nétwork forever;
o N . |

. . .y R .
(d) summation of activation from different sources,-so- 2s to permit differential
| :

activation 1levels on equally distant nodes; and (e) an activationthreshold for
) |
each node which determines whether it will transmit activation to other noces.

&L ’ ;

I

. . . - . L

Rased on these principles, a processor for operating on a;

i

network was-

developed. 1In it, spreading activation is used as a mechanism not just for

finding intersections, but for identifying constellations of candidate nodes for

+

employment in the process at hand. 1In other words; the mechanism is used to

restrict the set of potentially relevant nodes. The ability to seiéct “a small

-

set of. of potentially relevant nodes for possible use.in subsequent processing
is,.as we have already suggested, an importan; component in "~ an intelligent
system. While we acknOWIe?ge that it is g%t,sufficient to endow a system with
genuine wisdom, we were Qnablg to resiét the name SAPIENS--Spreading Activation
Processor for Inf;rmétion Encoded in Network Stfuctures. L The program Qas
written in MACLISP and implemented on a DEC-10 thputer. The data base wés an

associative thesaurus consisting of over 16,000 words and all free-associative

strengths between them (Kiss, 1968). Since the ‘data base was empirically

sy
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zenerated (by soliciting associative responses from students), and since it is
quite large, the network can be regafded as a reasonable facsimile of (part of)

some .arbitrary individual's lexical map.

It was considered important to use a 1arge, empirical;y realistic data base
for two reasons. First, in order to be able to test the effectiveness of the
simulated process, it was necessary to have a data base wifh ﬂa great .deal of
semantic | diversity and with sufficiently rich inperconnections to avpid
trivialdzing the prdblem. Second, since a large data base was used, the so-
called "combidatorial explosion” problem had to be addressed. Most computer
simulsted semantic network models contain -1ess than a thousand nodes (for
example, Quillian, 1968, encoded about 850 nodes). The present system works on
a data bz:e an order of magnitdde larger than any other semantic network system
we are aware of, Clearly the time requirements resulting frdp the massively
increased number of possible paths in a netwofk of 16,000 nddes-p&t much greater
demands on the .processor. Finally, we felt that only with a relatively large
and semantically diverse data base would it be possible to explore the potential

of the system for dealing with a broad range of tasks.

The main result of SAPIENS is that, given several input words, it quickly

identifies from the entire 16,000 word network a réstricted set of 10 to 20

relevant words without ‘extensive searching. Thése words can be thought of as
the names of the best candidate schemas for subsequent top—doﬁq/pfbcessing by
other mechanisms. In this respect, SAPIENS is analogous to the filtering prccess

in Waltz's (1975) program that generates semantic descriptions of scenes with
-

'shadows . This filtering process takes a scene and finds a small subset of most-

o -

likely ‘line segments (out of thousands of possibilities) for further processing

by a semantic description mechanism.~ SAPIENS takes an input string and finds a

19
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_\ . .
small subset of relevant “concepts potentially usable for further processing by,

for example, inference or pronlem solving mechanisms.

Four tasks were used to examine the performance of SAPIENS, While some of

these tasks were suggested by published experimental work, it is important to

emphasize that they are not intended as simulationc of expariments. Rather, -

they should be viewed as illustrations ‘of the kind of problems that SAPIENS can

»

handle and of the way in which it handles them. Thus, we do not view the “tasks

as merely being relévaqt to the question of whether a sﬁreading activation model
can, in principle, provide simple solutions to the schema selection problem and
to such issues as 1lexical disambiguation. Proposals that some mechanism or

other can in principle solve some set of problems are not very compelling. We

view performance on the tasks as demonstrating that a spreading activation model

employing a realistically large numbef of nodes does \;;TVQK these problems.

Furthermore, we consider it important that we have a wépking p£6g£am fo do this,

rather than. a theoretical 'prOposai——the enterprise, thereforé, is an AI
% centerprise;

~

\ The first task shows how context can be  used to disambiguate ambiguous

woﬁgs. The second task seeks to show how sténdard typicality effects found in

varidus laboratory tasks can be accommodated by SAPIENS. Third, SAPIEN's

\\\Efifo ance in a mock .cued recall “experiment” is examined. Finally, we

"deSeribe a simpile examination of the effects of manipulating word order of an

It should be emphasized that we do not claim that the mechanism we propose
is sufficient to realize complete solutions to ail such problems. Clearly
schema utilization is equally important. However, we do claim that, properly

conceived, a spreading activation mechanism may well be a fundamentally

1
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The words that are used as input strings to SAPIENS are called seeds. Each

seed 1is weighted so that~the'oriéinal associative strengths can effectively be
i C .

altered to simulate context effects:and decreasing activation over time. An

expansion consists of accepting each input seed 1in turn as a stimulus and

creating a single list of all responmses to these stimuli. After the expansion is

complete, intersections are found within the expanded list, “and these

s

intersections, along with the activation levels associated with them, comprise

the relevant forward environment or RFE. The expansion of all the input seeds

" and the identification of intersections (and therefore the RFE) occur within one

)

time-slice or spread. This breadth-first expansion in one time-slice simulates

a parallel computation process;'and thus spreading activation in SAPIENS can be-

regarded as a parallel process which simultaneously spreads activation out from

several input seeds.

The operation of SAPIENS is analogous to gfowing a crystal in a saturated
solution. , Input seeds used to start spreading activation are similar to
chemical séeds,juéed to start a crystal-growing process, and the densely

interconnected associative network is similar to a demsely saturated,qﬁémical

Vsoldtion. The . seeds constitute a core around which layer upon léyér of molecules

(or nodes) cluster. This clustering produces an onion-like series of shells:
around the seed core. The first layer is formed; of molecules that are most

strongly attracted to the seeds. After several layers have formed, there is

less of a tendency for the crystal to continue growing. At some further point,

an attraction threshold fails to be reached and the -growing process stops. In a

similar fashion, the Ffirst SAPIENS spread creates a cluster of strongly
connected nodes around the input seed core. As each new layer is formed, the
size of the'cluster increases, and more nodes are pulled into the RFE. Each new

o

layer, ho%ever5 is formed of successively more.remotely related nodes.

!

13
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SAPIENS
The first spread cfeates a tight cluster around theiseed'kpre. The second

spread wraps another layer a@out the first, but is_asséciatively less Strongly

related to the core. Normally, SAPIENS stops after the 'secdnd spread since
\

successive clusters are milqu“ﬂ{elatedv at - best,
; v }
purpose for the spreading has \been

but more importantly, the
| . ‘
fulfilled in one-or
quickly find a small subset of relevant concepts for furt

two spreads, namely, to

héf\procegsing. "Not
entire network.

further processing, but the ones that are useful are found without searching the

all of the words found repfésent cdncepts that are iikely to be usefuf for ..

On average, each node in the network spreads out to about 20 associates.

In a goal-searching algorithm, thousands wupon thousands of nodes would
eventually be reached, ' especially since the network .is so densely
“ititerconnected.

It is this same density that enables the clustering approach to
prevent untold thousands of nodes from being activated. At each new spread the

original seeds ‘plus the intersections are re—input as new seeds. The result of

i

this re-input islto restrict the kinds of intersections that will result. As

more and more intersections are input as seeds, it becomes more likely that most
1

of the activation will circle in on itself, that is, an area of very high

activation will begin to form as more intersections are added to the inputs.
The inputs are recursive, each input ¢

\

ontaining part of ‘the previous , one,
the effect is to quickly excise from the network the relevance stru

exists around the original inputs.

cture that

14
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Design Example f

We. shall qbw describe a fairly detailed example of the operation of SAPIENS

. using, for siﬁplicity's sake, fictitious but realistically representative data.

[
{

Syuppose the‘iﬁput seeds are the two words, apple and fruit, both with input

/weights of fl. First, apple and fruit are expanded to create a list containing

/ , :
all responses and associative strengths from the seeds. . It 1is important to-
. i o "

- )
notice that the total activation output from each seed equals 100, as shown in

Figure 1. The value 51, for example, from fruit to banana, refers to the fact

that the proportion of subjects producing banana as a response to the stimulus
fruit was 0.51. Igg;gther words, they are empirically-based transition

probabilities.

Insert Figures 1 and 2 about.here

1

The next step is to find-intersecpions in the expanded space and to create
a new .list of the intersections and summed strengths as illustrated in Figure 2.
Once the intersections are found and the strengths summed, a new list is created

as _input for the next time-slice. The new input list contains the original

seeds with input weiglts 1, together with the intersection words at .weights

" which reflect the proportion of total activation on each word (see Figure 3).

o

The purpose of using proportion§l weights on the intersected nodes is to prevent.
an activation explosionAdn the next.time-slice. The weights.on a seed are used
to multiply the associative strengths of each response to that seed. ‘For

example, since the weight on the node red is 0.3; the activation sent to each
(‘ -

P

response. from red will be mpltiplied by 0.3. This meané that the total
activaﬁion sent from red”will be 0.3 x 100, or 30, because each node originally

outputs a totai of 100. The original seeds are always re-input at weight 1 and

15
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sﬁccessive intersection ﬁodes-are always input, at proportional weights which sum
to 1 to simulate the attention being placed on the input seeds (high‘activation)
and the process of spreading activation (low activation) operating on

intersected nodes.

Insert Figures 3 and 4 about here

Since the total input weight of all intersected nodé; is constrained to sum
to 1 (sq as to prevent an activation explosion), the activation on intersectioﬂg
decreases rapidly. As the new seed lisf inéreases in length on each successive
spread, -the proportional activation on each word in the relevant forward
envirbnmént (RFE) must decrease. It is, of course,. pogsible; and deﬁiréblé,

' >

" that the proportional ‘activations on relevant' RFE words will change as_.the

B o B} - - , e e e - e - . AN
spread continues because some nodes will receive additional activation from

newly accessed nodes.

>5Continuing the example, with’thé‘creation of the new input list,lthe spréad
cycle (and one time-slice) is complete. At’the end of each cycie the result is
é new RFE. Notice, as can be seen in Figure 4, that the input seeds géglg_.and
fruitc dolnot have stre;gth sums. Normally all nodes tha;vappeqr in thé RFE must
have received ac;ivatién'from'at least two sources. | The ‘exceptions are the
inﬁut seeds,. which are élways, included 1in the RFE whether they reéeived

activation or not. Each word in the RFE has an activation strength associated

with it which is the total amount of activation received by that word in the

time-slice that just ended. The activation strength sum 1is the sum of all

“

_activation levels of nodes currently-in the RFE.."In the present example, the

activation strength sum is 74,

16
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" The maximum strength sum attainable ‘after any spread is 100xN + 100, _where

N equals the number of input seeds. This is because each input seed always. ;.

outputs a strength of 100 (weight = 1), and the sum of strengths from all
intersected nodes is forced to equal 100 (;um of weigﬂts = 1). In our example,
4f a total activation of 300 is injected into the network at the_ beginning' of
the .second spread, .thep 300 is the maximum éttaingble strength sum.:Thigléan
ogcuf only if éll of thei%esponses (from the inpuf“seeds and:th;‘}intersectiéns)

happen. to be intersections too, for these particular responses are the only

‘nodes receiving activation in the network.

[ .. 1S

A maximum attainable strength sum enables us to make meaningful .comparisons

among different strength sums. For example, if the maximum strength is %90, and

;

. ‘ . i ' e .
one pair of seeds produces/a sum of 60 after 2 spreads, .and another pair

produces -a sum of 30 after 2 spreads, we can say that the first pair represents

20 percent of the "availahle activation and the second pair represents 10°

percent. Thus, the first pair of seeds is better "integrated" (in the sense of

"inter-related") than the second pair by 10 percent of the avaiiéblé aétivaciqn;;

-, . >

Input seeds that are strongiy associated with one another:will produce an
RFE containing more intersections and hence a higher activation strength sum.

Weakly associated seeds may- produce an RFE with only a few intersectiéns, and a

correspondingly smaller activation strength sum. “"Association” in this sense is -

* thus better thought of as a measure of “inter-relatedness” between words.
R - Tl
3 o~

e

17
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Program Performance

Lexical Disamhiguation; ' o

The first task to be described. is concerned withj.the problem ’of. the .
selection ofiappropriate word meanings in the face of more'than one alternative;
The}most typical example of this/problem is the need to disambiguate homonyms on
the basis of contextual information. As J. Anderson (1976) puts it:
| One of the problems wiéh all current [computer-based language

.. .. comprehension] _models is.. that _they run into;difficulties.when they must .

—

deal with multiple word senses or»multipie syntactic possibilities +o« The

spreading.. activation’!modteprovides the potential for associative context

e

to prime»a_wordis meaning. These parallel, strength mechanisms ... are hard

- t0 simulate on a computer, but this difficulty is irrelevant to the

_question of their psychological 'validity. (p.448)

"The degree to wh!ch SAPIENS is able to contribute to the solution of
disambiguation_ problem was investigated by injecting a.context-setting word and
. the target (ambiguous) word into the network as input seeds. The intersections -
found in one or two spreads were usually sufficient to produce clusters of words

" that were clearly associated with the contextually appropriate meaning of the

disambiguous ~word. For example, consider the words mint, bank bar, fruit, and
game.. The first three are émbiguous in the usual sense: they each have> more

than one 'distinct meaning. In particular, %e were interested in distinguishing

between the sense of mint/ as candy, and as a place for manufacturing coins.
. A B ’ ) L '

Similarly, we were interested in distinguishing the sense of bank as a financial

institution from the sense in which rivers hawe banks . And we wanted to

distingu1sh the sense of bar as a place, to have a drink, from the sense in which

a rod is a bar. The remaining cases, fruit and game, are not ambiguous words in

Q‘,.»., | ‘ 18._
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~

the wusual sense, rathE;/tﬁey are vague, beingbconsistent with a wide range of

very different kinds~of referents.

-

- / -
/EE/SAFbeS is appropriately sensitive to context it ought to provide

_—~"evidence of greater availability of words related to the appropriate meaning of .

‘ constraints on-the relative accessibility of different instances of the concept.

are presented in Table 1. e

an ambiguous word. In the case of the vague terms, context ought to - impose

Thus, for examplec, if red is part of the context for fruit, apple ought to . be

more available than bénana, or lemon, whereas, if yellow were part of the

coﬁEéxt, e might expect the reverse to;be true. The results of the éimﬁlétion
| .

/
>

Inéert Table 1 about here

Recall that the activatidn strength sum can be taken as a measure of the
degree of interconnectedness or integration of the word clusters associated with.
an inpuf.dThué, for example,the first two rows in Table 1 suggest that. the
pecgni§ry Jsgnsé of mint is better integrated than the gastronomic sensé.
Another intéresting property of SAPIENS is that>ghe originai’seeds only ’"appear
in the- RFE if they themselves recéive activation from their associates.f-So,
river appears high in the RFE (see Row -3 of Table 15 because it received

activation from water, stream, and/or other activated elements in the RFE;

. - o i
A general observation that can be made about these results is that the most

highly ranked nodes in the RFE are, as a rule, semantically highly related. In

cases where the RFE is large (as indicated By a higﬁ strength sum), fof example

bank in the context of money, the least highly ranked concepts are &ery weakly

related, often representing syntagmatically, rather than . paradigmatically

related concepts. For exéhple, make appears very low on the list for bank.

19
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Pfesumably it is only theré at all because one puts money that one EéESi into
the bank. One way to interpret the varying numbers of nodes in the R%E_is to
suppose that the more nodes there are in it, the better integrated the RFE is,
and the more knowledge there is associated with Lhe particuiar use of the term
(compared only, of course, to alternative uées of the same term). In other
words, uses giving rise to larger RFEs might be regarded as the higher
frequencj, or more typical ones. However, caﬁtion‘should.bevexercised in this
respect: it is not-beiAg claimed that, for example, the mosﬁ probable use of the
word EEEE’ is the pecuniary sense, but only that that sense is more probable
than 'the particdlar altetnativés that were investigatgd in tﬁe context of the
present data base. It is perfectly pbssible that mint aé herb, would be the
p're,ferred‘_I seﬁse in some other data base. Furthermore,aa r;;li§§ic test'of'this

would need to control for the frequency of the context-setting wordy which was

not done in the present case.

- If the program is viewed as a model of .schema selection (presumably for
later use in top down processing), it can be concluded that SAPIENS is
reasonably successful. The clustering process was supposed to quickly find a

small relevant subset of the nodes without resorting to éxtgnéive searching.

This releQant subset, the RFE, ought,tb have, and did include, nodes that wers -
/ . N S i

related to the inmput seeds taKen together. 'The program, it can therefore be
concluded, is“able to restrict the candidate nodes for'subsequéht processing so

that those gépdidgges are likely to be relevant to the appropriate meaﬁing of a

F e
L R S ——r——

word as determined by the context.

Note thaf‘SAPIENS does not know which seed is the context-setting wbrd and

which is the targét w@rd. If both nodes are somewhat ambiguous, a “"complementary

disambiguation”™ can occur. Consider for example,‘drinkfand bar. Both words ' are

compatible with several different kinds of referents. The bartender made a




'
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drink and The mother made a drink suggest different kinds of drinks while The

bar was crowded and The bar was rﬂgtea imply different kinds of bars. Since
SAPIENS finds items relevant to ail ofv the input words, the .RFE for drink
followed by bar will reflect both a EEE sense of gziﬁ&.and a drink sense of bar.
Similarly, finding a relation between red and fruit, and fruit and red entails a

comparable. process, except that the seeds .are (technically) unambiguous.

‘Typicality and Verification Tasks

It is now a well-established finding in Psychology that the speed with

which true sentences of  the form “An x is a y" can be verified dependﬁ on how

typical the example, x, is of the category, y, (éee, e.g., Rosch, 1973; " Smith,

Shobea, & Rips, 1974). 1If apple is a mdére typical fruit than straﬁberrz, then

the sentence An afpyle is-a fruit will take less time to verify than the sentence

A strawberry is a fruit. This fact is, of course, consistent with the view that

more typical exemplars are more available than less typical omes. The second
set of simulaticns was conducted to see whether or not SAPIENS would demonstrate

such differential availability.

Injecting apple followed by fruit ‘into the mnetwork results in an RFE

containing the wordsfpie,‘pear, orange juice, tree, juicy, tart, banana, green,

sauce, and summer after just one spread. Tﬁege'W6rds are listed in order of
activation 1level; the proportion of available activation was 0.32 (sum strength

fgr this RFE was 97). By comparison, if the seed nodes are.” strawberry and

“fruit; ‘the. RFE COmprisés~éream, juice, jam, raspherry, pie,: tart, summer, and

food after one spread, with an activation proportion of 0.21 (sum strength

equals 64). Thus, as expected, the more typical exenplar, apple, produces an

RFE with: greater overall stfength than the less typical one. Siﬁilarly, robin -

followed - by -bird gives bifd, song, éEarrow, swallow, thfush, and starling after

L

¥



Ortony, & Radin .19 ‘ SAPIENS

two spreads, with an activation proportion of 0.38 (sum strength of 114), while

penguin followed by bird gives bird, fly, black, feathers, feather, flight, sky,
and wing after two spreads, with a smaller activation proportion of 0.29 (sum -

strength of 87) than in the robin case.

At this point it is worth making a couple of observations about the
contents of RFEs. First, it should be remembered that the data that form the
basis of the networkpnere collected several years ago and represent some amalgam
of a .large. number of undergraduate students at.Edinburgh, Scotland: Assuming
the general tendency of the dialect to be closer to that of Britlsh English‘than
to American English, it should» be recognized‘that robins (peing relatively
uncommon in Britain) are not, in fact, the best exemplars . of birds——sparrows,
thrushes, and starlings are all better. Notice that these other good imstances
in fact tind their way into the RFE for robin and,bird. There are a number of
other peculiarities of this . kind. For example, it is the experience Of most :
Engllsh people that apples are typically Just'as green as they are red " (perhaps

even more so)Abecause there is a subcategory of apples known as cooking apples

3

which are always green (and sour) and are ‘used in pies and tarts. Another

peculiarity by U.S. standards might be the occurrence of pint in the RFE for

drink bar. _In.ﬁritain one of the most typical . things to drink 1in a pub

(especially at the bar) is a pint- (of beer) .

!

B

Notice also, that the RFE often contains more than one cognate as a word

(e.g. feather and feathers). Sometimes this is.just a plural form, sometimes a,-

" verb form, and so on. Ideally, these would have been removed, but their presence

]

causes no real problems. Furthermore, it 1§ interesting to note that the second

highest RFE word for the pair penguin/bird/was fly. It'is possible that words
' e

like feathers .and wing contributed enough activation to flz for it to .become

highly activated. On the other hand, perhaps fly refers to the fact that

- 4
-

/ N '

4,;//’/f/f///_ . 2323
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3

penguins are wunable to fly. As.it}is currently set up, SAPIENS cannot handle

negative properties, but again, fo% _present purposes this 1is not really

3 " .- s .
important. Finally, it should be mentioned that psychological experiments on

sentence verification routinely reveal not only that’ subjects are faster at
- A { : ‘
verifying good examples of category members than poor ones, but also that they

are very fast at rejecting non-examples like A pencil is a bird. The RFEs

‘resulting from the corresponding ‘ inputs can_ be interpreted in a manner

consistent with this £inding, for, in the case where the term refers to a non-

instance of the category, the RFE tends to be empty so that the sum strength is.
r'd : ) ’ EY
K ,

equal . to or close to zero. -

Cued Recall

In an experiment reported by Anderson and Ortohy (1975),'subjects studied a

» -y

number of siﬁple sentences such as. (1) and (2).

(1) Nurses are often_beauf}ful.

(2) Nurses haQe to be licensed.

Later, subjects were given either a "close! or a "remote" recall cue. In the
present example actress would be the close cue for sentence (1) and the remote

cue for sentence (2), while doctor would be the close cue for sentence (2} and

-

the remote cue for sentence (1). The experiment showed that what wac

LR

- semantically close or remote depended on the entire sentence rather than on part

of it since the cues were not sufficient to permit the recall of control

-

sentences which included key words like beautiful and licensed. For example,

“a ~ s

23
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the cués &ére not differentially effective, indeed, they were not effective at

I

all for control .sentences like (la) and (2a).

(la) Landscapes are often beautiful.

(2a),  Taverns have to be licensed.

Ortony (1978) has 5uggested that a.model along the lines of the present one
can account for these results. D1fferent RFEs are created for the different
‘sentences: close recail cues integrate strongly with their respective RFEs, and

distant recall cues .integrate weakly with them. These integration strengths

reflect the probability of a cue eliciting recall of a sentence.

The task in the Anderson and Ortony (1975) experiment was simulated by

first creating RFEs from input seeds corresponding to the substantive words in
the to-he-learned sentences. Then the expanded cues were intersected. with the

input seed RFEs to find the amount of integration between them. The sequence of

operatisns used by SAPIENS is illustrated in Figure 5.

Insert Figure 5 about here ;

- ’ 3

e

The process begins when seeds A and B are injectediinto the network (Figure

5a). Tntersections are then found between expanded A and expanded B. This area::
is called RFEl (Figure 5b). The seeds and RFEl are re-input to 'the network
(Figure 5c) as ' explained -in the basic design section. This gives riee td_a
second RFE-(RFEZ) resultiné from the intersections of.seeds A and B, with RFEI

(Figure 5d). Any word that receives activation from at least two sources is

part of this (and subsequent) RFEs because the notion of a threshold requires

v

that a certain amount of\Ectivatlon is received by a node before ‘it begins to

transmit activation to other ncdes. In SAPIENS, a node recelving activation from

:2}4
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just one source will not exceed its threshold because insufficient activation

"will be received (Figure 5d). The intersection bétween the RFE2 and the

expanded cue 1s an example of a seed-cue .intersection (Figure 5e). The
‘activation strength_sdm of the seed—cué.intersection is directly related to the
probability of recalling the input given a ;;; because the acFivation sfrength
sum is a measure of the o;erlap between the input seed RFE and the cue _REE; It
is reasonagle to assume tgft @f a cue RFE complebély overlaps (and restimulates)
the input seed RFE that ghe probébility of recalling tHe_Ainputs will be‘ very
high. On the other hand, if é cue RFE éoes not overlap any portion of the input
séed RFE, it is unlikely thatAthe input will be recalled Abecguée no close
associates of the inputs _were ;eactiyated. Therefore; if one activation |
strength sum is‘greater than another, it seems reasonable to"assumeAtfhat the

-

former sum'will.reflect a greater probability of input sentence recall than the

\

latter sum. The results are summariéed in Table 2.

‘Insert Table 2 about here

In almo;t all cases the trends are in the diréction found by Andérsonr 9nq4f
Oftony'(1975). Not ‘all-the words from the original\éxperiment were availésie in;:
_the netéﬁrk, consequently some minor'chénges were needed. Noné of these worqiﬁé
changes in gny way affected the %alidity of the test. For example, the use of
the cue sexy, for the sénféﬁces abouﬁ'hunses was necessitated by the fact .that
the oviginal cue wused in Andersaq gnd.Ortony (1975), actress, was not in the
netwofk. As ‘an aside, it should perhaps be mentioned that this forced us Ato

revert (for the pufposes of science, only) to the standards of sexism that were

pervasive at that cime the data base was assembled some 20 years ago.
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Figure 6 shows the effecté on the RFE fhat such a manipulation of we:ghts has.
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It is important to empﬂasizé that no claims .are beihg made here about
specific comprehension and memory processes.ﬂ All that is being supposed is that
whatever the c0mprehénsion process is, it does involve the establishment of an
RFE to 1limit the schemas that are brougﬁt ihto foc;s for that process. B It is
aISO‘assuﬁed that that RFE could be used as partEOf ;he‘ repfesentation of the
remembered’ sentence (or reproduéed from 'it), é part that appargntly can be

gainfully employed ‘in" the retriéval process. #

Word Order Effects

o

Compare sentences (3a) and (3b).

- (3a) The boy~smashed_£he bus.

(3b) The . 3 smashed the boy.

In sentence (3a) imagés of vandalism and boyFrelated items are likely to -~ome to

mind, whereas in serntence (3b), accidents and bus-related items come to mind.

, Crdinarily S PIENS would‘accept,box, smash, and bus as one simultaneous,

. parallel input string. Thus the sjntactic;features of subject and.predicate, or

‘actor and'object,'are lost. That is, boy, smash, bus and bus, smash, and boy

produce exagfiy_‘thé §ame"RFE, Sincé " sentences (3a) and (3b) acéually have .

different meanings, it would be nice if the relevant syntactic information could

somehow be preserved.

" One way in which this can ' be done is to give a greater weight to the agent
of .the input sentence. The agent (subject) might, for example, be assigned an
input weiéht'of 10, and the 'verb and patient might be aSsigned weights of, say,

1. Sach weights could be regarded as ‘reflecting the salience of each case role.

:)_boy—?elated items are ranked high when the input seed bov

N (SR B =, -

[
IS
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is weighted high;'and bus-related items are ranked high when the input seed bus

is weighted high.

a

Insert Figure 6 about here

This result suggests that the salience of the input words can play an
important role in} determining "the activation levels of nodes in an RFE. The
activation levels are important because the nodes with the most activation tend

to be more relevant than lower activated nodes.

Needless.to say, assigning weights of 10 to thé.agent, and 1 to. the wverb
and the patient is rather an arbitrary way éf handling the pfoblem, yet it seems
tb-woFk for all that. A more sophisticated approach would be to,.select the
weig;Eé on the basis of somé kind of optimization procedure.'Since SAPIENS has |
no parsing ability, the user has to apply the weights to each case role. For
handling ﬁatural ianguage it would be‘necesséry to recognize, for example; that
the input was in passive form SO-aslto permit appropriate adjustments to thé
weights to be made. The purpose of the preseﬁt demohstfation, however, is only
to show that; in principle, SAPIENS has the flexibility to be  sensitive to

simple syntactic constraints. ' : v

Conclusion

Natural language processing, like- other - éreas of AI, has to face the
problem of how to reduce the.search set of candidate‘representations if it hopes
to utilize appropriate oﬁés to facilitate top down processing. This has proved
to be a sﬂf*'hat/ stubborn problem in the past, and one which begémes
inéreasingly dis, as'the size of the data base increases. SAPIENS appears

to ‘be a viable general solution to this problem, because it quickly produces a

' - - o
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small set of candidates and 1s able to do so in a manner that would permit it to
help 1in a range of imporﬁant naturgl lahguage processing tasks.> The principles
behind theIAesign of SAPIENS are essentially independent of * the particular
mechanisms that would be employed in a complete natural language processing
system, and, in fact, there is no reason'why SAPIENS could not ﬁ;' utilized in
other = AT _ aomains as well. lTHe chief constraint on SAPIENS is that it .has to
embody.a realistic representatioq of thé associative connections between 1its
nodes. In our implementation the onerous task of assehb%igg-these daﬁa.waé done

independently:

While spreading activation mechanisms have been proposed"(énd in AI,
occasionally. used) before i;ﬁboth psychology and AI, such a mechénism has not -
been shown to be viable or efficient when applied to“ a data bas; of any
significant size. SAPIENS 1is  an implemented system, raﬁher than an abstract
proposal, and as such; the specif}c deﬁails of 1its design become imbortaht,

since it 1s just such details that distinguish approaches that could only work

in principle from those that work in fact.

28
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Table 1

Results of Disambiguation Simulation

E First Three Rank- Number of ! Propdrpion
Context Target Ordered Nodes Nodes in Strength of Total
Word Word " in the RFE® . ~ RFE . ~ Sum Activation
chocolate .miﬁt " sweet, milk, taffee | 3 K 22 .07
coin mint -~ money, casH, gola 11 .77 .26
rfver ' _ bank river, water,-stream B} 9. . 87 . .29
money bank money; silver, b;ok i ’ 23 123 . '.bl
metal - bar '-fron,.door; rdﬂ ' "3 | L 23i .07
drink . bar  beer, drink, pint - 7 83 .28
yellow fruit orangé,_green, banahna 5o 3h_%5 ' _ .08
red.- - fruit apple, green, hot 3 3 _ .10
card | game | play, poker, board . ‘ -3 | 28 | .09 ‘
 ba]f . ' gaﬁe play, football, tennis : 3 . .33 2 l'.]l
| éhéss ~  game board;'p]ay _. . : é,“ :“ 0 E a3

%Relevant Forward Environment




. ; Table 2

RegﬁP s of Cued Recall Simulation

~

,:/

Proportion of Total
Activation With

x

Targit Sentence Paira

;Ciose Cue Remote Cue
' shampoo *° 'detérgehq
_ The nurse washed her hair. , .36 .18
"*"“‘-""”““"—"‘rhe"hu'rsé"'W;lS hed—her-clothes. L S
' ' , sexy : doctor
" Nurses are often beautiful ~ .23 7
Nurses give health care. © .09 .5l
' saw * - scissors
The farmer cut the wood. . .25 , .18
~ The farmer cut the fabric. : .08 - .29
. ' ' cIimETngA . hanging -
The‘iXX;COVered the ﬂilli' ' .20 ;"\“\\’. .16 )
The pittufe covered the walls. 1 ‘ ilk
‘ : _ hammer » jigg
The mgg_hlg the nail. ~ - .20 S B
The.man hit the jaw. - .07 _e19
o radio
‘The man watched the show. i .0l
The man listened to the show. .13 o 1
¢ 3ords in italics represent input seeds.

As presented, the close cue usually- produces a higher
proportion of total activation for the first member of the
pair and a lesser proportion for the second. Similarly, the
remoté cue. produces a lesser proportion for the first member
and a higher proportion for the second. ° '
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Figure Captions

2

et

N .
\\\\\ Figure 1. Expansion of nodgs apple and fruit.
\\\\\ \\\Ejgure 2. red and pie are intersections found in the expanded
enQiron;Entng apple and-fruit.‘ : : _ .
Figure'3!.‘0riginal seedé, in this examp¥¢ the nodes apple and fruit,
are always weighted at 1.0. Intersections, here the nodes red and pie,
“~_ are proportionall; weighted at fractions which reflect the Qroportion"

.of total actiV;tion on each node.

Figure 4. The end result after one time-slice is a refeQant forward -.
en;TPonmenyr(RFE). .

Fighfe\S.ﬁ Sfeps Tnvb]ved in creating the seed-are interséction used
inAthe-CUed.;écall.expcrimeﬁt simulation.

Figure 6. ’Resu]tlbf simulation of syntactic effects.
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| This strou;m lme shows the ranking of nodes in the RFE produced by
boy smasi bus.

2 This curve shows how the nodes are ranked lower fo'r boy-related items

i and higher for bus-related items when the.input seeds are bus smash boy.
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