* Reproductions supplied by EDRS are the best that can be made
*

,,,,,,,,,,,,,,,,,,,,,,, from the orzgznal document. B
***i****i*********************************k****************************

***********************************************************************

*|

*

QO

ERIC

Aruitoxt provided by Eic:



AUTOMATIC LINGUISTIC ANALYSIS
Pamela L. Coker & Mark A: Underwood

December, 1981

TN-3

“PERMISSION TO REPRODUCE THIS
EDUCATIONAL RESOURCES INFORMATION MATERIAL HAS BEEN GRANTED BY
—- ~ CENTER (ERIC)

R This dacument has been reproduced as e ———
d from the person or arganization : NWR
g 4 :

. Minor changes have been made to improve
reproductian quaity. . e L

o o i TO. THE EDUCATIONAL RESOURCES
ment do not necessarily represent official NJE INFORMATION CENTER (ERIC)."
position or policy.

v

o

~

ERIC

Aruitoxt provided by Eic:



Abstract

The National Center for Blllngual Research (NCBP) 1ntends to
This report surveys the available computer programs which could
potentlally aid in the llngulstlc analysis of the NCBR corpus by
automating a number of ' labor-intensive and tlme-consumlng

linguistic analyses.

Tfwo criterim guided the search for applicable computer
programs. The automation of linguistic aralyses which form the
basis of the child language research for monolinguals wWwere
preferred over those analyses which are not typically used in

‘ohiia ienguage research. The computer programs must be easily
implemented on the UCLA IBM 370/3033 computer.

Eight computer programs which met at least one of the
criteria were evaluated in terms of their potential usefulness to
NCBR. It was determined that the Computer Assisted ZILanguage
' Analysis System (CALAS) was the most promising in - terms of
capabiiitles and cost: A series of programs which could be used
1mmed1ate1y’ were 1located at 'UCLA, however; these programs are
limited to word frequency counts and concordance programs based

on ‘terminal strings.
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Automatic lLinguistic Analysis

I. Introduction

The analysis of linguistic data has proven to be a time-
consuming labor-intensive effort. The purpose of this report is
to examine a series of computer assisted alternatives which
reduce the amount of time and effort reguired for linguistic data
analysis. In particular, a set of recommendations afe made with
respect to the needs of the National Center for Bilingual
Research, which is presently collecting a largé corpus of child
language from bilingual children.

Computational Linguistics is a field that has been devoted
to the automatization of linguistic information, whether it be
for theé machine translation of one larnguage to arnother or for
the analysis of textual and discourse information. Computational
Linguistics became very active in the late 1950's with the advent
of large computational machines. Since that time the field has
developed in several directions, and has been supplemented by the
riewer field of Artificial Intelligence. This report will present
a brief review of the goals and accomplishments of theses two
fields; followed by '@ discussion of desirable linguistic
analyses for the NCBR corpus. Finally, a series of computer
programs which could potentially aid in the automatization of the
desirable linguistic analyses will be evaluated in terms of their

ease of implementation by NCBR.

II. Computational Linguistics and Artificial Intelligence
Research in computational linguistics generally falls into
one of three areas: machine translation of one language to
another, computer validation of  linguistic  theory, or
computerized linguistic analysis of text or discourse. Machine
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translatlon of one language to another was an area of research
heavily funded in the late 1950's and early 1960's It was hoped
that .computer programs would be able to automatically translate
written documents or even 1ntercepted audlo slgnals. It '1s
computers did not have sufficient computatlonal power but because
we simply did not have an adequate understanding of the structure
of the rules of natural languages (Chomsky, 1957; 1965). The
most unsettllng discovery of these early attempts was that given
a d1ctzonery of the words of a language and the syntactlc rules
of that language, the computer still could not generate the
meaning of & sentence. What was missing was a set of rules which
combines the meaning of individual words with the syntactic
structure of a sentence to produce the meanlng of that sentence.

The delineation of these combination rules of semantic
interpretation and the reassessment of the structure of syntactlc
rules have received consxderable attention at the theoretical
"level during the last twenty Jyears (Bresnan, 1976, Chomsky, 19685,
1976; Jackendoff, 1972 Katz & TFodor, 1964; Lakoff, 1971

Montague, 1974; Partee, 1975, 1976).

Today, although there are still efforts being made in
machlne translatlon of one language to another (see d1scuss1on
devoted to the testing contemporary advances of lingulstlc
theory. That is, a given formalism in llngulstlc theory is to be
preferred if the correct meaning or the correct syntactic parse
of & sentence can be assigned by computer. Simultaneous with
this effort has been the emergence of the field of Artificial
Intelligence which Seeks to have the computer understand not only
natural language but also solve complex problems. The goal of
several projects has been the development of a’ computer program
able to understand a sentence, to make an inference based on the
meaning of that sentence, and then to use that inference as the
partial solution to a given problem: Because SO miuch of the
effort in Artificial Intelligence involves the understandlng of
lxnguistic information, the Computatlonal Linguist and the

5 ~
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researcher in Artificial Intelligence have many shared goals.

A number of computer programs designed to parse the
éyntéctic structiure of a sSentence have been written to test
competing linguistic theories of syntactic structure: Mitchell
Marcus, who is currently at Bell £aborator1es, has written a
deterministic syntactic parser which incorporates a number of
constraints on linguistic rules proposed by Chomsky (Chomsky,
1973, 1976; Marcus, 1978). Ron Xaplan of Xerox Palo Alto
Research Cénter is currently 1mp1ement1ng a syntactic parser
based on his previously developed Augmented Transition Network
(ATN) parser and on Joan Bresnan's Realistic Grammar (Bresnen,
1978), which is a competing theory to Chomsky's. Martin Kay also
of Xerox 1is currently implementing another parser based on
Systemic Grammar. These parsers are similar because each was
developed to test a theory, and, as such, none are comprehensive
parsers of Engllsh. They consist only of a subset of the rules
of Engllsh and thus are not generally applicable to the task of

analyzing a large corpus of naturalisStic data.

In Artificial Intelligence, more ambitious researchers have
produced computer programs which 'not only as8sign a éYntéctic
structure to the sentence, but also interpret the meaning of a
sentence. The interpreted meanlng, along w1th other stored
problem solv1ng. For example, Wlnograd s SHRDLU conversed with a
human in English about & small imaginary world of blocks: The
conversation involved the computer respondlng to orders to move

the blocks and keeplng track of the relative positions of the
blocks (WInograd; 1971,1972). SHERDLU ©both 1nterpreted and
produced English sentences. LUNAR, deveioped at Bolt, Beranek &
- Newman, Inc. is used by NASA to access and manlpulate moon rock
samples data. Again the conversation with LUNAR is in Engllsh.
SOPHIE (Sophltlcated Instructional Env1ronment) is capable of
conversing in Engllsh with & student about the student's ideas on

electronic troubleshooting (Bobrow & Brown, 1975, Brown, Bell &




Burton, 1974, Brown, Burton & Bell, 1975). GUS (Genial
‘'Understanding Systme) communlcated with travel agency clients who
wished to travel to a single cxty on any . of several air flights.
These and otheér projects by -Anderson and Bower (1973), Schank
(1973, 1976, 1978, 1980), and Norman &nd Rumelhart (1975) are
serious attempts to automate the understanding of llngulstlc
information. Ehéy are, however, only attempts at what 1is
possible. Typically, both the topics of conversation and the
11ngu1st1c structures are restricted to those necessary for the
tiny ar+1f1cial domain of the system s "world®:. There has beeén
no attempt to develop =a comprehens1ve set of linguistic rules,
and lexicons have been 1limited to include only & small,
interrelated set of words; and, as such, the computer programs
are not .equipped to handle extensive semantic domains found in

any spontaneous language Corpus.

The third area of Computational Linguistics is the
linguistic analysis of textual and discourse information.
Computers aid in the analysis of literature and poetry. For
example, choice of words by two or more authors can be compared
a oartlcular word or phrase appears and listing out the context
of each instance of the word (Ross, 1972; Widman, 1975): In this
way the choice and use of words of particular authors can be
,compared and analyzed. Concordance programs vary as to which
11ngu1st1c features they can analyze, and have been used to count
the number of occurrences of syntactic structures (Chrisholm,
1976) as well as to compute letter and word freguency, spelling
patterns, and morphologlcal complexity (Spolsky, Holm, Holllday &

Embry, 1978): In addition to the 11ngu1st1c analysis of
literature, fhéré are also programs which analyze scientific
textual data. For example, the String Parser programs at New
?ork ﬁnlvéréi%y analyze medical texts and other scientlflc
1976; Sager, 1976) The input in each of these cases is well=
formed grammatlcai sentences of Engllsh, end the syntaetlcal

rules in these programs assume grammatlcally correct input




sentences.

Better suited to the linguistic analysis of the NCBR corpus

are thé programs which. analyze discourse. Computer programs.

have ©been designed to analyze interactive dialogue sessions
between two or more people (Miron, 1973): ﬁiaiogues between
teachers and students; therapist and patlent (Wachal & Spreen,
1970; Colby, Purkinson & Fought, 1974), as well as schizophrenic
and other pathologicdl 1language (Pepinsky, 1978) have been
analyzed by computer programs. The advantage of these programs
is that they can analyze sentence fragments, one word utterances
and discourse-specific features not found in written language.

-III. Analysis of Child Language Corpora
The National Center for Bilingual Research intends to
tapé record the language of young blllngual children in =a
three year longitudinal study. The tapes will be transcribed and
ntered into the computer by clerical personnel. The accuracy of

the transclptions will be veérified by personnel with 111gu1stld

training. Because the resulting corpus will be quite large, it
is desirable to automate as much of the linguistic analysis as
possible. But before eons1der1ng the actual programs which mlght
be used to automate certain types -of linguistic analyses, a
discussion of the partlcular analyses relevant to child language

_ production data is in order.

Since the tranmscripts will not contain a phonetic
transciption of the child's speech, phonological analysis of the

corpus is not posslble However, the syntactic, semantic and
conceptual information in the corpus offers a rich base of data

from which to analyze the complexity of the child's linguistic -

and conceptual development at partlcular ages. In ordér to
evaluate the compiexify of the Biiiﬁéﬁai child's language, it is
desirable to use at least scme of the measures of linguistic
complexity developed for the analysis of monolingual Ianguage
. 5
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development.

one of the most widely used measures of linguistic
complexity has been the mean length utterance (MLU) in the
child's spontaneous speech: It is the best single indicator of
complexity up %o a&bout five morphemes per utterance (Brown,
1973). = It indicates both syntactic and semantic complexity
which is highly correlated with conceptual complexity. It would
be highly desirable to coempute MLU for the NCEBR corpus, as it
would provide the basis for comparison with the extensive child

language titerature on monolinguals.

S16bin (1973) has developed a number of indices as to what
contributes to syntactic complexity. These are based on the
following language acquisition universals (taken from Slobin,

1979).

1) For any given semantic notion, grammatical realizations
as postposed forms will be acquired earlier than

realizations as preposed forms.

2) The fdlidﬁing stages of linguistic marking are typically
observed: (1) no marking; (2) répprbpriafe marking, (3)
ovargeneralization of marking, (4) full adult system.

3) The closer a grammatical system adheres to one—to=one
mapping between semantic elements and@ surface elements,

the eariier it will be acquired.

4) When selection of an sappropriate inflection among a

group of inflections performing the same semantic
function is determined by arbitrary formal criteria, the
child initially tends to use a single form in aill

-

environments.
5) Seﬁaﬁticaiiy' consistent grammatical rules are acquired

iy




early and without significant errors.

Using-Slobin's universals of language acquisition, it is possible
to predict which syntactic structures will be difficult to learn
in any language. For example, syntactic rules which are
inconsistently applied or which attach themselves to the
beginnings of words rather than to the ends of words are
considered as complex relative to rules which are consistent

with Slobin's universals.

Consider the tense system of English: Semantically, English
expresses three tenses: past, present, and future.

Syntactically, HbWé#ef there are only two tense markers: past and
present. Each semantic expression can be syntactically marked as

either past or present, as the following examples indicate. The
examples are +taken from Culicover (1976). All three are
syntactically marked in the present tense, though each one
semantically represents a different tinme. N

1) I come home and then John says to me "Where
the devil have you been all day?" (semantic past)

2) I choose Mary. (semantic present)

3) I sail for England next Wednesday. (semantic future)
This system becomes very complicated for the child when he (or
she) learns the past tense marker and it does not always refer to

some time in the past as in @).

4) I would like a glass of milk. (semantic present, would

is marked syntactically past)

These examplés illustraté Slobin's third universal, that when
there is not & one to one mapping between Semantic elements and
surface syntactic markings, the language learning task becomes

more difficult.




In order to make specific comparisons with regard to the
syntactic compléxity of the child's speech, the level of analysis
must be Qquite detailed. For example, Brown and others (Brown,
1973, Brown & BellugI, 1964; Brown, Cazden & Bellugi, 1969) have

traced the &evelopment of 14 grammat:cal morphemes in English:

Sonie of these are: present progressive (-ing) the prepos‘tlons
oon and in, plural, possessive ('s), uncontracted copula (is),
articles (the ana a), irregular and regular past tense. To
automate this type of syntactlc analysls, the computer program
nust be =able to detect individual morphemes when they appear as

parts of words.

Cther syntactlc analyses which are 1mportant in determining
the syntactlc complexity of the child's language iriclude analysls
at the phrasal level. For example, the syntactic structure of
(b) is generally regarded as more complex than that of (6). This
is because (5) includes an embedded sentence in the subject noun
pﬁfasé of the sentence whereas (6) does not have this additional
structure at the surface level of analysis.

(5) The dog which belonged to Mary died.
(6) Mary's dog died.

Thus, it would be very useful to be able to analyze the child's
utterances acc0rd1ng to their phrasal complexity. This involves
first determlnlng what part of speech each word 1n the sentence
is -and then determlnlng which syntactic rule applles to the
sequence of syntactlc categories. In order to perform this type
of analysis on the computer, it is necessary to have a lexicon of
the common words coded as to their syntactic category.
However, this 1s sometlmes difficult to implement since part of
speech determlnaticn ig often dependent on the placement of the
word in the phrase or sentence. So, if a lex1con with associated
syntactic categories is to be ma:ntained, we must allow for the
occurrence of more than one syntactic category. for & particular
11 12



word. This introduces ambiguity into the analysis, which must be
be resolved at some later stage of analysis. '
The child's mastery of coordinate and subordinate structures
must also be analyzed by a program with phrasai/sententlal level
capabllltles. This is - somewhat easier to determine
automaticaliy, since the program can search for coordinating and

subordinating conJunctlons which introduce these clausal

structures. Although there is ambzguity as to the syntactic

category of these conaunctlons, it fairly easy to resolve the
ambiguity ., via +the surrounding syntactic structure of the
sentence, which can be readily expressed in simple - phrase

structure rules. Concordance prograns could search for all the
instances of the coordinating conjunctions, and, or, and then,
but first; and the subordinatlng conjunctions; because, although,
when, while, before; after, untll, since. The "hits" of the
Search then could be categorized as to whether the conjunctions

conaozned seritences or phrasess

The use of subordinating congunctlons not only indicates a
syntactic sophistication but also the mastery of difficult
semantic concepts. These in addition to logical connectors such
as if...then, either:...or, and suppose indicate advanced semantic
development: The: line between syntactic developmenu and semantic

development is also blurred when we consider the development of

complex v=rbs, such as Dbelieve, understand volunteer, realize,
imagine, etc. which take sentential or infinitival complements.

In sum, there are & variety of 1ingu1stic analyses which
measure the syntactic/semantlc and conceptual complexity of child
language. Many of these measures require detailed linguistic
analysis: To perform these analyses automatically reguired =a

sophisticated computer program.

2 13



IV. Criteria for Evaluating Automatic Lingui stic Analysis
Programs ) - :

Two overriding criteria served as the basis for the

evaluation of computer programs for the éutoﬁétic linguistic

anaiysxs of NCER corpus The flrst wes to seek. éoﬁpﬁtef pfdgrams

sentence were considered more desirable than simple concordance

programs which compute frequenozes at the terminal string level
only The seoond and more important consideratzon was the amount'

the follow1ng 1ist of guestions was generated:

i) Is the progran designed to analyze spontaneous discourse
or textual information? The problem here is that if the
program is des1gned with the assumptlon that each
sentence W111 be a grammat:cai sentence of Engllsh, then

a new set of syntactio surface sStructure rules Wwhich
will &llow for sentence fragments and one word
utierances typical of spontaneous discourse.
Additionally, since the grammatical rules of child
language differ from adult grammatical rules, provisions
must be made in the program for the addition of the

2) What is the structire of the lexicon in the program; and
how much effort is required to add new words to it? 1In
particular, what attributes are associated with each
word? (e.g. inflectional morphenes, syntactic

categorization rules).

3) What is the output of the program° Does it count the
number of occurrences of =a particular structure? Does
it keep track of where in the corpus the structire of

13 1

‘\\




£ , interest occurred? Is it possible to obtain a listing
of the surrounding context of the structure in question?

4) How transportable is the program to the UCLA IBM
370/3033% -

Is there & programmer who is currently assigned to

*!

maintain the code?
Y;‘ -
* What is the current amount of usage of the program?
¥  What machine does the program run on? Are there any
machine-dependent utilities regquired for  the
implementation of the program? -
*  What operating system does the program run under?
*  What programming language is the code written in?
5) Can the program be used via remote timesharing?
6) How much main memory does the program require?
7) How costly is it to use the program?
*» How long does the program take to analyze a 10 word
sentence?
8) What is the relationship between the size of thé lexicon
and the amount .of disk storage?
9) What documentation is available?
%  Are there user manuals?

T

# Are there software maintenarnce manuals?

-
.y
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* Is there operations documentation?

V. Surveyed Linguistic Analysis Computer Programs

As discussed in the introduction, the caaputer programs

which purported to analyze textual and discourse informatxon were
deemed the most appropriate for the purposes of analyz1ng the

NEBR corpus. This 1is because these programs attempted to be‘
comprehens1ve in the development of their syntactic parsing rules
and their lexical entries: - Additionally, we discovered two
machine translation programs which are very sophisticated despite
s reduction in government funding for machine translation
projects. we begln with the two machine translation programs,
both of which are capable of translations between English and

~

Spanish.

VA, Bfigﬁai Young University Project

proaect is, Junction Grammar developed by Eldon ZIytile (Eytie,
Packard, Gibb, Melby & Billings; 1975). Junction Grammar
representations consist of word=sense information interrelated by
3unct10ns which contribute syntactlc and semantic information.
In the first stage of the translation system, the program
interacts with a human operator who aids the machine in resolving
ambigultles, producing a representation of the meaning of the
text. The second and third stages of the translation prooess

are automatic +ransfer and Synthesis into one or more target
languages

Currently, there‘ere two versions of the Junction Grammar
sachine translation system. The first is still at Brigham Young
University. It is a highly interactive system; which regquires a
linguist who 1is conversant in Junction Grammar to ﬁropériy
resolve the ambiguities which the machine presents to the human

15 - 16



operator: It is capable of sophistlcated llnguistlc parses, e.g.
it can note the difference Dbetween restrictive and  non-
restrictive relative cléuses; ‘annd can distinguish count versus
mass nouns, generic versus 8pecific senses, among Others.
Unfortunétely, at the present time, the Brigham Young University
project is under experlmental revision, and the code is not
transportable: When the code is intact; it runs on an IBN

370/130 &and is written in PL1. Time=sharing is availabie:

The other version of the Junction Grammar project is a
commereially available machine assisted translation -progran:
This version was developed by Eldon Lytle and others and is
available from APL Systems, 450 N. University, Provo, Utah,
84601. This version has eliminated the need for a trained
linguisf to. resolve the ambiguities. The system 1§ highly
interactive 4nd .is capable of translating English text into
Spanish, French and German. The lexicon 18 quite extensive wifn;
5000 general purpose words, and specific lexicons in computer
science; heavy équipment, . and , systems design. Dr. ZIytle
indicated that it is fairly easy to add more words to the lexicon
and that it is suited to the analysis of dialogue as well as
textual information. Also, it would not be difficult to add child
language grammar to the other syntactic parsing rulsés. Théreé are
two drawbacks as far as uslng this system for the NCBR corpus.
First, it runs on a Data General machine and is written in ALGOL:
It would be an extensive project (as much as omne man year, to
convert the code to run on the UCLA IBM machine: ALP BSystems
expects to have their programs converted to run on oOther
machlnes, though to date no spec1fic plans have been for an IEM
conversion. ’ Secondly, because, it is a commerclal product,
NCBR would have to purchase the program, which 1is Zfairly
expensive due to the long development effort by the company.

V.B University of Texas, Austin, Linguistics Research Center

The, Linguistics Research Center has developed an English-

L
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German translation program. It can take a sentence as input and
generate the syntactic structure of the sentence. Currently it
has =& 1lexicon. of 3,000 words, with specialized lexlcons in
teieccmmunlcatlons and electronic switching systems, and in.

computer systems. There are several drawbacks as to using this
system for the NCBR corpus. First, a highly trained linguist
would have to write the child language grammar to input into the
system. Llngulsts trained in theoretical 11ngu1stics typically
have not had the experlence in writ:ng the computatlonally
unambiguous syntactic rules necessary for machine translation..
Second, the fundlng of the Texas project is currently being taken
over by private sources and thus all future versions of this
project will either not be available or will be at commerclal
prices: Third though the programs are highly portable because
they' are written in pel iféf a relatively machine-lndependent
high level programmlng language, & conversion effort is still
reguired to run under the IBM operat:ng system. The present
1mp1ementat10n at Texas is on a DEC 10 but the Texas system is
currently being converted to INTERLISP which will run on the DEC
50. In sum, though the Texas project is well-developed, the
change in their funding situation means that the curréntly
available system will fall into disuse, with the task of
software méiﬁtéﬁéﬁce becoming the burden of NEBR.

The final report of the Texas translation prOJPct may be
obtained after Gctober 1, 1980 from Zbigniew I. Pankowicz,
Foreign mechnology iv:sxon, Rome Air Development Cénteér,
Griffiss AFB; NY 13441.

v.C. Syracuse University

In the late 1960's and early 1970's Professor Murray Miron
directed a number of projects which consisted of computer
programs to perform frequency analysis of vocabulary and sentence
patterns in Japanese, Swahili and Engllsh (Miron, 19733 Rubama,
Miron & Pratt, 1973; Sukle, Miron & Pratt, 1973). While those
programs are capable of relevant 1inguistic analyses, the
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programs have not bée used in the last five years ard thus 1t is
extremely unilkeiy that are transportable to UCLA. Professor
Miron currently has lingulstlc analyzer called General Inqulrer
II which was developed for use in analyzing dialogue. Professor
Miron said that General Inquirer II would be ideal for the
analysis of the NCBR corpus. That is, it is posslble to add more
syntactic rules to the parser and more words to the lexicon.
Also it is capable of generating the types of output of interest

to NCBR e.g. frequency counts of parts of speech phrasal and

.sentential structure, etc. General Inguirer. II is currently
belng used to aid the FBI in analyzing threats. Professor Mxron
uses it to develop personallty prof11es. Professor Miron was

very interested in developing a collaborative effort with NCBR
with réspéct to the use and maintenance of General Inquirer II.
As  with aahy édaputer progréms ﬁhich are aeveiopea with

allowed for documentation and software maintenance. Professor
Miron estimated that 3if NCBR wanted to use the program at
Syracuse Uhiversity, it would take one man year of programming
effor+ to make the modifications for child 1anguage analysis.
Furthermore, to transfer the program to UCLA would be next to
impossibié as the code is &a potpouri of different programmtng
languages, with no overall design. There is no documentation.
Finally, to run the program it takes a large amount of random
access memory (RAM) which is expensive:

V.D. New York University, Linguistic String Parser Project

N .

The ILinguistic String Parser developed at NYU is designed
for the analysls of scientific texts (Fitzpatrick & Sager, 1974)
The parser takes well=formed complete sentences of Engllsh and
outputs & parse tree for the sentence. Aithough it would accept
a2 noun phrase without a verb or an object, in general it is
unacceptable for discourse data. Another drawback is that it is
& non~interactive system, and at the present time there aré no
provisions for outpugs other than parse trees. The Linguistic

18
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String Parser has a large set of syntactical rules as well as an
-xtensive lexicon. The lexicon Stores a variety of attributes of
the  word, jncluding morphological variants; @grammatical
categories, selectional restrlctlons, -and éﬁBéEtégOfization
rules. Curréntly the program is running on a CIC 6600 and uses a
large amount of RAM memery (GOOKB) Though it is writteén in
. FORTRAN, it would still need to be converted to the IBM operating
system. It is also extremely costly; a ten word sentence takes 1

second of CPU time to parse.

V.E. IBM Pfajeeté

Currently there are two proaects of 1nterest at the IBM
Thomas J. Watson Research Center. The first one is called TQA
for transformational question and answerlng program. It is
desxgned to be the natural language interface to- a data base
management system (DBMS). Thus it understands and prodices
Engllsh discourse. Presentiy, it is belng used as an interface
to a mun1c1pa1 data base on land use assessments. Though it is
éapéble of extensive syntactlc and semantic analysis; this
program is proprietary to IBM is thus not available for
dissemination.

mhe second proaect at IBM is syntactic parser based on

Controlied Partition Grammar (Muckstein; 1979).  This parser
takes the output from a speech recognltlon system, operating
bottom~up to generate = ‘written version of the text: The

syntactlc parser is constructed to recognize and define surface
syntactic dependencies based on the parts of speech which have
been generated by a part -of~speech label algorlthm. This parser
has been used to analyze the text of depositions of patent
.attorneys. The sentences average 35 words in length and tend to
be well-formed grammatlcally. Dr: MﬁékStein'indicated that it
would take a considerable amoiunt of effort to adapt the program
te a child language corpus. Furthermore, since the research was

supporteé¢ by IBM and not by chernment fnnds, the computer
programs are most likely proprietary to IBM and hence not
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V.P. SRI International; DIAGRAM

SRI has developed a natural language understanding system

called DIAGRAM, which produces parse trees as its output: These

parse trees are then semantically interpreted and produce the
logical meaning of the sentence. The logical meaning cen then bé
gueried by other eaapﬁié; systems: DIAGRAM currently has =z

lexicon of 3,000 words in Engllsh and Spanlsh. The structure of

lexical entries is detailed and complex. The verbs alone are
categorized by some 20 attributes, such as whether they are
trans1t1ve, 1ntrans1t1ve, or detrénsitivé; }vhéthér théy take
‘particles; etec. In terms of modifying the sintéotié rules and
lexicon to accommodate child language grammar, a highly trained
linguist would need to spend some time with the project linguist,

Dr. Jane Robinson, in order to learn the system of grammatical

rules impiemented 5y DIAGRAM. The development of the lexical-

entries is the most difficult task. Mr. Gary Hendricks of the

proJect estimated that if SRI were to add 500 new lexical items

for NCBR and also gave NCBR a two week tralnlng sess1on, the cost
would be approximately $&3066 If NCBR were to do all of the

linguistic work, then it would cost approximately $10,000 for

training. Because DIAGRAM was developed under Government
funding, the code is available at no charge.

To install DIAGRAM on the UCLA computer, it would reguire
the conversion of the code, written in INTERLISP, to the I3BM
operating system. At SRI, DIAGRAM runs on a DEC 10 and a

Foonley which emulates the DEC 10. The operating systems it runs
under are 10X and TOPS 20. Mr. Hendricks indicated that 'SRI
would make timesharing available on their DEC 10 at the end of
the year, and that timesharing costs for Government programs are
inexpensive. In terms of the documentation available for
DIAGRAM; there are two 20 page manuals for programmérs &nd no
user manuals. There are five users at SRI.

DIAGRAM has received praise from the Stanford research
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community and SO it deserves -careful consiéeretiéﬁ; Mr.
- Hendricks of SRI suggests NCBR send some sample data to SRI: and
have them run it through DIAGRAM tc see if the resultant parse
would te useful for NCBR's purposes. In terms of CPU time, =z
full parse with semantic 1nterpretation takes approximately one
second for a ten word sentence and a syntactic parse without a
semantic 1nterpretat10n takes about 250 msec. Technical reports
on DIAGRAM are avallable from Dr. Jane Robxnson of SRI. She

can be reached at (415) 326-6200, extension 4573.
V.G. Computer Assisted Language Analysis System (CALAS)

CALAS was éevéibped to analyze discourse and - dialogue
information. It has been used to analyzc interactions between
students and teachers in = aiésséeam setting and Dbetween
theraplst and patient in a clinical setting: CALAS consists of
three stages. Stage 1, called EYEBALL, assigns  the part of
speech to each word in the sentence: Ambiguities of parts of
speech are resolved by a wuman editor: Stage 2, PHRASER, assigns
aggregates of words to phrase structures. Again a human editor
eliminates posslble ambiguities: Finally in Stage 3, CLAUSE/GA

essigns semantic roles accordlng to '‘Case Grammar. All human
editing can be done either interactively or off-line.

\

Pecause CALAS relies on human 'eaitiﬁé, the computer
programs &are not &8s complex and costly to run as some of the
other programs. we nave d1scussed ( DIAGRAM, Linguistic String

Parser, and General Inquirer II ). The human editor need not

be a linguist; & good working knowledge of freshman English is
adequate. The editing process is the most important at Stage 1;
is EYEBALL has an 85% accuracy rate in &ssigning syntactic
categories to the words. If the errors are caught in this stage;
the remaining efiting proceeds smoothly: Errors that escape the
editor in the g&rst Stage 1 can play havoc with the next two

stages: \\

L e

CALAS is a flexibie program and can be easily modified to
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analyze child language data. The program was designed for the
analysis of discourse, .and it is a simple matter to add new
lexical items to the dictionary as well as change the
syntactic/semantic rules. For example, the user is. asked each
time he or she logs onto the system whether lexical items are to
be added or deleted and whether the syntactic/semantic rules are
to be changed. This feature means that different child grammars
can be tésted for different aged children, (or different
ianguages) in the corpus. @®This feature seems 1dea11y sulted to
NCBR's needs.

Another attractive feature of the CAILAS program is that
print routines are designed to feed into SPSS!programs: For
example, fféquéncies could be cOmputéd for: numbeq of words per
noun phrase;, number of complex noun phrases; number of plural
markers, number of adaectlves, nouns, etc., number of words per
utterance: While this last item is rnot mean length utterance as
used in the child language literature, most, if not all; of the
information used to calculate typical MLU counts ican be taken
from the CALAS prograrm. \

l
In terms of transportability, CALAS will ruﬁ on any IBM
" 370 series including the IBM 370/3033 at UCLA. Dr. Naomi Meara
at University of Tennessee recently installed CALAé. on an I3M
370/3031 with 1little difficulty. Most of the pfograms are

written in PL1 and one program is written in SPITBOL which is
version of SNOBOL. In order to run CALAS, it is necessary to
interface through another time sharing machine. The bﬁc PDP11/34
should be sufficient for +this purpose: Dr. Meara and Dr.

Pepinsky at Ohio State University are currently ertlng a user's
manual.: There are programmers at each’ instltutlon who have
served as consul%ants on CALAS and would be w1lling_to assist
by phone or letter in the installation of CALAS at UCLA. Both
Dr. Pepinsky and Dr. Meara thought the 1nsta11at10n would proceed

smoothly.
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CALAS can by obtained from Dr. Pepinsky at Ohio State
University simply by mailing him a tape or sending him $35 for a
tape with the program on it. Dr. Pepinsky can be reachéd at

(614) 422-5470.
V.H. UCLA Word Prequency and Concordance Programs

If NCBR would like to begln some simple 1ingu1st1c analyses
jmmediately, we located a set of programs which are available now
and could be used with little programming resources o the part
of NCBR. The advantage of these programs is that they already
run on the UCLA IBM 370/3033 computer, and they are used
frequently encugh t0 expect that they are well-maintsained. The
disadvantage is that they © ‘ly perform word fregquency counts and
concordances of terminal strings specified by the user: But
because they are relatively slmple programs &s compared to most
of those reviewed, they also are inexpensive to run. The amount
RAM memcry needed is dependent on the size of the corpus to be
analyzed The size of <he NCBR corpus could be reduced by
categcr121ng the corpus into meanlngful subcategories, such &s
analyses by individual child, by & calendar perlod, by age of the

children, by language, etec.

In addition to word frequency counts, the concordance
programs can list the senternce in which each word of interest
appears; as well as list the word in the middle of a page, along
with the preced1ng and succeedlng 60 characters on either side of

the word. In this way, the context in which the word or phrase
appears will be listed out for further analyses These programs
have a number of other useful features, and we suggest that NCBR
ccntact Dr. Rand in the ESL Départment for further informatlon
Dr. Rand has worked with SWRL programmers in the past on the TAP

proaect and understands NCBR's needs in terms of this progect.

'Dr. Rand can be reached =at (213) 825-4647 and has office

hours dally from 1:00 pm to 2:00 pm. Dr:. Rand suggested that
NCBR take him a sample of data punched on cards, to run it
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through the word frequency =and concordance programs. In this
way, NCBR will be able to guickly determine if the programs. are
suitable. Additionally, Dr. Rand may know of other programs
available at UCLA once he has a clear picture of the linguistic

analysis requirements of the NCBR. .corpus.
VI. Conclusions and Recommendations

Eight computer programs ﬁﬁiéﬁ met a% iéaé% éﬁé bf tﬁé

determine whether or not they could be used to analyze the NCER
chila language corpus. The first criterion -was to locate
programs which could automate as much of the llnguistlc analys1s
as possible and the second criterion was the amount of effort and
cost of impléménting thé computer program on the UCLA IEM ’

370/3033.

Six projects met the first crlterlon, but were
unsatisfactory in terms of the second Cflterlon. “hese were: the
two machine translation proaects based on Junction Grammar in
Provo,; Utah; the machine +*ranslation project at the Linguistics

Research Center at the University of Texas; Austin; Genera1
Inquirer II at Syracuse University; the Llngulstlc tring

Parser at New York University; the two projects at IBM Thomas J.
Watson Research Center; and DIAGRAM at SRI International. of
these; DIAGRAM may be acceptable in terms of ease of
‘implementation if a timesharing agreement between SRI
International and NCBR could be negotiated. Problems still
" remain as to how adaptable DIAGRAM is to child language data.

In terms of satlsfylng both crlterla, €ALAS appears to be
the optimal choice. It is relatively sophlsticated in terms of
the linguistic analyses that it can perform and it should be
falrly straightforward to install CALAS on the UCLA IBM
370/3033. Additionally, a number of researchers have aiready

used CALAS, so NCBR has the basis to adequateiy evaluate the
program before deciding to use it. It is recommended that NCBR
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contact Dr. Pepinsky and Ohio State University and Dr. Meara at
the University of Tennessee for a first hand assessmént of ‘the
capablllties of CAZIAS.

And finally, the word frequency and concordance programs ot
UCLA best satisfy the second criterion but are deficient in terms
of the complexlty of the linguistic analysxs they are able to
perform: Since the use of these programs require very little
programmlng or technical support by ﬁéﬁﬁ, it is recommended that
NCBR explore the poss1ble analyses offered by these programs with

Dr. Rgnd at UCILA.

26



Referencea

Anaéréon;”jt ﬁ.ﬁé; EbﬁérL G. ﬁ,wﬁumén associative memory. Tew
York: Halstead Press, 1973.

Bobrow, D. G., Kaplan, R. M., Kay, M., Norman, D. A., Thompson,

H., & Winograd, T. GUS, A frame driven dialogue system.
Artificial Intelligence, 1977, 8, 155-173.
Bobrow, R« J. & Brown, Jd4 S. Systematic understanding:
Synthesis, analysis® and contingent _ knowledge in
specialized understanding systems. In D. G. Bobrow _A.
Collins (Eds.); Representation and understanding studies
in cognitive science. New York: Academic Press, 1975.

o

Bresnan, J. A realistic transformational grammar. In M. Halle,

J. Bresnan and G. Miller (Eds.), Linguistic_theory  and
psychological - — reality. Cambridge, Mass.: The 11T
Press, 1978.

Brown, J. S., Bell, 4A: G. & Burton, R: R. Sophisticated
instructional environment for teaching electronic
troubleshooting. ' L=TR=T4~T7). Brooks Air Force
Base, 7TX, Air Force Human Resources Laboratory. (NTIS
No. AD A-002 148 537). y .

Brown, J. S. & Burton, R. R. Multiple representations of
knowledge for tutorial reasoning. In D. G. Bobrow & A.

Collins (Eds.), Representation and understanding studies
in cognitive science. New York: Academic Press,; 1975

Brown, J. S:, Burton, R: R. & Bell, A. G. SOPHIE: A step toward

creating a reactive learning environment. JInternational

Journal of Man-Machine Studies, 1975, 7(5), 675-696.

Brown, R. A first language: The éarly Stages. Cambridge, Mass::
Harvard University Press, 1973.

Brown, R. & Bellugi, TU. Three processes in the child's
acquisition of_ syntax. Harvard -Educational Review,
1964, 34, 133-151.

Brown, R., Cazden, C. & Bellugi, U: The child's grammar from I
to III. In J. P. Hill (Ed:) Minnesota symposium on
child psychology (Vol: 2). Minneapolis: University of
Minnesota Press, 1969. ’

Chomsky, N. Syntactic  structures. The Hague, Netherlands:
Mouton, 1957. »

Chomsky, N. The aspects of the theory of syntax. Cambridge,
Mass.: The MIT Press, 1965.




Chomsky, N: Conditions on transformations. In S. Anderson & P.

Kiparsky (Eds.) Festschrift for Morris Halle: New York:

Holt, Rinehart & Winston, 197>.
Chomsky, N. _ Conditions on rules of grammar. Linguistic
Analysis, 1976, 2, 303-351. : =

Colby, K: M:; Parkinson, R: C. & Fought, B. _Pattern-matching

rules for the recognition of natural 1an§nage(,éials?sue
1), (Published

expressions: The Finite String, 1974, 11(1, i
as part of The American Journal oT_ Computational

Tinguistics, 1974, 1, Microfiche 5, 1-82).

culicover; P.W. Syntax. New York: Academic Press, 1976.
Fitzpatrick, E. & Sager; N. The lexical subclasses of the

linguistic ‘'string parser: T"he Finite String, 1974,

- 11(1). (Published as part of The American Journal of
Tomputational Linguistics, 1974, 1, Microfiche, 2, 1-
270); “

Hobbs; J: R & Grishman, R.  The automatic. transformational

agalysis of English sentences:  An implementation.
- _International Journal Of Computer - Mathematics, 1976,
‘ 5(4);. 267-285.
Jackendoff, R. _Semantic _interpretation in genérative grammar:
Cambridge,:Mass.: The MIT Press, 1972.

L

Kaplan, R.  Augmented transition networks as psychological models
’ of sentence comprehension. Artificial - Intelligence,
1972, 3, 77-;1 00. ,

¥atz, J. J: & Fodor, J. A. _The structure of semantic theory. 1In
" J. _A. Fodor & J. J. Katz (Eds.), The structure of

language: _ Readings _in the -_philosophy of language.
Englewood Cliff, New Jersey: Prentice-Hall, 1964.

Lakoff, G. On generative semantics: In D. Steinberg & L. A:

Jakobovits (Eds.), Semantics: An interdisplinary reader
in philosophy, linguistics, and psychology. ' New 1YoTrk:
. Academic Press, 1971. _

Lytle; E: G:; Packard, D.; Gibb, D., Melby, 4, K., Billings, F.
H. Jr.  Jdunction grammar as @ base for natural language
processing. __American Journal  of - Computational
Linguistics;, 1975, 3,(77)- ; :

Marcus, M. P. A theory of syntactic recognition for natural
language. ‘Doctoral Dissertation, Massachusetts

Institute of Technology, 1977.

27



Miron, M. Spoken language vocabulary and structural frequency
count: nglish data analysis.  (SURC-TR=-T73-117).
Syracuse. _University Research Corporation, Syracuse; NY,
March, 1973. (NTIS No. AD=775 924/4)

Montague, R. The proper treatment of guantification in ordinary
English. In J. Hintika, J. Moravesik & ©P. Suppes
(Eds.) Approaches to - natural  language. Dodrect,
Holland: D. Reidel, 1973.

Muckstein, B. M: A natural language parser with statistical
applications: IBM Research Report, RC 7516 (#32506),
1979 '

Norman, D. & Rumelhart, D. E. (Eds.) Explorations in cognition.
San Francisco: W. H. Freeman & Company, 1975.

Partee; B. Montague grammar &and transformational grammar.
Linguistic Inquiry, 1975, 6, 203=300.

Partee, B. Montague grammar. New York: Academic Press, 1976.

- i e anglysis systenm

—its appiications. Columbus, Ohio:  Ohio

-« State University, 1978. ERIC Document-—Reproduction
Services No. ED 162 663. ~

Pepinsky, H. B.

Pester, A. R. The use of the computer in linguistic and literary
research.  Association for Titerary and Linguistic
Computing Bullentin, 1976, 4,(3), 245=250.

Plath, W. J. String transformations in the REQUEST system: The

Finite String, 1974, 11(2). (Published &s part of the
The American  Journal of Computational TLinguistics,

1974,11, Microfiche, 8, 1-81:)

Ross, D. Beyond concordance: Algorithms for _description of
English clauses and phrases. In A. J. Aitken, R. W.
Bailey, & N. Hemilton-Smith (Eds.), The computer and
literary _ studies. Edinburgh: Edfnburgh University
Press, 1973. :

Rubama, I, Miron, M., & Pratt, C. C.
and structural freguency count: Swahili data analysis
(| C-TR-T73-229). 2 Syracuse  Universit Research
Corporation, Syracuse, N.Y., June, 1973. NTIS No. 4AD-
T75 926/9)
Sager, N. ZEvaluation of sutomated natural language processing in
. the _ _further development  of  Science  information
Tetrieval. New JYork: New York University, 1976. RIC
Document Reproduction Service No. ED 149 590)

Schank, R. C. -& Colby, K. C. Computer models of thought and
language. San Francisco: W. H. Freeman and Co., 1973:

B 58 29



Schank, R. C. Research at Yale in ,naturaiflé.ﬁélié;éifﬁrocessihg.

New Haven, Conn.: Jale University, 1976. (ERIC Document
Reproduction Service No. ED 144 560) .

Schank, R. C. Computer understanding of natural = language.
Behavior Réesearch - Methods & Instrumentation, 1978,
10(2), 300-306.

Schank, R. C. Language and memory. Cognitive Science, 1980,
4(3), 243-284.

Slobin, D. I. Cognitive prerequisites for the_ development of
grammar:. In C. A. Ferguson and D. I. Slobin (Eds.)

Studies of child language development. New York: Holt,
Rinehart, & Winston, 1975.

Slobin, D.. I. Psycholinguistics, 2nd edition. Glenview, IL:
ompany, 1979.

Spoisky, B., Holm, W:, Holidey, B. & Embry, J. A computer—
assisted study of the vocabulary of young  Navaho
children. Computers and the Humanities, 1973, 7(4), 209-
218. :

' Sukle, R. J:, Miron, M., & Pratt, C. _ n language vocabulary
and structural freguency-coun Japanese data analysis.
TSURC-TR-T73-228) ~Syracuse University. Research
Corporation, Syracuse, New York, dJuly, 1973. (NTIS No.
AD 775-925/1)

Wachal, R. S. & Spreen, 0. A computér-aided —investigation of

linguistic  performance: Normal and ___pathological
Tanguage (! -~

(THEMIS-UI-TR-29). _lowa. University Department
0 =fthematics, July 1970. (NTIS No. AD-T714 144)
Widman, R: I Prends in computer applications to literature.

. Computers and the Humanties, 1975, 9(5), 231-235.

Winograd, T. _ Understanding _ natural language. Cognitive
Psychology, 1972, 25(1),' {1-191.
Winograd, T.  What does it mean to understand language?

Cognitive Science, 1980, 4(3), 209-241.

30

29



Appendix
Automatic Linguistic Analysis

This appendix consists of abstracts taken from Lockheed Dialog
and NTIS searches. The abstracts are grouped in the following

categories:

Computer Models of Thought and Language...............Section 1
Theoretical Linguistic Models and Parsers...... .e.....Section 2
Machine Translation::::iiiiiiiiiisiiiiiiiiiiiiiiiiii::Section 3
Concordance Program:..:s::ss::.: S eesesiscesecssssessans Section 4
Automatic Linguistic Analysis; Outside the USA...... :.Section 5
Automatic Indexing and Text Analyses........ e .Section 6
Miscellaneous Automatiec ianguage PrOCESSOTrSececvecenns Section 7

Prepared for the National Center for Bilingual Research
by '
Iﬁtégiaééa Research & Information Systems, Inc.
10150 Sorrento Valley Road

- . Suite 320 o
San Diego, California 92121




COMPUTER MODEIS
0% THOUGHT AND LANGUAGE
SECTION 1

32




Sect.

Onderstazding Matural Language Using a Variable Graamar

Dartmouth Coll Harover N H Dept of HMathematicsscffice
Pesearch; Arlington, va. (404325)

Teéchnical rept.

AUTHOR: Harris, Larry R, L

C4491A3 _ FLD: 6D, 93, 5G, 95¢, 632 USGRDR7511

#ar 75  91p

REFT NO: TR7S5-1

CONTRACT: NOGO14~-73-2A-0361

HONITOR: 18

ABSTRACT: A natural language understanding System is described that is
designed to work vith variable grammars. This is distinct from most
ratural language ,SjStemsfpggch,can make automatic lexical changes in
the dictionary, but can alter the grasmar only by actual Programminyg
changes. This parsing scheme was devalored as part of a larger sys+ten

that couididetg;;iliiitaiicn§7§g its graamar iﬁ&igutgﬁagicaily ﬁ§3§§§
the grammar,; thereby iiprbiing its _Performance. Thus, the nsei to
parse wvith a _variable graamar. The key isSue is not tke ability to

Syntactically parse’ with different grammars, but the ability to mash
Semantics with the parses defined by graammars of varying complexity.
5ESC?IP?¢§§5 *yatural language, iﬁrtifiéiii;iﬁiéij;gence, *Conputer
\pplicatioas, Computer Programsming, Computational linguistics, Context
‘rée grammars, Ccntext Sensitive grasmars; Robots

‘DENTIFIERS: Parsing, NTISDCDN
D—~A0C7 573,9ST  NTIS Prices: PC34.75/%P$2, 35

}aszarch A% Yals in Natural language Frocessing

, , ] i o . R
Yal: Uziv N&éw Haven Cear Laft cf Ccrputar Sciénce (4C7C51)

fé&&iiéi;f@ég;; I

AUTECF: Schark, Rcger Co o
D1715cs Fldi 5a. 6y sar  6RAT77CS
197¢ 32

Ba2pt Ne: RP-24 B

Scntract: NO0J14-75-C-1111

Mcnitc v B
is Zapert describes the state cf <hs cozfutel grcgrams at

tract: This Ia ibes the state cf <hs cozgfutel frc 3s 3t
Abstract: This Zapcrt describes the state cf Sing 2= GF Sbe en3 of
falz2 tha dc automatic na2tural langgigg EIcces g as <
7 7 b |

ehinc € PI S 1CWI 1€re. as w2ll
thacry behirc the prcgrass _&hcwn 1§g;e,;i vall a2
’scggi thcse fFrcgrags :u:cg;o;,,,;ag,,tg;n:de;c-ffg
TepcIt is summarizes the capabtilisies cf£ S5 ccmpu=-sr

fcograms at tne presant time.

7 rural lencuage sIrfczraticn fprocessiag; *Readirg
crigtcrs: sNatural lancuage; *Irfcrrmaticn Erocessiag,

sachines, Artificial = irtelligence, ~cCeaputaticral = linguistics,
S ntize; Eacsacs, Concept forraticn,. Reading sac ;a;"ccmpu°é:
zarslatics, . Comgutar  picgrams,  Inselligitility,  far .
i3-=e-face, Flanning, Newspafecs

rdsrzifiars: NTZSCOCXA 33

\C=2335 E7477ST  NTIIS Prices: EC BC3/ME 3C1




Comprshensiorn Ly Computer: Expecta+ion-32sed Aralysis of Sentarces in _ | ,
.congFxz _ -Section 1

(407251)

<
m
H‘
w
o
(<]
F !
<
-
;]
4l
b o]
[°]]
<
0y
e
(g]
(o]
i
o
(e B
w:-
‘g
o dl
o!
I
(o]
[o }
e
o
c
»*
0!
(2]
wm.
(2]
'lo
3]
o]
(2
!

w. e )
T

b J
-y
® @

frgouro

Ch-is*opher K.: Schank, Rogec C.
98, 92D, 628 GPAIT7G1

[PRe 8 ¥
~) -3

e M g BbT Nk
Tt

QMie

o
7N
~3!
m |
se (11
»
SN
Q)
-

KNCF14=-75-C-1111

S 2N} 4

1 .'1“:)\.0\.4\.)\[’)j
.l
ot

R WW.O D B
o.0IMmMaOIDd

[ IR 4

Ao B

00 ¢ oo
.0

-
°

£LT (frglish Llazguage Intarpresss) is a natural language

grat curraatly ussa by several story urdarstaanding sys-eps.

it
12

natie
o WG

Tiee

€zom mecs% oOther. parsasrs in cthat 1i%: prodices paarnirg

s - -+ peO@lL
ions (usinog Schank's Cot.caotual Daparndsarcy system) rache:
c=

M

ic structures; uses syntactic izforaation only wher the

A Hnd N .

[T e L N7

< Ty ot
Aa ]

bs obtaired diractly; *alks %o othsc programs thas

rot
jok level infersnces that tis2 indivilnal evsnes into cokerer«
s c

x
w2 n
(23

yrtsx«-based exceptioﬁs"(concgp:ualwgna syrtactic) ¢o

VI I TS R R IR R« -

g m

qa
‘0
[« 7R= 2151

Ot

[0}
<3
]
v

2 o ed eX tior : 7
1 its parsing rcutires. Examples of texts <that ELI has
+ood, aréd details of how it werke are givan,

(=%
u\

¢, =yasural laaguzj2, *Ccmpuse:z applicazions
cz2, Computatiorel linguistics, _Seran%icsS,

)
0

Mo Bl NUR B

[w]
'y
n
(9]
- e

an
H H-w.l
Yipy

Cozcep< formatiorn, CODPULFT programTing -

ot U
AT
¢ th O
« p-H
i B
1130 |

LR

PR
e
'y
»
0
D
(2]

k. Lacguage cnterprstez), =nglishk larguag?

_ FLI(Tnglisk lacg Tates
Natural language pTOC2SEOTS, NTISDODN

4+
K3

1110

m kK
ot DI
LN K
"0

g JRe '
Wwie
H\

eI 20

P

APSAC31 587/98T  NTIS Prices: PC A0S/MF ACH
§8-09067 DOC YEAR: 1978 VOL NO: 59 ABSTRACT NO: 09067

A system for primitive natural 1anguage acquisition.

Harris, Larry R.
. Dartmouth _Coll - - . o
" International Journal of Man-Machine Studies 1977 Mar Vol
g(2) 153-206_ o

LANGUAGE : Engl  CLASSIFICATION: 21. 60 : .
_ Notes that natura) language acquisition deals with 2 very
difficult problems 1N artificial__intelligence: computer
learning and natural language processing. _The present - paper
focuses on the problems {nvolved 1in _the _acquisition of
ﬁrlﬁitive,lﬁngu!ggigiggéiéijigy {i.@., when words are first
correlated. to. concepts and when the ordeéring of the words_of
Gtterance first become important). Technigues of acquiring the

capability to deal with _nested___dependent . clauses are®
described. This work is of irnterest {n_the field of computer

Jearning_ inasmuch as_it provides an aexample _of _an adaptive
system _that. _rather than tuning mumeric_weights, _actually

vari&s its primary structural element. namely the grammar that
defines its current language. This work is of interest in the
field of natural lsnguage processing in that it requires the
development of a Parsing algorithm robust enough to deal Wwith

grsmmars and dictionaries that vary with time. The ability to
sotomatically extend the grammar to include new sentence forms
1S a1s30 _requisite for language scquisition. (20 raf) ____ . __
SUBJECT TERMS: LANGUAGE DEVELOPMENT. GRAMMAR . __COMPUTER
SIMULATION. COMPUTER SOFTWARE: 27760, 21530. 10950. 10960

~_INDEX PHRASE: computer programs. primitive natural language
acquisition .

7728730 77-3-G00646
A Parser for English and Its Application in an Automatic

Programming System

Ginsparg. Jerrold Martin’

_ _Dissertation Abstracts _International Pt A 5 SSA
. " A _ nat al, Pt A US 1S
0419-4209. Pt. B US ISSN 0419-4217. Ann Arbor, Ml 197??
38:27%68 . . B S
goc Typs: journal article o —
escriptors: 1inguistics - l1inguistics genaral p
- linguistics., computational - mechanolinguist o i LI 3 .
Jangusges L mechanotinguistics - programming 4

~— Descrip¥or Cooes: 0302020003
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U Cconnecticut L -

Educational T.chnology 1974 Apr Voi i4{4) 37-a2

CLASSIFICATION: 16 . _ _____

Survaeays a number of gon-rafivi systems of computer assisi.a ;

{nstraction which _have the ability to. construct tutorial

and . P.IQOHd to student gqueries by manipulat

a base of relevant information. The Systans are__orie

the Humanities and_ textual manipulation. The Use. of

artificial intelliger research as a8 theoretical foundation

for _ tha natural language process ing aspects of these systems

1s_aiscussed. S
SUBJECT TERMS: _ COMPUTER ASSISTED INSTRUCTION.  COMPUTER

SOFTWARE: 10920; 10960 ] .r
INDEX PHRASE: . . computer-assisted instruction systems, .

processing natural lsnguage

£014%707 FLOOB979 } S ,
An Overview of OwL. 2 Language for Know | edge Representation.
Szolovits. P.t.h.rlnd Others

Massachusetts Inst. of Tech.. Csmbridge. Lab. tor Computer
Science. __  _____ E .
Jun 77 _28p:: _Papar prasented at the Workshop oOn Natural
Language for Intonsctton with Oata Bases
Austr wary 1977) i Print is_fuzzy on some pages
_Sponsor ing Agency: Advanced Research Projects Agency (DDD)

inshington. 0.C.
contract No.: NQOQ14-75-C-0661
EDRS Price MF-$0.83 HC-$2.06 Plus Postage. L
This i{s a.  dasscription. of the motivation and overall

organization of the OWL language for _knowiedge representation.

OWL consists of a 1inguistic memory system_ (LMS), =a memory of

Concepts_ {n _terms of which &ll English_ _phrases and all

knowledge of an application domain are represented;: __a__theory

of ENglisn grammar,ybichftol1s how to map English phrascs into

concepts: 8 parser. to,,p.rform that mapping for individual

sentences; and an {nterpreter _to _carry . out procedures which
are written in the same reapresentational tormalism. The system

has been applied to the Study of interactive dialogs.

asxplanations of {ts own reasoning. ang question answearing.
(lufhor/tﬂ)
criptors: -Artitig!glff,lnteil1gonco/ -Compuxationa1

Linguistics/ -Compufac Programs/ Computer Sciance/ -*English/

grammar/ Information Processing/ . Phrase Structure/ ePrograming
tanguang/ Semantics/ Sentence Structure
lgentif iars: =Language Processing/ =OwL/ Parsing

55-00019 0OC VEAR: 1976 VDL NO: 55 ABSTRACT ND: 00019

~ SOPHIE: A step toward creating a reactive learning
anvironment. ~
Brown, .John S. Burton "Richard R.: Bell, Alan G

_ Bolt Beranek & Nouman. Inc Computer Science Div. Cambridge.
MA

International Journal of ﬂan-ﬂachino StUdi.s 1975 Sep Vol
7(5) 675-696____ '

CLASSIFICATION: I
Describes & fully oporational assisted-instruction- computer-

_assisted- instruction sSystem which _incorporates artificial

intelligence techniguaes to perform __guestion. __answering.
hypothesis veri{fication,

and theory formation activities in

the_domain of electronic troublieshooting. Much of _SOPHIE’S
{SOPHiSticated . Instructional  Environment) ,Iogical,,,gc
inferancing capabiliti.s is derive of Simulation !

modeis {in conjunction with numerous procedural specialists.
The system aiso i{ncludes & highly tuned structural parser for
lllguing the student to communiCate {n_ natural_languag

A1though the system is extr ely large. 1t 1is_ sufficiently

fast to be thorough1y exarcisad in a training or classroom

environmant.
SUBJECT TERMS: __COMPUTER_ASSISTED INSTRUCTIUN MAN MACHINE

SYSTEMS DESIGN:; 10920, 29360 .. __..__

INDEX PHRASE: design philosophy & mechanigms of SOPHIE;

operational computer -assisted instroction system producing

‘‘resctive’’ learning environment .

: 35
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SENANTZC CATE"ORIZS

by
AJTHBOR: Schank, Roger C. .~
461314  PLD: 56 USGRDRE8I3
Apr 68 24p T
EEPT NO: TRACOR~68-551-~0

Traco: Tnc Austin Tex  (352100)

ABSTRACT: 1Ia order to generate coherept Sentences, 2 conceptual

semantics must be utilized _that limits possible . conceptual

dependercies %o statements about the real vorld. This is dome by the

creation of sSemantic files that serve to sSpell out the defining

characteristics of a given concept and enumerate the possibilities for

Telation with  other concepts ¥ithin the range of conceptual

rrperiecce. The semantic files are. created, in part, from

hiecarchical organization of semantic catego jes. The semantic

category is part of the definitiom of a concept and the informationm at

«he nodes dominating the sesantic category in the Hierarchical tree

may be used to f£ill in the semantic file. This report is concerned

vish the system of semantic categories and their use in

construction of the semantic files. {Adthor)

DESCRIPTORS: (*Computational linguistics, *Semantics), L2as5.-=-"r
language, Synthesis, Artificial intelligence, Word association,
Parceptioa(Psychology) -

AD-668 916 CESTI Prices: PC26.00 HFS$0.95

75077156 _ . _v3n9

~ Transition network grammars for Syntactic pattern
re;ogn\iiah

Chou. S.M. . _ ,
__Conference on Computer Graphics. Pattern_Recognition, __and
2gga7§tructure AT752348 Baverly Hilis. California 14-16
ay /3

Society &nd the ACM Special Interest Group on Computer
Graphics
Proceedings available at time of conference. price n a: IEEE
Computer Society, Publications Office, 5855 Naples Plaza.
Suite 301, Long Beach, Calif. 90803.
Descriptors: TRANSITION: NETWORK: PATTERN: RECOGNITION
SECTION HEADING: MATHEMATICS
Section .Class Codes: 6500

_ ucLa  Extension--in cooperation _with the IEEE Computer

ED144560 IROOS130 .  _ o o

Research at Yale in Natural Language Processing. Research
Report #83. _
" Schank., Roger C.

76 _ 32p._ L I —

Sponsoring Agency: Advanced Research Projects Agency (DOD).
wasnington; D.C.

Contract No.: NOOO14-75-C-111d -

EDRS Price MF-$0.83 HC-$2.06 Plus Postage. L
_ This re&port SummariZes ‘the capabiiities of five computer
programs at Yale that do automatic natural id@nguags processing
as of the end of 1976. For each program_an_introduction to..its

t aiven. tollowsed by the_ imput/output. a short

overall intent is given. sHort
discussion_of the research underiying the _program, and &8
prognosis for fature geveiopment. The programs discussed are:
SAM, a script-based story_understanding program: FRUMP, a fast
program designed tc SKim_a _newspaper ‘looking for events 1n
Which 1t is interested: PAM. a plan based program cgesigned to
anderstand gtories that cal!_upon general knowledge Of human
goals and relationships: TALESPIN: a program intended to_make
UD Storiss to_tell in _an interactive mode: _and WEIS/POLITICS.

a program Gesigned to read newspaper headi ines_and both code
the sentances into a politicai coding scheme. and_simuiate a
person with an igeological_belief system being informed of the
evant in the headlines. _(WBC) L S

Descriptors: __ _*Artificial inteiiigence/ sCompugstional ‘ -
Linguistics/  *Computer programs/  sPrograming Languages/ E;E;

*Ressarch T i .
ident ifiers: Natural Language Processing/ =Yale University ¢
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procedures as a Representation for Data 1n a Computer i o
‘'rogram for Understanding Natural Language. ! Sect

winograd, Terry !

_Eeb_71___464p.:_ Revised v.r;ion of a doctoral dissertation.
setts_Institute of Technology. o . o
ring Agency: Department of Defensa., Wwashington, D:.C:
d Research Projects AgencCy.

Massachusetts Inst. of Tech.. Cambridge. ;

eport No.: MAC-TR-B4
Available from National Technical Information Service,
‘pringfigld. 22151 (AD-721 398, MF $.95. HC $3.00)

Document Not Ava(lablo from EDRS. . _ o

This paper odescribes a Systam for the compat.r unde
¢ English, The System answers gquestions. executes commands
Nnd accepts information in normal English dialogue. It

emantic {nformation and context to understand discourse and
o d\llmbiguat.,s.nt.nc.s It combin.s,l ccmpl.t. 7syntlct1c \

nalysis_ _of each_sentence with a_heuristic understander which ,
ses different kinds of information _apout a_ _gentence, _ other 9
arts of the dJaiscourse. andg genersal information about the \
orlid in deciding what the sentenc eans. The objectives of |
he project are a practical language-understanding system. .a
etter understanding of what language i3 ang how it i3 put

ogether. and an_ undorstanding of what 1nt.llogonc. is and how
t_can be put into a computer. (Author/vM)
Descriptors: =Computational Linguistics/ =Computer Programs/
Deep - Structure/. .Discourse .Anslysis/ Englisn/
" / *i age Skil18/ LinguistiC Tneory/ Logic/
rograming Lunguages/  +Semantics/ _ Sentences/  Sentence
tructure/ __Structural Analysis/ Structural Linguistics/
Syntax/ Transformation Theory (Language) .

OUTLINZ or A CONCEPTUAL SEMANTICS POR GZNERATION OF COHERENT DISCOUESE

Tracor Inc Austin Tex (35210¢€) \
ADTHO?: Scharnk, Foger C. - ‘
_46C5A3  _FLD: SG USGRDR6813 , \
M2z 68 45p

REPT NO: TRACOR-68-462+U

ABSTRACT: The paper develops a method for generating coherent

sentences; A conceptnal sepantics is presented, that when coupled
vith a _ conceptual dependency abstraction of meaning, allows concep:s
to _be linked in a manner consonant with the Systeama's knowledge of the
vorld. The paper is part of a series of papers concerned with the
problem o0f language synthesis for artificially intelligent systems.

(Author)

JESCRIPTORS: (*Computational linguistics, =*Semantics), AaArtificial

latelligence, lLanguage, Synthesis
\D-668 728  CPSTI Prices: PC36.00 RP$S0.95
iDO39510 4ALO02310

Spinoza II: Conc.otu.l Case-Based Natural Language Analysis:

Stanford Univ.. Calif. Artificial Intelligence Project.
Uan 70  107p.
Spongoring Agency: Department of Dofonsc. washington. D.C.

idvanced Research Projects Agency. National Inst. of Mantal

teal th (DHEH) Bethesda. Md.

Report No. M-AIM-109 . I
EDRS Pric. MF-$0:76 HC Not Avlilxbli frbm EDRS PLUS POSTAGE
This paper presents <the theoretical changes that have
leveicped in Conceptual Dependency Theory and their

‘amifications in computer analysis of natural lanﬂuago ng

ajor {tems of concern are: the e@limination__of reliance_ on

grammar rules” ___for_ _parsing__with the emphanis given to

onceptusl rule based parsing: the development Of & cConceptual

‘ase 3y3t@m tO acCount.for the power OoOf conceptualfzations:

ne categorization of ACT‘'s based on p.rmvslibl. conceptual

ases and other criteria. These 1items are deveioped and

in the context of a more powerful conceptual parser

nd _a_ theory of language undorstapacng (Author/amm)
_Descriptors: _sCase (Grammar)/' ' sComputational Linguistics/

oncept__ Formation/_ Conceptuml. Schemss/. Deep Structure/ ) ey
cmgmute Theory/ Sementics/ =Structura) Inalysis/ -Triaaérit 37
rocesses/ Transliation/ Verbs -
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Aruitoxt provided by Eic:



S e ~ Section 1
A  CONCEPTUAL DE2PENDENCY BREPRESENTATION POR A COMPUTER-ORIZNTED
STMANTICS

Stanford Univ:, caiif. Dept. of Computer Science. (094 120)

Technical repz. _ _

AUTHOR: Schank, Roger C.
619424  FLlp: 9B, 5G, 906 USGRDR6914
Bar 69 209
Bg?IWEQ:7CS-13G; AT Mamo-83

CONTRBACT: PHS-MH-06645-07

i35TRACT: Hachines that may be said to fumction intelligently must be
able to understand questions posed in natural language. Since natural

languagée aay be assumed to have an underlying conceptual structure, i<

is dasirable to have the machine structure its own experience, bocth

linguistic and nonlinguistic, in a Banner concofitart with the human

method for doing so. Some previous attempts at organiziag the

machine'’s data _ base = conceptually  are discussed. A

conceptually-oriented Qdependency grazmar is posited 2s arn interlingua
tha: may be used ‘as_an_ abstract represertation of +he underlying
conceptual structure. The conceptual dependencies are utilized as the °
highest  level  im a stratified systenm that  incorporates
language-specific realization rules to map from concepts and their

relations, in*o sentemces. In order to generate coherent seatencsas, a
conceptual semantics is posited <that limits possible conceptual

dependencies to Statesents about the system's knowledige of the real
world. The System has been programmed; coherent sentences have beex
generated and the parsar is operable. The enptire system is posited as
a viable lircguistic theory. (Author)

DESCRIPTORS: (*Lsarning ®achines, Aztificial  intelligerce), |

sprogramming 1anguagé§l,icoiputatiogg;7ligguis;ics), Erglish language,

Semantics, Prograzming (Computers), Grammars, Theses
PB-183 907 CPSTI Prices: HCS6.0C H?$0.95

= 48-09128 DOC YEAR: 1972 VOL NO: 48 ABSTRACT NO: 09128
. tUnderstanding natural language. :
wWwinograd, Terry_ __ L
Massachusetts Inst. of Technology o
Ccgnitive PsSychology 1972. Jan, Voil. 3(1), 181 p
CLASSIFICATION: 11 R o
_ Describes a computer SyStem that answers qQquestions, executes
commands. and accepts information in an interactive _English
dialogue. It 1S based on the assumption that in. mode! ing
language understanding. we must deai in an_ inte @d way with
all of tne aspects of Ianguage Syntax, 8 mantics., and
inference. The SysStem contains a parser. a recognition Qrammar
of Engiish, programs for Semantic analysis.. . and & general /
problem soiving System. 1t can (a) remember ang discuss its /

plans_and sctions as well as carrying them out. (b) entor into ,

s disiogoe with a-person, responding to English séntences with . /
actions and English replies; and (c)_ asx for clarification
whan it HeurisStic programs cannot understand a seéntence
through the use of syntactic, . semantic. _ contextusl. _ and
K resenisd_in

physicai knowiedge. Know!@dge in. the system_is_rep n
_ the form of procedures, rather than tables of rules or__1ists
of patterns. By developing sSpecial procedural representations
for syntax. semantics. _and inference. filexibility and power
are gainad. Since each plece of knowledge can be a8 procegure,
it can cal) directly on 8ny other piece of knowledge {n the

system. (3 p. ref.)

 SUBJECT TERMS: Language. Computers._ _ Syntax. Grammar, Ly -
Semantics: 27740. 10970, 51220, 21530. 46390 - o é?é?
INDEX PHRASE: language understanding computer system,
dp@cial procedural representations for syntax & semantics &
inference
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7400083 __ 7400083 o o
Ungerstanding natural language
BOOK AUTHOR: Winograd. T.
Jonnson-Laird, P. N. L - -

_ _the Quarterly dournal of Experimantal Psychology~ 1973, 25

(3), 444-436. _ CODEN: ajxp-a
Series: REVIEW - o N

_ New York: Academic Pr@ss. 1972.for U. S.. canada. _Central

America. .and South America. Academic Praess. 111 Fifth Ave.,

« NY 10003: and for all other countries, Academic

24-28 Qval Rd.. London Nw1 England:___

ction Heasding Codes: 012 LANGUAGE : Engl. _

__A_ _favorable raview of winograd’s computer _program for
understanding natural language. _ _wWhat the program __evidently
does . is_to_converse Dy Teletype about a small imaginary _worid
of blocks. boxes, and cubes. Bano._ in_ ponse to orders. it
moves &round _ the objects to mv> up any reguirea
conf iguration. A number of

anguage and prodlem solving skills

interact in a complex tfashion enabling. the . program to carry

out  the tasks given and to _conduct lucid conversations with
interiocutors. It 18 accomplished by 8 highly skilled
gep\oyment of a whole set of programs. _ Syntactic arnalysis_is
d on & systemic grammar devaloped originaily by Hall1day.
and an integrated approach is taken to_the interpratatiot
sent@nces. Meaning is_liberated from 1ts specific_verbiage by

treating it &3 & matter of undaerlying concepts. _and

selectional raestrictions are trested in a standard way to
dstarmine which particular meaning__o%__ a

" ings of s e are represented by eaxpressions__in
Pl r. the language that a130 anderlies the i{nferential
powar of the system. Trere i3 MUEH in the _system to intarast

h particular meaning of a word {is relevant.

mmers, and workers__in__artificial

1inguists. _computer program 8,
intelligence as wall &s psychologists and psychol inguists. In
aagition _to the description of the system. there are_useful
introouctions _to LisP, Programmer, _and Planner. and _an_account
is prasented of systemic grammar. that_is aimost unrivalled in
pringing out the_simplicity of the basic igeas. M. Guek ..

D.sbribtdrii7C0MEUTATIONAL LINGUISTICS;,SEMANI;CS; RESEARCH

QES1GN AND INSTRUMENTATION: SYNTAX: SYNTHETIC LANGUAGES

~ jaentifiers: computar program for undeérstanding natural
1anguage: book review: .

7804043 7804043 o o
on Natural Language Based Computer SyStems
Petrick, S. R. o . - .
_ 18M Thomas J. Watson Research Center. Yorktown Heights NY
10598 . - - .
I8M Journal of Research and gsvelopment- 1976, 20. 4. July.
314-325. CODEN; 1bmj-8 - o I
international Business ¥Machihes Corporation. armonk NY {10504
section Heading Codes: 5113

Arguments for & against__tne_ use of natural __langs in
question-answering & programming systems are discussed.
Severa! natural lang-based computer systems are consicered in

essing the current le 1 of system development. The first
system {3 the LSNLIS (Lunar Sciences Natoral_Lang Information
System). containing information about lunar rock & soi}

gerived from Apolio missions. It was able to answer 78% of

the queries posed by lunar geologists but only-8 much_ _smaller
% of follow-up queries. The REL (Rapidly Extensible Lang)
system nas been appiiad to guestioning_ of anthropological
data. class schedul ing & Fortune 500 data Question-answaring.
“Tne core Eng lang 1S extensible by m&ans of cgefinition based
on string substitdtion. _The SHROLU system developed by T.
winograd _demonstrates that it is possibla to brang _together

iYﬁiictic;,s!mantic.Viﬁfirintial & grgphical capabilities in a

single System. _ It has & more highly developed response

generator than the above SyStem. NLP _(Natural Language

Processing) was used _to develop &n automatic programming

, { Hiedorn. G. E. _"Automatic
Programming through Natural Language Dialogue: A _Survay __18M
Journal of Research & O@velopment.. 1976. 20. .4, 302-313.).
Theé REQUEST (Restricted English QUESTion-Answering system) i8S

system_for queusing systams (s

tased on & transformational grammar of Eng.. tain parvasive
gifficultias (o developing natural lang .b . systems are
jgentified. & the approach taken to overcome them in the
REQUEST system {8 cescribed.. Modified HA

Dascriptors: COMPUTATIONAL LINGUISTICS: EXPERIMENTAL D0ATA

" HANOLING .

1gsritifiers: natural langusge Dased computer SyStams:

Section 1



Section 1

Aq Cvacview cf OWL, A language for Kncwledge Pap-asSeckatica

sassachusezts 1Inst of Tech Cambridge Llabt fcr Ccoputer Sciencs

GJd3IEuE) e o o N
AUTHOR: S2zdolcvits, Patar; Hawkinson, lowell B.; Maz:in, William A.
L321363 Fl1d: 51, 9B, 92D, ¢€2B GRAI?7719

Sept Nc: “IT/LCS/2M-8E

Cca*zact: NCIC14-75-C-06€1

%caitez: 18 e -
Fresa2ntal at wWcrkshop cr Natural Lanjgu=gs for Iptéractica with Daza
3ases n21d Ey *ne In<araaticnal Ins+titute for Applisd Sys<tems Analysis
atz Schloss Laxsaburg, Austc-ia, Jarc 77.

Apstract: Th3 mozivation atd cverall o-garizasica of +he OWI langiags
€cc kpncwl3ldge rapcasantasior is dascribeds CWL ccasiscs cf 2 gencly cé
ccnc2pts in tazas of which all English phrasés ard all Kkncwlsdgs ¢t 2an
applicaticn dowmain are repres2nted, a thecry of Erglish grT anmarz which

z211s ancv tc map English phrases into corcépts, a parser. tc pacforr
that sapping for iadividual sentences, ard ap irtarpretsc =C CcCaIry cu°

sroczduces wnicn arze u:itten ir. the Same ZE€prssanc aticral fcrmalis

Ta2 Systsm_  pas be= agpl:ed tc the study of interactivs dzalog

sxplandtiens cf i*s cwr reasoning, ard gues<iol answer _ng.

Artiticial intslligsre

Tasczirptcrs: *Programming languages; ca, Sys2bcls,
Scoputasicnal  linguistics, Phrase structuss Jrarrars, Ccmpu“erl
a1xplicaticns, _Farzsers, Mapging, _Mar sachirs systass, lingulstics,
Zascacay, ~ Ns3dss, = Words{laaoguaga}, - Seman%ics, P2asonLaLg,
Fsychclingyuiscics, Izdexiag

Ti:azifiszs: Racwladge ?epréééﬁiafiéﬁ; Santarcie, Interacsive syszsas,
su2stion aaswariag sSystemps, =OWl grogramming languags, Linjuzstic
1smcIy syst2e, LCialoguss, hz‘sncch ,

AD=3J41 372,4ST  NTIS Pzices: PC AC3I/NF 201

62-07606__ DOC_YEAR: 1979 VOL_NO: 62 ABSTRACT NO: 07606
Computer undcrstnnaing of natural language.
Schank. Roger C.
Yale U _ - _ .
--Behavior _Research Mathods B Instrumentation 1978 Apr Vol
10(2) 132-138
LANGUAGE: Engl CLASSIFICATIDON: 21. 60

__Describes the state of research _in automeatic natoral
language_ Processing at. v-1.,,ugiyorsity;,,Eivt,progrimi are
discussed: Stu;fFRUMP;,Eln;ﬂTICESPIN;fiad POLITICS. .
_-SUBUECT_. TERMS: . LANGUAGE, COMPUTER SOFTWARE, )Cbﬁ9UTE§
APPLICATIONS: 27740. 10980. 10900

INDEX PHRASE : automatic naturai language processing.
discussion of SAM & FRUMP & PAM & TALESPIN & POLITICS programs

40
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Theoretical and methodological considerations on automatic
yntactic_anklysits :
Geens, Dirk

Inst. Applied Lingutstics Louvain, Beligium

LITL=- 1972, 15, 47-66. . CODEN: itig-a

“Institute of Applied Linguistics. - vesaliusst. 2. 3000

oyv;in Bclgium L o
Section Heading Codes: 062 .
_Automatic analysis (AA) is one of the most disputed

igciplines in applied Tinguistics. Not only a computer

rogram but also, for _example. a transforms:ional_grammar

ries to obviate the endiess number of grammatical _sentences
ith a finite set Of rules. Applying,tho,thoory is only ona
tep further than defining the theory {tse!lf. Thus if the
Nalysis turng Out €O be wrong. the Tinguist will first

ttempt to correct the theoretical model because it has been
hown to b. wrong.

with the applied

esult, the linguist will Denefit most by & combination of

heory and practice. aAny AA should have a douﬁlo aim: (1) as
_speculum for the mode) used: and (2) as being applicable in
1.165 other than pure linguistics, e.g.. 1n the description

language. The ASA program is divided into paradigmatic and

gntagmatic,pnrts.

matic_ whereas in _the paradigmatic analysis the
slations that exist in words Letween actual ized and potantial
alency are indicated; thHe Syntagmatic analysis will indicate
ne relations between tho wortds that constitute the sentence.

The detailed ASA program can only be evaluated by the extent

> which it can now live up -t0 expectations {n actual

ractice. _ The__AA_ _program_ has a__double. aim; (1), the

srification of the mode! used for linguistic dascriptions:
d {(2) _if  this mooge]l Seems tO Satisfy present needs. tha
=tual application of the model. Grammar can indeed be
ormalized, and as a result must be made machine-applicable.

ecause tnis would seem to be the only way 1in_  which

-ammatical theories can be examined {in order to avoid

tsleading_interpretations made by the undorstanding reader . "
@ Next StEPp must be to evAlIUAatE the mode! usSed. her@ With
Igard to the l1arge group of existing theories. To this end,
Fforts in the field of the formalization of grammar and hence
jtomatic analysis must b increased.

Descriptors: DATA PROCESSING AND  RETRIEVAL; APPLIED
INGUISTICS: SYNTAX: THEORETICAL LINGUISTICS -
Identifiers: automatic syntactic analysix; theory,
)tHOG0 1 0gy | .

y
7700081 7700081
Human Associative Memory .
BDOK_AUTHOR: Anderson, John R: & Bower. Gordon H.

Keenan, Janice M.
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-In recent years it has become apparent that tha distinction

etwesn | inguistic competence & linguistic performance is

uite fuzzy. What is needed is a mocde!) that unites the 2 -- a

odel that represents a spaoaker/hearer’s knowledge of_ _the

anguage in terms of the rules or processes required to cChange

rom__ 1 wenta)l _ctate. to the next. _ This is an impressive
|xtompx,lt,sunh,c model . . while tha model! suffers from its
eliance on the traditionsal, = yet questionable. tenets of

S80Ciationi®m,. the .book does an excelient job of presenting &

nalyzing the problems involved 1in  constructing a natural

anguage processing system.
esders intereited Iin the interface Detween competence [}
e-formance. AA - L
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ABSTREACT: The goal of this thesis vas to develop a system foc the
computer analysis cf written natural language texts that could also
serve as a theroy of human_ comprehension of natural _language.

rherafore the construction of this system vas guided by four basic

assusptions about ‘natural language comprahension. First, tha prisary

goal of comprehension is alvays to find meanings as scon as possible,
Dther <tasks, Ssuch "as discovaring the syntactic relationships, arce

perfocmed only when essential to decisions about meaning. Second, at
atteppt is wmade to undarstand each vord as sooan as it is read, to
decide what it seans and hov it ralates to the rest of cthe text,
Third, comprehension ®means not only understandirng vwbat has been seen
but also predicting what is likely to be Seen nexts Fcurth, the voris

of a text provide the cues for finding the information necessacy for
comgszhending that text. : .
DESCRIPTORS: scomputationmal linguistics, Natural language, Data

processirg, Speech recogrition, Semartics, Syntax
IDENTIFIERS: NTISDODA : .
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Whan & grammar {s expressed in augmented transition network
(ATN) form. . the proplem of dstecting syntactic ambuguity
reduces to finoing all possible paths through the ATNs.  Each
successfully tarminating Path through the ATN generates an
scceptable parsing Of .the “input string. . Two_ ATN _forms.

#Wirnimal-node _and _pseudo-tree. are_described siong with _the

conventions for traversing each. The two forms ars Compared in - : -
regard to efficient use of computer time__and _Space &nd _..in

regard to sppropr iateness for siach of the three pat

techniquaes. Three techniques ara discussed for _f

scceptable  paths _ through _ATNsS. _ The _techniques are
“Backtracking."” «gimal tansous  Paraliel inslysis.” _ _and
“Amputate_ _And_ Re-anter." " Reiative merits oOf the threq
techniques are discussed in terms of computer execution. time. o
required oata !10[!9!.;,étbifiiﬁir,tim;,lm,!!!ﬂ!gi"fY of the . 43

program to modification. A rudimentary ATN-based parser for
____English has been @ritten in SPITBOL to test the impiementation
thase techn iques. thor)




__ §écficn 2

STRUCTURAL SIGNS oOF CERTAIN CLASSES OF COMPLEX SENTENCES (IN

FONNECTION WITH THE QUESTION OF HOMONYHOUS CONJUNCTIONS) (STRUK”U?ﬁY’

PRIZNAKI NEKOTORYEKH KLASSOV SPOZHNOPODC
NEN
SVYAZI S VOPROSOM OB ONONINIZI SO0YUZOV) P HI EANYRR  PREDLOZRENID) (v

roreign Technoiogy Div iright-?atterson APB Okio (181600)
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25 Agg 67 39p
REPT NO: P*D-T”-65-1893

Onedited rough draft +trans. of Nauchno-Tekhnicheskaya Informatsiya

(USSB) n3 p36-43 1964.

ABSTRACT: The author deals with the subject of complex subordinass

- clauses within a sentence in vhich homonymic connecting words are

us3d,  The Telationship between the main and subordinate clauses, angd

the fuactiot of vords within the sentence (i.e., how a word tends to

govern, or is governed by other words, the presence of certain

grasmatical forms in vords, etc.) are discussed. (Author)
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ABSEQ&CT. A syntax of a language may be said to be computable ir a

different serse vhen it assigns, .in a computable way, for each give:n

usable text, all its relevant structures. One also may call 2 syntax
computable if 21l its rules are decidable, in the sense that for_ each
56;’ of texts it is decidable vhether they are lirked by the rule.

(Anthor)
DESCRIPTORS:  (*Linguistics, 2Analysis), (*Syntax, Mathematics),
Computational linguistics, Eaglish language

*DENTIFIEES: Geperative grammars, Strings (Linguistics)
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The Sausage Machine: A New Two- Stngc Parsing Mode!. b
Frazier, Lyn: Fodor. Janst_Dean_ __ .
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Language: ENGLISH
77799779yggg s.ht!nggig!rsing device llltgns phrase structure
to sentences in two steps. The first stage parser assigns
lexical and phrns-l _nodes_to substrings of words. The second
stage parser than adds higher_ _nodes__t0 _link_
packages together intc.a complete phrns. marker. This model is

compared with others. llufhor/ao)
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“ An_Approach to_the_Semantics of Verps:
von _Glasersfeld. Ernst
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This paper explains a mathod of semantic analysis ceveloped
in the course of a natural-language r : )

to the computer impiementation of the Multistore Parsar.

Positing an interiinguistic substraium of sSemantic particles
eral gifferent types (eo.g. substantive.. attributive,
developmental.  relational); a methodo 1S 1l1lustrated which
makes it possibI®. to map the meaning of activity words in

context: the rasulting mappings. on the one hand. incorporate
MUCh of what. hitherto, 'sidered “pragmatics

on the other. they furnish an exact definition of the seam=ntic

s been considered *pragmatics.” and

‘deep_structure® _underlying the grammatica) SUrface Structure

of a phrase or sentence: The mappings are Hhere OUsed to
gemonstrate sgmantic s!ﬁil-ritics and discr.panc!os between an
English verc and tha German verbs which are required. for its
transiation in various con ts. (Author/FwB)
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Obgervations on Context Free Pnrsing
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~ Box. 104 65 Stockhoim 15,

of Linguistic Calculus after

1976 Volume) _ o

Section Heading Codes: 5113 _
. The. principles_ underlying context r
investigated. The we m
sufficient to achi

basis of its pres
device may 8130 _be_rec
desirability of a pa
bounds for_various subClasses Of the context free grammars

dent o e as ce

examinged & found to be d

_to__achieve

er automatically lchiovinb iibﬁt.r
is

it i3 argued that use of a rmed gr ar by the

is not nocessarily a disadvantage. been previously
claimed. As_an illustration of these ideas. a _variant _of
recursive descent parsing (s developed & its _behavior
sSnalyzed: This aligorithm, whan squipped . with &8 wsell-formed
substring table. is shown tO be as efficient as any known

general purpose context free parser. while its simple
structure makes {t easier to understand & prove correct.

_Modified HA
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Man-machine dialogues using everyday conversational Engilish

presant difficult problems for computer processing of natural

language. Grammar-based _parsers which perform_a word-by-word,
pPErts-of-spesch analysis _ are too fragile to operate
satisfactorily iin raa! time interviews illovinﬁ unrestricted
English In constructing a simu

d diagnostic

algorithm uses

expressions used by

Psychiatric__interviews was _d
pattern-matching rules vhich attempt to characterize the_input

.into patterns
stored patterns.
ability to ignore

ign.q.

are general and could
sorvo,,nny 'host' syst.m which takes natural language input.
Appendices contain a3 Sampls _interview, the dictionary, and a
list of simpla@ patterns. HA._. . o .
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Junction Gr;nn-r as & Bage for Natural Language Processing
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_Junction Grammar. a mode! of language structure developed by
Eldon_Lytle._ _is being used to define the interliingua _for a

Section Heading Codes: 065 e ) .

mechine-assisted trans1ation project, Junction Grammar
represantations. caltled junction trees. Cconsist of word-sense
itnformation interrelated by junctions. which contribute

syntactic & semantic information. The fst step of the current
,,,,,, _system 1s interactive anglysis. during which _the
program_ 1n30r.ctl with the human _operstor to. rosolv.
lﬂbigﬂ!t!.! & than produces 3 junction.tree representation of
the meaning Of ,the input text. The 2nd & - 3rd steps of the
translation process are automatic transfer & synthesis into i -
or more target languages. _ For _sach _target language the "\

transfer step makes adjustments on_ each _junction tree. _ If

.Neesded before_ sending it _to the synthesis program for that -
l-ngu-gc; . This. transiation system {sS_carrently _ onder
ocevelopment at 8righam Young U. Present lexicons for English
analysis. & Spanish. Germen. French, & Portuguese synthesis

contain about 10.000 word-senses each. HA i
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EPnglish adjectives, nouns and_verbs in _the _Linguistics Research
Systes. Paradigas have been devised’ in char+ fors defining certain

characteristics peculiar to subclasses to parts of Speech _for

adjectives, nouns aid varbs. Concise explanations of each subcl;ss
¢h examples ar®e also given. Al subclasses are ~dered with the

lost frequently used subclasses listed firs:
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AN AUTOMATIC PHRASZ2 STRUCTURE ANALYSIS OPA SPANISH TEXT
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ABSTBACT: A suamary of morphological and syntactic classification is

pressnted for a pilot description of Spanish in the Linguistics

Sesearch ‘System. S ~ displays are given for context-free phrase
structure description and the resulting machine analysis. (Author)

Besearch Systenm. Sample
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language, called a phrase-structure semantics, is given: The

ABSTRACT: A formal definition for the semantics of a context fres

definitior is a model of the nction that it is phrases vhich have;

. weaning ard that the w®eaning of a ¢fhrase is a function of its

syntactic structure and of tae meanings cf its constituents., Next the |
author gives a definiticn for translation on context free languages. \
He ther studies a certain kind of t-anslation on cfl's, which proceeds |
by ¢translating on the phrase traes of the languages, and is specified

by a_ finite set of ' tree-replacement rules. The author presents a

procedure which, given a cfg and phrase-structure semartics for a |

target language, will  (usually) produce the finite set of
tree-raplacement rules for the trasslation, if the translation exists.
The fprocedure may be viewed as a _ccpputer program which is a
translatcr gJenerator, and vhich produces anocther program that is a
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£23Z1E3  Fl3d: 56 d77¢2 '

Fab 69 46 -

Ccntcace: F306C02-67-C-0347

nl\l"

Ezojact: AF-4593 .

Mcnitcr: FACC-TE-68-57C I

fistritusion limitaticn rpcw Zeroved.

abst-act: The repor:t dcctments results cf a 13-gcnth effort i
Cbiniss~English wmachine trerslaticn F _and D. Main swphasis @as placed

ca design cf autcmatic lcokufp sSyster fcr sagpentaticr cf Chinese ta2s:

ia%o urits cf maaning, @&nd design cf autcamatic syntacsic analysis

aw fcr  racogiition cf Chinese sentencé SITUCTUrE: The followa:ng

t inese t€ace
ks wara prograssing ccencurrently: further compilaticn of lexical
a wi+h -tefinad grammar codes, ard ccptiruing scphistication cf
] fcr autsmatic syrtactic aralysis., Completacr cf Syntacsic
1

<
acniavsmaat. Ccatinuation phass will teé devoted mainly tc in<arlingual

Systam (SAS) and associated sutroutinas ccrstitutas a pajexz

&> . -

tzansfa- prcblism ard synthesis in Erglistk, culpinatin¢ 2a dssiqr of a
s

az T
prototyre sys+te3 fsr Chindse-English rachine tTanslaticn. {duther)
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(*Chinsses  language, *Machirne tratelzzior), Syntax,
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¢+icnal linguis<ics, English larguace
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Section 3

‘maciine Tramslation (X Bibliography with AbStracts)

Xxatiopal Technical tnformation service, Spfiﬁéfie}d, va. (391 812)
pept. for 196u-May 76

AUTHOR: Young. Mary E. o - o
c6731E2 _ FLD: 056, 098, 92p*, 88, 62, 864 GRAI7615
Juz 76 1uip=*

MONITOR: 18 e

Supersades NTYS/PS=T75/7811, and cOoM=73-11717.

o -cics: siudies on sachine translatdo f vacious larguagss aTe
ABSTRACT: Studies o1 gachine ,;;ans;g;;oniroffggfgqng' L. 25 arce
cited. Topics concarning ,synggg;rfCOEPUtgxifprqgtéﬂP;ngg,,SQFE?teE
hardwarce, and semanics are included. (Thkis up@Qted §;§l;pg:?ph{
contains 136 abstracts, 9 of which are new eptries to the previous

editiosn.)

centoioRS:  *Bibliographies, *Machine .<lation, Computatiozal
pESCRIPTORS: *Bibliographies, syachipe translation, tio
linguistics, syntax, Semantics, Computer pcogramsming, Vocabulary,
Translatiag

IDERTIFIERS: Poreign languages, NTISNTIS

NTIS/PS-76/0438/1ST NTIS Prices: PC$25.0C/KF$25.CC

7305019 _ 7305019 _

Automatic transiation of natural 1anguages

Kay. Martin _ o . o
Information_& Computer Science, U. California; Irvine
Dsedalus~ 1973. 102 (3). 217-230. CODEN: dasg-a

280 Nawton St., Brooklipe. Mass. 02146:

Section Heading Codes: 045 . . _ . _ _ __. __ -
‘A consideration oOf attempts to build a translating machine

for naturs! languages as well as a discussion of - _problems in

the study Of__mzaning. ~_Although witharawal of government
funding nas caused a loss of  interest 1" _automatic
translation, soie SyStams_have ‘besn deveioped incluging: . (1)

the Mark [1 tramsiator: (2)_the "Georgrtown pragram-: ang (3)
the Rand Corporation’s MIND system A fourth System is a1so

proposng,tgfgnignfgit-riil Would be transiated into a language

§0 constrocted that esch foreign word and _affix__could be
replaced by a counterpart {in an artificial language__(a
one-to-ona corraspondance) which wouid be much sasiar to learn
thsn the foreign |8nguages itself. “Computers #ra now being

used to Study meaning through _programs__that mimic human
bebavior. For procassing Of textual data. it was thought that

different sets of requirements would demand._different programs

and thit it would be necessary to 08Sign sssentially different

algorithms for pesic 1inguistic processaes. -It seems _now_that
the be3t slgorithms will_ be. variants Of a single overall

strategy. Thres strategies have been proposed for cbtaining
deep structures for arbitrary sentences. Besides the problams

of Syntactic analysis, thers Sre many problens in semantics,

and the computational linguist {s coming to see that it is in.

this fiela tnat nis_main contribution will De mags. . . ...
" Descriptors:  MACHINE _TRANSLATION: . SEMANTICS: SYNTHETIC
LANGUAGES: DATA PROCESSING.AND _RETRIEVAL .

__loentifiers: machine translation of natural languages:
problems of meaning:

92
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) Shost Ccncordance to laurence Sterne’s °*A Sestimental Journey Section 4
Throuygh Francae and Italy by Mr. Yorick:' vVolume I. A-L ‘

Illinois Oniv., Urbana. Cept. of Computar Science.sPrinceton Univ.,

¥.J. Dept: of Statistics.*National Science Poundatiorn, Washing=ox,
D.C. Div. of Computer Research. (176 011) ‘ o

AUTHOR: Pasta, Betty B., Pasta, David J., Pasta, John BR.
C3793I4  PLD: 5B, BBE USGRDRT426 :

Sep 74 227p
REPT NO: UIUCDCS-R-74-676-Vcl-1

MC¥ITOR: 18 . o L

See also Volume 2, PB-236 233. prepared in cooperation with Princéton

Unive, ¥N.J. Depts: of Statistics- and National Science Foundation,

Washington, D.C. Dive. of Computer Research.
ABSTRACT: The concordance to Laurence Sterme's last work, &

Sentimental Journey through France and Italy by ®r. Yorck, emplays a

KWIC (Keyword-in-Context) form which centers the word on the page aad
includes the wcrds of text immediately preceding anzd following. The
keyvord _types are in alphatetic order listed vith each token given it

order of aprearance in the text: In the listing, Special symbsls
precede the alphatet  and numerals follow the alphabat., A

vord-frequancy 1list containing all the words in the Journey is
included. Sore kigh "frequency function words weZe blocked in the
copcordance, ard this greduced its size from 40,635 to 26,188 liness ;

Blocked words include cartain articles, personal precnouns, parts os

verts to be and to have, and prepositions.in, of, and to.

Data processing, Computational 1linguistics; Information ratrisval,
Words(Language), Literature (Fine arts), English languags

DESCRIPTORS: =Coordinate indexing, #*Books, *Indexes (Documantation),

ICENTIFIERS: *Corcordances, Permuted indexes, NTISITOU, 3TISNSF
PE~236 232/55L  NTIS Prices: PC37.50/0F82.25

AJTOMATIC LINGUISTIC CLASSIFICATION /
1?hgﬁi§£ié§ Research Center; Univ. of Texas, Austin. ({208 250)

AUTHOR: Pendergraft, Z2ugene D. , Dale, Kell,

_0313F3  _PLD: 56 USGRDR6603 ;
Nov 65 uép :

REPT NO: LRC-65-WAT=1 = ‘
COWTRACT: DA-36-039-ANC-02162 (%) ,
GRANT: NSP-GN-308 .

Distribution: No limitation.

ABSTRACT: The work plan of a long-range series of experiments irn

automatic  linguistic classification is described;, together wizh

discussion of a first experiment. The latter is concerned with

category identification. In partigular, <the Adata cresulting f:émj

automatic syntactic analysis of Pnglish vere used to identify
syatactical categories wvhica have similar membership. The series of
experiments will conbine the use of automatic linguistic analysis aad
;utbiaticf classification <technigques. = Automatic syntactic analysis, R
and in later experisents deaantic analysis, will be performed within

ggé _linguistics ‘Research System (LRS). Automatic classification will
be carried out within the Automatic Classification System (ACS). A

Prograaming interface is being constructed between the two systems so
thbat their combinad capabilities can be usad for automatic linguiszic
rlassification and partial iilfbtéiﬁé.iition. 54

(*English

;,iinguigé ; : [ ;":ﬁ"ﬁf’,”‘

 (*1ing

_Classification),
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Section 4

A _Short Concordance to laarence Sterne's ‘A Sentimental Jourray

Through PFrance and Italy by Mr. Yorick'. Voluse II. HN-2

Illinois ,Unii.; _Urbana. TCept: of Computer Science.*Princeton Jaiv.,

N.J. Dept. of Statistics.*National Sciernce Poundation, Washingtoa,
D.C. Div. of Computer Research. 1176 011y o

AUTHOR: Pasta, Betty B., Pasta, David J., Pasta, John R.

€379331 PLD: 5B, 88% USGRL3I7426

Sep 74 2u8p

REPT NO: azacaes-a—va -676-Vcl-2

MCNITOR: 18 =

See also Volume 1, PB=236 232. P:epared in cooperation with Prince:or
Tuiv., N.J. Dept. of Statistics and National Scienca Poundation;

Washington, D:C. Div. of Computar Research.

ABSTRACT: The sbo:* _ concordance to lLaurence Ste'ne's A Sentigectal

Journey Through FPrance‘and Italy by Mr. Yorick comtains 26, 188 wWords

of the 40,635 word text. Blocked words inciucde certain articles,

personal procoouns, _parts of the verbs to be and to bave, and the

- prepositions in, of, and to. The text was  divided into logicail
episodes, and each word vas tagged vith the nanber of the episode in

vhich i+ appears.

DESCRIPTORS: =coordinata indexing, *Bocks, *Indexes (Documentatior),

Data processirg, Computational 1linquistics, Informa%tion retriaval,

dords {language), Literature (Pine arts), English lacguage
IDENTIFIERS: =Concordancas, Permuted indexes, NTISINU, NTISNSE

PB-236 233/3SL  NTIS Prices: PCS$S7.50/MF$2.25 o

i Cofiputer-iided Irvess:i igation of Linguistics Performance: Yormal anéd
Pathological Language

‘Iova Daiv Iowa City Dept of Nathematics (4C4511)

Technical rept. - -
BUZBQB:vwéc&il; ®ober+ S., _Spreern, Otfried
A1205:a1 __PLEC 5G, 56J OSGRDR71301

Jul 70 222,,,
PEPT WO: THEMIS-UT-TR-29
CONTRACT: X00C14-68-1-05CC

Pepoc-t on the Theory and Applications of Automaton Theory.

ABSTRACT: A SyStem of twenty POSTRAN and PL/1 programs;, developed forc
an ;galysis of apbasic and normal Speech tramscripts, is described in
cetail. The programs aid in lexical, graamatical, paralinguistic, ana
statistical apnalyses as well as in data preparation and correctiosn.

They can also be used in schizophrenic and other kinds of pathological

“language and are adaptable *o the analysis of written-language samples

and the invest igatzon of authorship and style: (Author)

DESCRIPTOBS: (*Speech, *Computational linguistics), Performance (Humar)
+ P2thology, Computers, Psychiatry
IDINTITFIERS: PL/1 programaming language, FORTRAN, Psycholinguistics,

Thamis projec:

I - - i : 55

AD=71u 184 NTIS Pricas: PC$3.CC HAPSC.95




777777 ¢t - Japanese Data _ .
ralyses Section 4
gracuse Univ Research Corp N Y (339750)

cecial fapt. 1 Jul 72=30 Junm 73

pecia L Jan 73 - o
JTEOX: Sukle, Robert J., iron, Murray S., Pratt, Charles C.
2592311 _ FLD: 5G, 92D 9SGRDR7410 ;

gn_ 73 465p
?PT NO: SURC-TR-73-228
ONTRACT : DAAGCS5-72-C=0574

ONITOR: 18
BSTEACT: The report is a

frequency analysis of vocabulary and
entence patterns in the Japanese larguage, The corpora used are &
2dia sample, a discussion session, elicited sentences, and words
licitad for frame septences. The outputs are the folloving fregquency
sbles: (a) semantic frequency of combined corpus (media, discussion,
1icited sen*tences) 1listed alphabetically with inflectional and
a-ivational variants as subensries; (b) semantic freguency . of
ombined corpus ‘listed by #requency: (€) sentence pattern freguency
rog CcoOrpus qiiieiiéiiéd,iénté§CES;,(d) B-rarks and phi-coefficients
or corpus of elicited vords. (Author)

2SCRIPTORS: #Words (Language), sVocabulary, Counting, Computaticnal

inguistics, Semantics, Speech

DENTIFLERS: =Japanese laznguage, sgord frequency, Etymology, SD

\D-775 925/1 §7IS Prices: PC$26,25/MF$1.45

,oken Language Vocabulary and Structural Frequency count: 2nglish
iza Analyses - - :
rracuse Urniv Research Corp W Y (339750)

jecial rept. 1 Jul 72=30 Mar 73

ITHO?: Miron, Murray S. B B

’3592R4  PLD: 5G, 92D JSGRDR7410

iz 73 -3229

;T NO: SURC-TR-73-117 _

YNTRACT : DAAGO5-72-C-0574

JXITOR: 18

JSTRACT: The report is a frequency anzlysis of vocabulary and
\ntence pattarns in the English language. The corpora used are 2
jdia sample, a discussion sassion, elicited sentences, and vords
icited for frame sentences. The cutputs are the following frequency
ibles: = (a) Semantic frequency of combined corpus (media, discussicd,
ticizied sentaences) listed alphabetically with ‘inflectional anad
rrivational variants as sub-entries; (b) semantic frequency of
>abined corpus listed by frequency: (c) sentence pattern freguency
-om cozpus of elicited sentences; (d) B-racks and phi-coefficients
5t corpus of elicited vords. (Author) -
3SCRIPTORS: iiérds(Liﬁgugge[gi7{!993b615fy, rrequerncy, Computational

ingquistics, Speech, English language

SENTIPTERS: ®Word frequency; Ztymology, SD

5=775 92876  ¥TIs Prices: PCS19.25/MPS1.65 56
\‘l
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ED132%68_ CS203088_ o ___. B
Degrees  of Syntactic _and Rhetorical Fluency-Competency {n
Freshman Writing: A Computer-Assisted Study.
Chigsholm, William . . S . .
77 7p.: Paper pres@ntéd at tha Annual Maeting of the
Midwest Modern Language Association (f18th, St. Louts,

Migsour{, November 4-6. 1976)

EDRS_Price MF-30.83 HC-$1.87 Plus Postage. L
An @xploratory study of quantitative measurement  of
syntactic ang rhetorical fluency exEmines students’ _writing
near the beginning and near the end Of & twoO-quarter. freshman
English program. The Syntactic analys{s focused on the clause,
which was classified according to basic syntactic type and

elaborating syntactic _structures. The rhetorical analysis

concentrated_on_ the_or thographic unit_and_included__counts of
s@lected rhetorical features and _counts. _ of _ logical
r@1ationShips DEtwe@En SUCCESS{ve Units Of thought. Preliminary
results are report though 1N general the meASUres. chosen
did not discriminate betwasn the 20 compositions written at
the beginning of the program and the 20 written at the end.
(AAAUT _  _ I o e o
__Descriptors: _ College Freshmen/  +Composition Skills
(Literary)/ gher _Eoducation/ _ Language _Fluency/ sLanguage
Patterns/ Language Research/ *Rhetoric/ sSyntax

7%5027%% 75027%8% . _ e
A literary analysis by computer
waltman, Franklin M S o
Foreign Languages State U New York Coll ._cortlang 13045
Hispania- 1974, 57, 4. Dec, B893-898. CODEN: hisn-b

7302688 7304688 . .
A computer-assisted study of the vocabulary of young Navajo

Bernard; Holm, Wayne: Héiiidiy. Babette: Embry,

Jonathan_ = I
Linguistics. U. New Mexico A o .
Computers and the Humanities- 1973, 7 (4), 209-218. CODEN:
cohu-a

793%243 79-3-000653 . .
Seti-Automatic Construction_of Semantic Concordances
Fraenke!. A. S.: Raab. D.::Spitz, E._ . __ _ . _

_ _Computers and the Humanities, US ISSN 0010-4817, Flushing.
NY . 1979. 13:283-88

\
ED{OBE33 1ROO2150 .__ . . . S
Design Document: KWIC Mooule: L.A.P. Version 1.
Ann , L ) )
B gga:aé;§§ Regional Laboratory for Educational Research and
Devaélopment. Los Alamitos. Calif.
26 May 72 9pIl .. . .
Report No.: SWRL-TN-5-72-37
EDRS Pri -$0.76 HC-$1.58 PLUS POSTAGE _ _  __
_ The Language Analysis Package_(LAP) ,!l§,7que[gg!drrﬁyrit'§
Southwest -Regional Laboratory (SWRL) to assist '!!"fgb";,ig
the analysis of_language usage. __ The founction._ of _ xgg ifwi”
(Keyword- {n Context or Concordance) Module of the L",ifgiao
produce keywora listings from the input text Deing ans vzed.
Such 1istings will contain location_ information brokjﬁr(,lnibz
gocument identifier. page. paragraph, and Tine. Other a-:'?
festures are presented in this document together with the .
/

s
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o . section 4
Spoken laaguage Vocabulary and Structural Preguency Count = Svahili
Data Analyses
Syracuse Univ Besearch Corp § Y  (339750)

Special rept: 1 Jul 72-30 Jun 73 S
AUTHOS: Rubama, Ibrahim, H¥ironm, Murray S., Pratt, Charles C.
€259212 _ PLD: 55, 92D USGRDR7410

Jun _73_ 301p __

REPT NO: SURC-TR-73-229

CONTRACT : DAAGOS-72-C-0574

MONITOR: 18

§8STRACT: The raport is a fraguency analysis of vocabulary aad

senteice patterss in <¢he Swalili language. The corpora used are a

sedia sample, a discussion Session, elicited senterces; and vords

elicited for frame sectences. The outputs are the Zollowing freguency
tables: (a) semantic freguency of combined corpus (media, discussion,
slicited sentences) listed alphabetically with .inflectiocal ané

derivational varianats as sSubentries; (b) semantic freguency of

combined corpis 1listed by frequency; (Cc) sentence pattern frequerncy

zom corpus of elicited sentauces; (&) H-ranks and phi-coefficients

for corpus of elicited words. (Author)

DESCEIPTORS: *Words(Language), *Vocabulary, Counting, Computational

liaguistics, Speech
TDEFTIFI2SS: *Syakili, African languages, Word freguency, SD
AD=775 926/9 §TIS Prices: PC$18.25/MPS1.45

yracuse Univ ®esearch Corp § T~ (33975C)
pecial rept. 1 Jul 72-30 Jun 73

JTHOR: Miron, Murray S., Pratt, Charles C. - '
2592H3  PLD: 5G, 92D USGRDR7410
ur 73 58p

EPT _NO: SURC-TR-73-235
ONTIRACT: DAAGNS-72-C-06574
ONITOR: 18

BSTRACT: As pazt of & continuing project of language analysis, SOBC

tesents 4ts finzl aanvcal. This wmanual is an explanation of the

rocedures usad to collect and analyse data for ¢his project. After

tplaining the <+theory and application of the methodology, the manual

.ScusSes  specific probleas encountered in the design, adainistration

1d  apalysis of <he - language data collected: e
)stract) g ? cte (fodified author

!SCRIPTORS: sVocabulary, *Words(lLanguage), Computational linguistics,

mantics; Haanuails

=775 92376  NTIS Prices: PCS6,00/B®S$1.45 ' -

04072 7804072 -
Trends in Computer Apoiications to.Literature - 58

wigmann, R. L. o
Computers and the Humanities~ 1975, 9. S. Sept. 231-235.

ERIC
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Section 4

User's Guide to the SOLAR Semantic Analysis Pile

Systss Developmert Corp Santa Monica Calif*Advanced Research Projects

Agancy, Arlingtor, Va. (339900)

Technical rept.

KUIEBEE E&s; Tom; B‘iiéri Ei.bthy eiiéﬁi - —
Sie ¢ i0m, Dol _ 4 Ooth Y, Johrn

CUBU3K4_ _  PLD: 5G, 9B, 92D 523.' SRR HTE 1 3

31 apr 75 39p o0 OB ’ USGRDR7513

REPT NO: SDC-TM-5292,/001,00

CCNTRACT: DAHC15-73-C-C08C, ARP4 Order-225s

EONITOE: 18

ABSTRACT: The document contains a general ex atioh Af the eco-o—t o
Analyveis a mf CATAD 1. o ~general explanation of the semarti
analysis file of SOLAR (a Semantically-Oriented Lexical g;chiﬁmait;%

is intended as an introduction and reference manual tor the on-line

user, the casual reader, or the data collecter. The docunment indica+es

ths design concepts, the resulting file Structure, the intended tile

content, retrieval procedures; and data collection procedures.

DESCAIPZOBS:  eSemantics,  #Speech reccynition, English langdage,

Information retrieval, Data processing ing tic
LoooT 0% Ltetrieval, n Conm i
Natural language, uanusis P g putational liaguistics,

IDENTIFIERS: NTISCODA

AD-ACC9 328/6ST  NTIS Prices: PCS3.75/MES2. 35

Phirase Dictionarcy Distributior Analysis and Growth Prediction Repor+
Cryptanalytic Computer Sciences Inc Cherry Hill N J  (406482)
Final rept. 26 Jan-26 Apr 74 . ) . B ,

J. 6., Epstein, S. D.,

Stewvart, D. J. - S
C3114K4  PLD: S5G, 5B, 92D, 88B USGRDR7417
26 Apr 74 56p

CONTRACT : DAAA21-74-C-0269

MONITOR: 18 '

includes 2 computer program to tabulate vord freguencies for blocks of

(14

phrases of optional sizes.

empirical and statistical apalyses are sade including ¢wo prediction
models: Two-word distributions are also included. Based upon the
available distributions, a tvo-vord Phrase Glossary size of 320,000
two-word phrases was deteruined. Also included are analyses of various
techniques, such as_ suffix truncation, imbadded phrases, ard guery
effectivenass. Ccapaciserns are made of the DDC system to other plaan

language machine retriavii systeas. (Author)

DESCRIPTORS: =*Information. féttievéi; =pictionaries; Words(lLanguage),
Occurcence, Models, Predictions, Computatioral linguistics, Computer
applications

IDENTIFIERS: Phrase structure, YTISDODA 55

AD-780 95777 NIIS Prices: PC$3.75/MPS1.45

Cn the basis of these distributions, .



AUTOMATIC LINGUISTIC ANALYSIS
OUTSIDE THE U.S.A.
SECTION 5
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- - Section 5
The SQAP Data Base for Vatural Language Infcraation

Research Inst. of National Cefense, Stcckholm (Sweden). (402 899)

A0TBOR: Palme, Jacob

€5112J2  FLD: 05G, 92D OUSGRDE7520

Jul 7 79p

BEPT NO: POA-P-C8376-ME (E5)

MONITOR: 18 '

ABSTBACT: The Swedish Question Ansvering Project (SQAP) aiazs at

bandling wmany differsnt kinds of facts, and not only facts in a small
spacial application area. The SQAP data base consists of a network of
nodes corraspoading to objects;, Froperties and avents in the real
world. Deduction can be perforaed, and deductior rules can be input ir
natural 1language and stored in the data base. This report dascribdes

the data base, specially focusing on probl2as in its design, both
probless which have been Solved and problems which are not yet solved.

Specially full t-eatment is given tc the data base representation of

catural lsaguage noun phrases, and to the representatior of deduction

rilss in the data base in the fors of data base patterns.
DESCRIPTORS: sComputational tinguistics, Computer _ prograsming,

Artificial intelligence, Semantics, Words(lLanguage), English language,
Swedan ' '

pp-2u43 783/8ST NTIS Prices: PC354.75/MF$2.25

7704731 __ 7704734 . __

"Automatische Lemmatisierung -- Zielsetzung und Arbeitsweise
@ iras 1inguistiscnen __ Identifikationsverfanrens{Automatic
Le#matization .-- Goals and Procedures of a Linguistic
Identificational Program)

Weber, Heinz Juosef _ : - : S

U Saariandes. 6600 Saarbrucken Federal RepubliC &f Germany. .
__Linguistische Berichte- 1976, 44, Aug. 30-47. CODEN:
1gbr-a V

_Friedrich Vieweg & Sohn, P. D. Box 5829, D-6200 wiesbaden,
Federal Republic of Germany _ . ___

Section Heading Codes: 4610 CANGUAGE: Ger L
__The goais of this project are identifying & . specifying word

forms within a text by means of a large dictionary. (about

100:000 stems with_syntactic & semantic specifications) & a
prasWstical component.  Word forms within u text are to be
specified with regargd to their lexical___codification &
iinguistic context. THe procedure has 5 steps: (1) analysis
of inflectional variants & retrieva) of stams -- {n case of
lexical _ambiguity. _detection of the various readings 38
offered by the dictionary, (2) detection of discontinuqus verb
constituents -- a_special _problem of German (e.g9.. er ging vor
vialan Jahren in der Fremcde verloren._. ._ (he was_lost_abroad
tor many years)) -- & _reconstruction of the _compound _stem
(a.9.. veriorengehen (toc ba& 1ost)). (3)_-disambiguation of
syntactic homographs (e.g.. English "lsaves" .-~ verb/noun or
German. _ pillige __{(just/eguitabl~)  verp/sdjectivae) by
gistributional analysis; (4) identification of i{diomatic
expressions consisting of several verbe! units (e.g.. English
“to kick the bucket®” or German die Kurve kratzen) ~-- {n this
Case a special dictionary componant i3 used, _.&___(5)

gizambiguation of aemantic homographs by means of Selectional

restrictions__ in _connection with & rough specification of tne

syntactic_structure of a sentence. AA = )
_Descriptors: COMPUTATIONAL LINGUISTICS; DATA PROCESSING AND

RETRIEVAL ;- GERMAN: DICTIONARY: AMSIGUITY; DISCOURSE ANALYSIS
jdentifiers: automatic lemmatization of German word forms:

- 6i

ERIC

Aruitoxt provided by Eic:



7803928 _ ) SGCtiOn 5
-d a Gensrative D.Dindincy Grammar

V.g.ri Heinz

U Cologne. Federal Republic of G.rnlhy ,,,,,

Cingua~ 1975, 36, 2-3, Jun. 12%- 145. _ CDDEN: ling-8

North Holland Pub!(lh!ng Company., P. D. 8ox 211, Amsterdam,

Tho _Netherlands _ .
Section Heading Codes: _0%0_ __ ___
The notion of valenc & the relation of dependency. conncctid

with it were introguced into the. _theory of grammar Dy

Tesniere. Later, 0. Hays ("Depsndency Theory: A Formaiism
and Soma Dbservations® Language 1964. _40, %11-%25.), Gaifman.
s K. Biumg-rtn.r ("Konstituenz und Depshdenz® (Constituents

and Dependence) in _Steger. H. (editor) varschligo fur _eine

strukturale Grammatik des Deutschen (Project for a structural

Grammar of German) Darmstadt:  Wissenschafliche
Buchgesel ischaft, 1970.) Showed that dapendency & constituent
grammar are not _only complamentary but (at _least w ly)
squivalent. . Robingon worked out a model of a gene tive
grammar wtth a deep Structure putit on dependency relations

on ra relations (A Depsndency Basad
Tran;forult!on.l Grammar (Research Report RC-1889) Yorktown

Heights,. NY: _1BM Watson Res Ctr.). Robinson argues that the

rather _than on phr

concept Of head cannot be_formalized within the framework of a
phrase-structure catsgorial component., but_ that it can be
formaily sSpecified for &sch phrase. if depsndency rules

gene  ate the Structural sStrings of Categories, . thus supplying
additional information needed for some of the transformations.

In_ this papsr. an attempt {8 made to oOvarcome. the
shortcamings in Robinson’s model by modifying her dependency

rules & adoing semantic specifications to the dependents of V.,

taking into account some of_ the considerations that led

F!llmor.,torhak. up his "cases.” Ha __

Descriptors: TRANSFDRMATIDNAL ANO GENERATIVE GRAMMAR: TESNIE

Identi1fiers:  theory of generative dependency _Qrammar:
valence, dependency vS. phrase structure Qgrammar., TeSniere,
Fillmore:

7890024  78%0024

A Swedish Lexical Data Base

Allen. Sture; Ralph, Bo

Sprakdata_Goteborgs U. Norra Allegatan o $-413 01 Sweden
series: AILA 1978 _0007 _

A lexical data base for present- aay Swadish__is_in the

process of being devalcped at _the department _of

natural-language processing. U of Goteborg. The 1exical

material is drawn from authentiC texts.  Large Sample

,,,,,,, entic texts.  Large Samples of
worgs with _their. contexts Still_ _traceable are available . ' .

through the Swedish Logotheque. which maintains word & text

banks {in machine readable form. The linguistic_ analysis.is
carried out interactively, using .an idipt.d form _case
grammar. _ Linguistic informat ton L gra matical

con;gruct!ons. semantic definitions; morphotactic properties

of the. items: phonetic/phonological, graphonomic, sStylistic. s

statistical data: & __ a,7§r19£,7otymologvcg177not. The
definitions contain words reducible to _a minimal_ _iist of
defining wordas. Thasa defining units _are regarded -s
indivisible primitives. A contruollud cefining vocabulary_

used o avoid circularity in the dafinitions. . -This data b-sa
may have a number of uses. The Sophisticated form of Storage

employed allows the material to be approached in several ways:

the naterial can also be_ immediately restructured in the way
the linguist CHEGEES | ‘The data base’s most obvious use,

however, {8 for dictionary production. The first thing

from the data bass will be& &n._unconventional

monolingual _ Swedish  dictionary which will reflect the
513110901sh1n9 features of the data base. -

Descriptors: LEXICOLDGY: GERMANIC LANGUAGES: VDCABULARY ;
DICTIONARY _

fdentitiars: Swadish laxics! Osts base:

75005184 v3n1 o

Technique for birltng lnbtguous 1anguages

Koster. C.H. - - [ o
__4th_ Annual Meeting of Society for Infarmatics B744204

Berlin, Ger (FR) 9-12 Oct 72

Society for Informatics - P
Papsrs (Eng or Ger) in ~Lecture NGtes in Compoter Science,” -~
shd 1974: approx. onao inquire: Spr!nﬁir verisag, 175 Fiftn f;
Ave.., New YOrk, N_._VY._ _
Descr iptors: CINGUIGE I
__ _SECTION HEADING: GENERAL -ENGINEERING AND TECHNOLDGY

;s dae Plaaa Pasaas. KON
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_Dependsncy Grammar as Syntactic Model in Several Procedures

57”A0t0m31197§gnt.nc. Analys's
Kunze. Jurgen
Linguistics: An_

Sciences, Cambr iage CB2 3EB. England.
Doc Typs: journal articie - —

An Interdisciplinary Journal of_ the _Languags
. 195(1977):49- 62

.

pescriptors: l‘ﬂgu|8t158771777!1"9@15!‘:3 thoor.tical -
lingu1|t1cs descriptive - grammar - Syntax: _ linguistics -
1inguistics. __ general - l1inguistics. computational -

machanocl inguistics - Automated Analysis _
O.tcr1pt0r Codas: 0303050004: 0302020003

FINDSIT: & computer program for Tanguage research.
Pvlythgn 2erion W,

U. wWestern Ontario. tondon, Canada .- __.
Bin.viorll Science 1969, !4(3) 248-2%51.

43-‘2950 DOC YEAR: 1969 VoL NO: 43 ABSTRACT NO: 12950

7600433 _ 7600833 . colco:

COCOA:_A wordcount and Concordance Gon-rltor
Borry-noggholfgLiL L8 . e
tit deutschespr 12 Freidrich- K-rlstr 6800 Mannheim 1,
Feaeral Republic of Germany
_Association ftor_ tit.rary

1973, 1. 2. Sum, 29-33.

and Linguistic computing Bulletin-
CODEN: allc- b

83-08536 00C _YEAR: !975 vot NO: 53 ABSTRICT NO: 08536
cOCOA: A FORTRAN program tor concordance and word- counf

1anguage texts.

broc053|ng of natural
corcoran.ipau‘ €.
U Agelaice. South australia o ) -
_ Behavior Research Mathods & Instrumantation 1974 Nov Vol
6(6) 566

7405529 7105529 S

COCOA: A word count_ and concordance generator _

BOOK AUTHOR: Barry-Rogghe. G. L. M., 3 Crawford, T. D.

. Gamber ini, Spartaco

U Coll Caraiff CF1 XL wales United Kingdom .

Language and Style~ 1974, 7. .2, Ser. 146-148. COOEN:
igns-a '

Series: REVIEU

76!5335 . 76-3-000551

Observations on Context Free Parsing
Shail, B. A,

i‘s:atisticli Methods in Linguistics, Stocknolm. 1976

=109. __ )

Ooc Type: 1ournal article o L
osscriptors:___linguistics - linguistics,  genaral -

linguistics, computational - math.natical models
Oascriptor Codes: 0302020001

7827990  78-3-000651_ . ____ __ _
A Partisl-Parsing slgorithm for Natural Language Text Using

a Simple Grammar for Arguments

Sallis, Pnilip J. B
Association for Literary and Linguistic Computing Bulletin,

PCIEE UNKNOWN . _ ‘975777767‘70 -76
Qgngyﬁi journal article_
pDascr iptors: linguistics - iinguis:ics. general -

Tinguistics, computational - _mechano! inguistics

Oescriptor Codes: 0302020003

7600434 __ 7600434
_ Publishing Computer Out Processec Natur nguag
Teruolpsnim tput of Processed Natural Language

Last, R. Wl . _

German U of HuU11, England

Association for Lit@rary &~ Linguistic Comput :

. 7] t _ ut i -

1973. 1. 3, Michasimas. 5-7 N allc-b ting Bullewin

O
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. CODEN: 1tig-a’

7600448 7600448

PASP: _Some Views on Au‘ ;mated Syntactical Parsing of Large
Language. Corpuses :

Soot. W,

arsiteit. Utrecnt THa Natherisnas _ o
iaw of Applied Linguistics- 1974, 23,  23-38.

__Institute_ of Applied Linguistics. Blijde Inkomststr. 21.
3000 Loovain, Belgirum =
Section Heading Codes: 065 [ L
A discussion Of some !ysfim inilysis problems. ___ _The
tically Qefined. concern. the syntactic
e corpora not artificially restricted

problems .

parsing of large

Major characteristics

trategy is_proposed. _ _chear
(1) _the_ao_hoc_character of some parts
(3) definition of

- (PASP). Already developed strategies for PASP are discussed.

& a more comp
of this_strategy. ]
of it; (2) use Of a |inear ltr!ng grlnnlr-

s (5) context sensitivity: &
(6) flaxibility of the syStem. Hl .-
. _Descriptors: COMPUTATIONAL  LINGUISTICS; OESCRIPTIVE
CINGUISTICS; THEORETICAL LINGUISTICS: SYNTAX; GRAMMATICAL
ANALYSIS: OATA PROCESSING AND RETRIEVAL; MATHEMATICS: CONTEXT
SENSITIVE GRAMMAR; TRANSFORMATION RULES _ ___ . __ o o

ldentifiers: automated syntactical parsing. _in _ system
analysis of PASP; iinear String grammar, CcCoOntext sensitivity,

probability rules;

49- ii199 DOC YEAR: 1973 VOL NO: 49 ABSTRACT NO: '1i199

eis for automatic transiations.

vauquots. B

National Center for Sc!cnf!f!c Research. Paris, France .. ..

Mathematiques et Sciences Humaines 1971 Sum Vol g(34)
6i-70 L .

LANGUAGE: Fren CLASSIFICATION:
Oiscusses the steps necessary to arrive at a m?de1 Uzic?h::n
be impiemented s computer. 3 _existing models an r
D ratars °n tor morpho..gical

characteristics are presented: {a) a model ngic
(b) s model for Synfactic analysis: and lc) & «"~st.

analyss.:
actuall operational, for higher. level_surface syntax. )
SUBJEéI TERMS: LINGUISTICS. COMPUTER____APPLICAY UNS.
MORPHOLOGY (LANGUAGE ). SYNTAX; 28450. 10900. 32080‘m§1229, )
INDEX PHRASE: computer_impiementation. morphologicni &
nalyses médils

syntactic & higher level surface Syntax &

7603975 7603975 e
Linguistic Data Processing and ALLC Activities in Germany

Lenders. W. . - N
Instit Communication Th.ory Res & Phonot1cs U Bonn. 830

Lieb*rau 29 3 Federa) Repubiic of GErmany
Assogqagion for Literary and Linguistic Cémaut1ng Bullet.n-
191‘ 2, . 24- 27 CODEN: alic-b

HiiiSE Moor. Stockport, Chaeshire SKa 4AW:

Section Heading Coaos 060 L
__(Presented at the Association tor Literary__and
Computing (ALLC)  Internation Meseting, 1973.) Scientific
research in the filald of iiterary & linguistic Oata processing
Has been intensified _in _tha last few y s {n Carmany.
cialists n text- oriented data processing have met with
spacial ists concerned primarily with the elaboration of new
methods of text analy3is. _Various. projacts are being carrisd
out at the universities of Saarbrucken, Msrburg.  Bonn, &  at

for German jisge at Mannheim & Bonn. The

the Instit for

projects concern natural ation Detween man &
computer. gyntactic analys machine tr tation. stacistics
& stylistic & ati l anguag cartography.
automatic_lexicography. morphology, syntactical anslysis. new
mEthods in Stylistic_ & mathematical linguistics, hew gigiggl
editing tachniques, &_computar translation. . The ALLC has_set
C Chas 8§_ IAProved. information __Sharing _among
different projects. The Specialist Group for Medieval Garman
Texts nas also intensified its activities. D. Burkenrosd-. .
.Descriptors: OATA PROCESSING AND RETRIEVAL: EXPERIMENTAL

DATA HANDLING: SYNTAX: MACHINE TRANSLATION
laentifiers: 1inguistic data processing. Germany:

Aruitoxt provided by Eic:
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7!02!6! 7802881
Computer Transiation with Pllr.d Grammars

Green, T. R. G.

Sheffieid U. S10 2TN Engl

_Behavior Research Methods and Instrumentation- 1975, 7, 6,

Nov. S57-562: _CODEN: brmi-a_ = I o
The PSychonomic SocCiety., 1108 W. 34th St Austin TX 7B705
Section Heading Codes: 065

In certain types of experiments., the S controls an on-11ne

computer by giving commands in a simple source language -~-

possibly a subset_ of English_ or a_ _high lsvel computer

lsnguage . The _commands must then be decoded before they can
be obeyed. In 1 method an_ad hoc program {s written for the
specific purpose. An alternative {8 to write a Qeneral

purpose translator to decode the source language into a more
primitive target ianguage. A suitabie transiator {s describel.

driven principally by "paired” context-free grammars of the
source & _ target languages but also abl to accommodate
context-sensitive rules. The technique used could be called
paired-grammar transiation. It 18 based .on & .context-free
ture with a top-down, l.ft to- r!ghf parsing
s-Naur form is used for the gri notation.

target grammar is paired with the source gr %71n,su:h a

way__that_every__non-terminal _symbol in the soL
associated with_the same non-terminal_ _symbol 'n,,xhi _target
which, by daefinition, . {s {ts translation. The method s
$imple; context-sensitivity 18 handied by Special-purpose

as needed _With the programming medium,

umed that the language u for 1list
processing. __recursgion, _ & r.pr.;ont.t(on of sttings If a
tanguage i3 not available; FORTRAN would De adequate. Using
« trans|ator has Several advantages._ [t (s obv!ously,much
slisier to write an ad hoc recognizer .for a very primitive
uage than for a subset of English. Al1sc, for small

gu s
languages it 1S very easy to write & check grammars: minor

rivial job. & the finished product is

modifications__ar 3
unlikely to contain hidden bugs.  An gxample 1S given whicn
takes {(nto consideration the problem of transliating a _string
of commands., someé of them.conditional, out of & language that

uses nested conditionals & into a language that uses jUmps to

labeis. Modified HA o
Descriptors: COMPUTATIONAL LINGUISTICS; MACHINE TRANSLATION:

CONTEXT FREE GRAMMAR: CONTEXT_ SENSITIVE GRAMMAR
Igentifiers: compoter _transiation with _paired grlmmlrs
context-free phrass structure. Backus-Nsur form notation;

7704196 7704196 o -
“The Use Oof the Computer in LingutiStiC &53 Literary Research
Pester. A. R.
The Polyf.éhn!c. wolverhampton England vl ILY .
Association for Litecary and Llngu!stic Canvputing E:tletin~
1976. 4, 3, 245-250. CODEN: &lic-»

7930714 79-3-00C654

Knowledge-Based Parsing
Gershman, Anatole vVitali

_Dissertation _ADStracis_ [nternatior:! s A uS ISLN
. _ v d, . ISSN
0419-4209; P¢t. B US ISSN Da19-4217 Aryy Arbo: 1970
a0.27818 . ! rbos-, ML, 1974,
gﬁé Typ®: journal articie
. Descriptors: linguistics - lingu-atics rraral
Tinguistics. computational - mechanc!im irstic: - v
Anatysis 0 comeutatfonal - SRR L 37 Automated

Descr {ptor Codes: 0302020003
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7704196 7704196
The Use of the Computer n Linguistic and Literary Research
P.st.r giigiif
The Polytechnic, Wolverhampton England WVl ILY _

__Association _for Literary and Linguistic Computing Bullatin~

1976, 4, 3, 245-250: CODEN: all¢-b

- 6.S@venoaks Ave.. Hiitoh Moor, Stockport., Cheshire SK& 4AW,

England
Section Heading Cod
Contributions to

4110 L
__Contr Fourth Xntornat1onnl Symngsiumfof,tna
Association for Litorgry_ and Linguistic_ Computing (Oxford,

England S-9 April; 1976) are_reviewed. Briefly describad are
the salient issues of each of the 43 papers given. These
relate to current work in: authorship studies-styiistics.
ciuster analysis. concordances. software, ifing]%&ggg31on

syntactic analysis, text editing, thematic analysis. &
Pphotocomposition. Ihcﬂl1xorlry bases of _the .contributions
renge from early. Greek & HebraiC texts to Brallls, Mmodern

French poetry., 8 dialects of Upper Michigan. A& :
pDescriptors: APPLIED LINGUISTICS: COMPUTATIONAL LINGUISTICS:

SYNTAX: ADOLESCENT LANGUAGE: READING AIDS FOR THE BLIND:

FRENCH: POETRY; OIALECTOLOGY; STYLISTICS: STATISTICAL ANALVSIS

Of QTVLE', _EXPERIMENTAL DATA HANDLING: RESEARCH ossxcn AND

INSTRUMENTATION
Idﬂntif1ors: computer Use in l1n§uist|c/11torary rosoarch-

ED036783  ALDO2062

Appl fed Computational Linguistics.

Hays:. Davig G._ L
_Sep 69 _ 19p:: Paper delivared at_ _the International

conference Congress_ _of Applied tinguistics. Cambr {dge,
England, Sep tember 1969 [
EDRS Pr1ce nF-so 76 HC-$1.58 PLUS POSTAGE .
e.g. the prepariition
of,,“oncordanCQS\ _and text files, has 1t strictiy with the
surfacr» of languugc," treating 1t as nothing more than strir
of characters or phonomos _The "classical” _scheme., developed
as a result of disiltisfiétion with _the I{nability of_ _such
surface systems to deal with proSl'ms .Such as ambiguity.
consists of Surface processing, .sSyntactic processing and
semantic _ processing.;  with the f ain ~ar
expression for thae con{ont of the input text: work with
systems !or generation of sentences with

Much work gohéqtational iinguistics

programming. "8 _ b
transformational grammar hg representative of this tradition.

It must be recognized, however., that the essential
cnarac;ocistjchf language i its connection with _{information
and that. language s the external manifestation of the human
CEpacity to proc#ss SymbolsS {n_Such wayS that information s
r . This capacity should be the objact ©f 1inguistics,
"action patterns”

which underlie human Symbol processing. Recsnt work {n applied

computational __1inguistics__recognizes _the_importance of this

conception _and should therefore: lead to wider computer

Epplications, . perhaps even_to real man-machine conversations
and the concomitant use of the Eoﬁbutor,,i!, an imaginative
consuitant for a wide renge of probloms (Fw8)

Descriptors: sAppiied Linguistics/

«Communication (Thought Trens’er)/ °COa§ut-tjggglfg1ngu1ntggg/

Computer Assisted Instruction/_ -Cououtdg,fecggrlms/ Digital

Computers/ Irformation _Retrieval/ _sinformation Storage/
Linguistics/ Machine Tr:nslition/ Surf.co‘Structuro
Identifiers: eAction Patterns .. .

object of obtaining an -
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i litomatic Informa*ive Abstracting and Extracting. Part I. Experiments ection 6

in the Use of Syntactic Information in Automatic Extracting and
Indexing

’ Lockheed Hissiles and Space Co Inc Palo Alto Calif @alo Alto Research
Lad {210118) '

. rigal rept.

i A0UTBOR: Barl, Lois L. - R
c1174L1  Y1D: 5B, 5G; 88B* USGRDR7313
May 73  199p« .
2EPT ¥0: LESC-D3501C4
CONTRACT : NCOO1u4=-70=C=-0239
NONITOR: 18

ABSTRACT: ‘Tae Teport summarizes & g-year study of English morphology;

phonetics, sSyntax, and semactics, and the experimernts in automatic

a  axtracting completed. Five main topics are discussed:

indexing &
in_ algorit
algoritha  for automatic syntactic analysis; an experimen:t in

n
ha for assigning parts of speech Zrom morphology; an

construction of a ‘structure dictionary' for éxtracting purposes;
axperiments in using frequency and/or syntactic criteria for indexing

and extracting purposes; devalopment of word government tables 2s the

basis of a sepantic componmen% of aa automated text ajalysis system.

PEZSCRIPTORS: (®*subject  indaxing, Automatic), (*Computational
liaguistics, Subject indexing), Abstracts, Data processing systems,
Syrntax, Tnglish language, Algorithums, Semantics, Phomnetics :
IDENTIFIERS: *Automatic extracting(Documentation), *Autosatic irdexing
s X

AD-762 458 NTIS Prices: PC$6.CC/MPS0.95
EDO48911 LI10D02720 = e
_Automatic Content Analysis: Part_1 _of Scientific Report No.
1SR-18. Information Storage and Retrieval... .. __ ..
cornell Univ.. Ithaca. N.vY. Dept. of Computer Science.
Oct .70_._169p.: Part_of L1 002 719 S S
Sponsoring Agency: National Librar, of Medicine (DHEW).
HBethesds. Md.: National Science Foundation., Washington. D.C.
Report No.. ISR-18 Part 1 _. _. .. . __ _ _ ' .
EDRS Price MF-$0.76 HC-$8.24 PLUS PLSTAGE . __ . . ___
Four papers are included f{n Part One of the eighteenth

report on__Salton‘’s Magical Automatic Retriever of _Texts
(SMART) . project. _ The first paper: sCcoritent Analysis {n
Information Retrieval” by S. f. Weiss presents the results of
* expariments aifed at determining the conditions under which
content analysis improves retrieval results__a3 well as the

_degree of improvement obtained. The _second  paper: _"The
‘Generality’ Effect and the Retrieva) Evaluation__for_ _Larger

Collections” by G. Salton assesses the role Of the generality
effect 10 retrieval system evaluation and gives —evaluation
results for the comparisons of several document collactions of

disginct size and generality {n the areas of gocumentation_and
aerodynamics. _ In the_third paper: "AutomatiC Ingexing Using
Bibl fographic Citations" by G. __Saiton citations are U3ad
directly to {identify document content_anc an attempt 1S made
t0 evaluate their effectiveress in s retrieval environment.

The final paper: “AutomatiC Resolution of Ampiguities from
Naturasl Language Text” by S. F. Weiss discusses_ the
evolutionary _process_ by __which anb ities are Created and
clasSifies amoiguities into three cissses: true. cOntéxtusl
and ByntactiC. (For the entire SMART project report see LI 002
719, for parts 2-5 see LI 002 721 through LI 002 724.) (NH)

" pescriptors: . sAutomatic Inoexing/ Automation/_Bibliographic

Citations/ eContent Analysis/ Elactronic. Data Pracessing/

sEvaluation/ _Indexing/ =Information Retrisval/ Lexicology/ — =

Programing . Languages/ eRelevance (inforaation Retrieval)/ t;é;

Vocsbulary L S :
Identifiars: Automatic Content Anaiysis/ On Line Retriaval

Svstems/ *Saltons Msgical Automstic Retriever of Texts/ SMART

ERIC
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EDOB4281_  TMOO3289 0

_ On _the__Uses_ of_ the Computer for Content Analysis ({n
Egucational Rcs;arch L
Hill@r, JSEK H : Ana Others _ ~ o _
Feb 73 21p. Revissed version Of paper presented at

nationai conf.r.nc- of. Association for Computing Machinery
(San Francisco, August 1969)
ECRS Price MF-$0.76 HC-$1.58 PLUS PDSTIGE

Current _efforts to take advantage of the :p.cial virtues of

the compUter as_an aid in _text analysis are described. erbal

constructs., Category construction. _and contingency analysis
are -discussed and. (liustrated. _Mechanical _techniques for

reducing human labor when studying large quantities of _verbal

data  have been sought at an increasing rate Dy r.iiurﬁhir: in

the bohuy!org) sciences. Whatever the purpose of ressarcn. {f
it i3 to have a scientific character, ti must involve an

attempt tO reoOUCE natural language dd-a. by formal rules, to

measures reflacting thHsoretically rslevant properties of the

{ts source, Ofr itS augdience &ffects. At the _present
time, thers is no one theory or mathod dominating the field of
natural languags anaiysis. Although much work {8 currently
being expenved IO _ implement a finite set of rules on the

computer. little has bren. accomplished that {s directly useful

to researchers {n_the social sciences. (Author /CK)

Descriptors: Auciovisual Atas/ Classification/ =Computer
Programs/ *Content Analysis/ . Eaucational . Research/
eMgasurement Instruments/ *Scor ing/ Social Sclincus/

eStructural Analysis/ Technical Reports

Autcaazic I=dsxinj;: A Statae-cf-the-ArcT R:;cr’

Ja-ispal Bursau of Starda: Wwashing*cn, C.C. Center fcz Ccapita:
Scianc2s aad Tichnele gy.'Vi‘iéﬁ&i Sciznce Fourizticnm, %ashaing=ca, C.2. -
o (ucC wegy :

AUTEJS: Stavaas, MNaoy Flizateth )
"L2653G4 Fl13: S, 88a, &6V GRAIT?715

Fsb 79 29Eg ' )

fars Nc: N2S=-¥cac-91 '

wcaizcr: 18 - )

Sgcnsored in pazt by VNaticral Scisnce Fcurndaticn, #ashingtcn, 2.C.
savisien cf «r=pcc-t datzd 30 Mar 65. titzary of Tcngress catalog carcé
ac. 65-5CC2

ihstact: - A s4z=a-cf-the-art survey cf autcratic indérirg syst3ms and
2xpac-iments has be2an conductad Lty +hes Regaarch ﬁntﬂzrat ¢z Ceats:r and
xivisezy Z«uvizz on Infczmatica Erccessing, Iaformaticta I3chnology
vivisicn, _Iassatute Sc= npp}ied Téchtc]:gy,77V§,;;;g1 Euz2au  of
ivardacte. Céns-larazicr is fizst givens tc sndaryes ccoraled By oc wzth
~ps ail ef nachinas, iuncluding ci:a*:cr indexes. Autcra%ic dscivastive
iisring is a2xspplifi®d LEy keg-vrcd-Ir-ccntext 1ALIC) atd othe:
4= i-in-scntex= _ technigues,  3Advantaces; disadvansages, _ ard
gesas. ilitias  for ,7gg§§f;g§@:cn apd impTtovspent are discusssza.
Sxcs 33ts 43 4sutcoanic assigns2ut indexing aze svozarizad. Rela:ed
c3se n affuces ir such arsas as  ats cognzc classificaci and
cats zaticn, c3mpuia: uSe of <thesaur:, stacistical assocza:;:;
sachnigazs, a=ni liaguizuic data [processzang ars described. A maje:
ques is chat of zeslvacion, F@ttmcal’vlv in viés of svidsancs cof
Homan  1ater-isdexss incemsistencys It iz concludead, ’ra-wgggg:ssﬁtasec
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shos prewise for fucture Frogress.
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from a Cambridge Symposium
800K AUTHOR: wisbey., R. A,

Colby. Benjamin_
U California. Irvine 95664 ) - o
American lnthropologlst- 1974, 76, 2, Jun, 447, COOEN:
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Series: REVIEW
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ED0I8159% LIOQIS09 e : R
~ WMachine-Aiced 1ndexing. Technical Progress Report for Period
January 1967-June 1969.

Klingoiel, Paul H. . o L o -

_ Defense Documentation Center for Scientific and Technical
lﬁférn.&tonlfgliiindfii; VA.
o Jun 69 . 28P.

Report No.: DDC-TR-69-1 e .
__Avgiiaple from: Clear inghouse for fegers) Scientitic _&
Technical lnformation. Springfieid. va. 22151 (AD-696.200. MF
$.65; HC $3.00) e :

Document Not Available. from EDRS. o

Working toward_the goal of an automstic fndexing system :
which 18 truly competitiva with numan indexing {n €ost. _time
and ¢666r6hihsivonggs,gﬁi,@icﬁ(ﬁi-tidod,lndﬂgiﬁé,(“il)—bFOCOBS
was -devoioped at the Defense Documentat?on Center (DDC). This

indexing process uses linguistic tochniques__but_ cGoes not

require_ complete syntactic _analysis of sentences by the

Computer  The individual words are read (nto the corputer and

‘ire @ither heid _for further congiderastisn or ~@Viminated.

Lexical ttems _(comma. periocs and goscial g/M0013) are

recognized. The output is a 1ist of cardidate irdex terms and

a screened aexception. 1ist of tiims #nc_nt.-ases for’ human o

review, - _Eventually the 1ist of candi{gai= terms 411 _enter an
Irtegrated _Language Dats Base whicr {3 cCaoable of posting
terms directly to the data pase. _ switching _Synonyms __t0O
postabla 'terms _or _listing unrecognisod terms for _technica)
consideration. The step-by-step inder " -3 procedure follows an
overview of the entire process. (NH)

OV Descriptors: ecAutomation/ Computer programs/ *E)sctronic
Data processing/ *lndexing/ ciniormatios Retrieval/ eProgram
Design/ Program Development . A

ldentifiers: -Machine Aided Incexing/ WAt

POCOUNENT  RETBIEVAL THEORY; _ RELEVANCE, 'AND " THE METHODOLOGY OF
. I

LOCVUES L . 4 R1% LYARLL, & _H&HLBVEN

EVALUATION. _REPORT NO. 3. " CBUCKTZGOBIZRTEOH‘FOR TBXT-PROCESSI“G

 fekigh Univ., Bethlehesm, pa. Center for the Information Sciences. (
e77 _37¢) - - ;

vavid #., Billmas, Donald J.

7 Jul 66
GRANT: XST-GNX451
MONITOR: 18

-

aputational approach to symtactic analysis is developed

A8STRACT: & €O acti
epands of the specific autopatic indexiag schane

to meet tte

described in PB's 170 969 and - 170 97¢. A _prograamad analyzer 1is
presented which spploys a limited dictiomary look-up procedure and 2
gonté"”f”énsigi?,7cq-§ﬁtaticgg;79;gnnaf;,,rhé dictionary contains less
than/ three bundred functor vord and suffix entries: The heuristically

davajoped gTammar is written in 1LECOHN, a programming lanquage similar
+o COMIT. " Tha analyzer assigns categories to all words im an input
text angd jdentifies nominal, prepositional and infinitive phrases.

Relative pronouns and the pronoul tite are replaced by antecedents.

I+ is shown that this computational approach to syntactic analysis is
economically faasible for gugonatié_ inaég;ggfsgsteis whick» regquire

pinisal syntactic analysis and can to

jarate minor etrors., Th= econony

of - the systesn results from its 1imited dictionary, -glatively small

nuaber of copputational rules and restriction to technical English.
{3uthoT): '

‘DESCRIPTORS: _ (*znformation ‘retrieval, Subject indexirg),  (
scomputztional linéniStigg;fii;nforiitibg”,re;:ievalj; ‘Linguistics,

programaing languages, prograaaing (Computers), Pocumentation

ZpENTIFIEZRS: LECON 5

L iax mme ~pomT Dricas: PCS$S6.00 P$0 .50
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ED027915#¢ L100Q736 _ . __ __ - .
Semantic Toc!s in Information Retrieval. Section
Rubinoff. Morris: Stone. Don. C._  _____ _ S
_ pennsylvania Univ.. Philageiphia. Moore School of Electrical
Engineering. :
May 67 _ 2tp. ___ ©  _ - o
Sponsoring Agency: Air Force Office Oof Scientific Research.
washington. D.C.:_Army_Re sarch Office. Durham. N.C. ,
Contract No.: AF-49-638-1421 _ ___ e .
_Avaiiable from: Ciearinghouse for Federal scientific_ and
Technical Informaticr. Springfield. Virginia 22151 (AD 660
OB7: MF-$0.65, HC-$3.00). ™.
Document Nqt Availabis from EORS.

This report discusses_the problem of tra meansings of _words
§ iA {nformation retrieva)l systems. and SHOWS_how semantic

can aid in the communication which takes place between

‘ndex@rs and searchers via index terms. After treating the
differing use of semantic tools in different types of systems.

two tools (classification tables and semantic expansions) are

frivestigated in _some detail. ‘Fifally.;  experiments now in }

prograss are described_which:- invoive statistical technigues

for semi-automaticC generation of a vocabulary and a set of

classification tablas for an arez of specialization. Thes.
technigques enabie tha Construction. or_updating of semantic
aids_ with far less_inteilectus] effort. than now_required, but
§till retain a consensus of @expert. opinion through the
iiterature produced by_experts. {Author/JB)

Descriptors: Automation/  Classification/ Computers/ .
Concordances/ Corr@lation/_ «Indexing/ Information REtrieval/
eInformation SyStems/ sSamantics/ Sentences/ Thesauri/

«vocabulary/ word Lists
zvalgasica cf Auccwated Fatural Languag
savelcrzant cf Sciznce Ipfoc-ma<icn Retrieva

vaw Yook Urive, ‘Lirguistic S*rirg Projsce.*Xational Sciarncs
fonclasizn, Wasaia . L.C. Liv, cf Scierce Infcrmatica.

Final T2fz. 1 .
AUTHCE: SagsI, B
£27G2F2 . El3 5FRI7716 :
Ry ?6’1—’ T 11 BE - . - o 7 o -
s25t Vo: Strin T T

Goar-: NSE-GN-

dcnizcr: 18

scstzact: JEa zeport de
ldaguags prccassiag {NLE

cscribes -advzaces in computeriz=d_ aatucal
777777 NLE) 3and relates them to présent and pceentzal
fgnczicas of infcrmaticn systems. Sacticnm 1 supmarizss devzlogments i
ths infccpa~ics fi2ld which bave l:sd tc a rznevwed intersst in NLF, arnd

skitchas hcw NLP fprograms could te used tc prcvicde a2w anfcomacict
describas ths

en infcrmatic:t

ce-vices opecating cn crcatural language data fases. 1
rasis for such pzograms ir tke imherent ralatics be=s

and language. STIUCTUlE. Szceion z descrites th2 stages cf prccessiag

snich tak2 largsly unctestricted natural laanguag:s irput c£ the tYE=2

apccustazel ia scientific ccppuricaticrs iptc da4a stItctulss suxrtiacl:
fo- advanczd <=ypas of infcormaticn frocessing. S2cticn 3 dasclibes 2
13uwly 3avalcped ciustarine¢ grcgram fcx gerzzating 1nfoImationally
sigoificant wsI classas frco docurapts in paZfticula:z Eubjece acza13s.
Sacticn 4 [pr2s22ats 30B€ ‘sxamples and _suggastions as  tc how NLE
sachoiguas curzeatly "availaklz or under dsvelcpmest could te appl:zad
in irforssatica systams. Sacticn S sucgests diractiors £cor fulthes
;esaiféh,iﬁ,NL?fgsﬁaffcundatzéi fcr natural-language-tased informazzcl
systegs in tha futuzz2,
[3sc-iptess: . *Ccamputaticnal lisguistics, =Infcrraticn _ratcoisval,
Samaatics, Syatax,_ Autcmatiz language Erccassing, lata FLcC2SSin3,
Tachaical writing, T-anstcrsa~-ioral gramsars, Clustec:irg
-déscifiscs: Yatuzal langpace, NTISNSFSIS o
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7604366 7604366
Cariyle and the Machine: A Quantitative Analysis of Syntax

U_South Carolina. Columbia 29208 . . . _ . o
__Association for Litersry and Linguistic Computing Bulletin-
1978, 3. 2, Sum, 100-114. CODEN. alic-b

6 Sevenocaks Ave., Heaton Moor, Stockport., Cheshire SK4 4AW,

England .
Section Heading Codes: 080 = -
_ An_snalysis of a large selection of Carlyle’s prosa was done

by means of a3 linguistic & quantitative method- of sSyntactic
analysSis 8 » TrmputaEriZed parsing procedure. The study had 2

objectives: (0 tdentify stylistically significant elements of ,
Cariyt&’s dyntax & to determine the profitability of -

53

larga-scat > Lutomatic syntactic analysis _in describing _prose
style.  %r» {initial_  syntactic. snalysis was performed_by &
comp .~ CimeQ parsing rout ne deveioped bv D. C. Clarke & R.
E. wail. Masses of quantitativa information about syntactic
features we~a analyzed with statistical! methods of comparison
& <correlation. These gquantitative Stylistic features were

- discussed in_ conjunction with close critical analysis of
specified passages. The__stylistic habits known to bs

peculiarly Carlylasn -- DpDeriodicity, = sccumulation, &
irregulsrity -- wer® A1) reveslad by the study. A growing
tendency to omit importiir* gyntrctic elements or to introduce

irregularities  inta  s.anZa © syntax was noted in_the

chronoiogical deveiopmmnt nof Ris Llyleg, _C:arlyle_stretched the

capacities of _gng.ish gyntdx “» it his Ow' needs. . This _is

the broadest-basad study of its - ,ngd.so far attempted, & the

StylistiC features QOiscovered apply more Qgenerally than =
ear)ier impressionistic studies based on smaller more

carefuily selected passages. S. Karganovic o
_ Descriptors: S€TYLISTICS; STATISTICAL _ANALYSIS DF STYLE;
SYNTAX: LITERARY GENRES: DATA PRDCESSING AND RETRIEVAL

Identifjers: _quantitative computer snalySis of iyhiix in
prose Stylas: Carlyle:

A
’

- o —— - ,,77. e — — ,,,,. 7;, 7‘7, ,,,,—T—_,,in e,
COMPOTER OUTPUT; FOR SEFTENCE DECOMPOSITION OF SCIENTIFIC TEXIS

New Yook Univs, N. Y. Linguistic string Project..

AUTHOR: Bookchin, Beatrice o
5321¢1 PLD: 5G, 9B USGRDR6 901
Mar 68 410p _ _
REPT NO: String Prograa-3
GEANT: NSF-GN-659
See also PB-178 391,
ABSTRACT: This volume i5 the third in a2 series of detailed reports on
a vorking computer program for string decoamposition of sentences.
This volume contains outputS obtained by the program for five shor:

scientific texts. Each successive sentence of the text to be analyzed
is entered into the computer vithcut pre-editing. The program looks
np each vword of the sentence in a grammatical dictionary vhich gives

for each word all its grammatical classifications withcut reference to
the wvay the word is used in the given article. The prograa the:n
each sentence into a very short eleémentary sentence whick

‘deconposes C y sen
is the gramaatical center of the original, plus vaZfious strings of
vords: each string bas a fixed grammatical structure, and adjoins the

clesentary sentence or one of its adjoined strings. (&kuthor)

DESCRZPTORS: (*Computational 1lihguistics, Prograaming(Computers)),
Dictionariss, Reports, Analysis, 2nglish language, Gramsars
IDENTIPIZRS: Strings(linguistics), Parsing, Sentences, Computer
analysis : ’
PE-180 O48 CFSTI Prices: PC$6.00 HPS0.95 7’5
Q :
ERIC
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EDOS5 1843~ L 1002903 il
_ Annual Report: Automatic Informative Abstracting and
EXtracting. . .
Eart., L. L.: Ang Others - - .
Lockheed Missilas and Space Co.. Palo Alto, Calif.
Mar 71 144p.

~

Sponsor ing Agency: Office of Naval Research. washington.

0:.C. o ol
Report NO. @ M-21-71-1 Il I -
Available ¢from:. _National. Techmical Information Service,

Springfield. Va. 22151 (AD-721 066. MF $ .95, HC $3.00)
Oocument Mot Availabie. from EDRS. : .
_ The_development of automatic indexing. abstracting. ang

extracting systams_is investigated., Part 1 describes the
developmerit Of_ tools _for making -~ syntactic_and __Semantic
distinctions .of potential use_ _in_ sutomatic _indexing and
extracting. One of these too!s IS & program _for _gyntactic
analysis (i.e.. parsing) of English. the_other_is a dictionary
of Engiish word government patterns. Part 11 reports on the
research__program in describing and abstracting pictorial
structures. This work is concerned with whether it is possible
to corstruct 8 sSymbolic representation of a gray level picture
whicihk can provide .essentially the same information as the
picture itseif. Basaed on & series Of experimsnts using. _human
subjects describing aerial terrain photegraphs. 1t was

possible to make certain cbservations concerning deductive and
metadescriptive aspects of _description, {.e..:- the_ “Set.”
contextua! Knowledge. and certainty of the Subject.
(AUtHoTr /NH) S : o

Descriptors: ~AbDStracts/ <AGtomatic Indexing/ *Automation/
Documentation/ Experimentai Programs/ =Information Processing/
sinfcrmation Systems/ Linguittics/ Syntax

igdent1fiers: =Automatic Abstracting

pevaelopuaat of larguage Analysis Procedures With ' 1pplication +o
Automatic rrdexing :
__Obio Sta%e Dpiv,, Columbus. Computer and Information Science 2esearch
“—cebter. (807 586y T - B
AOTRO2: Youag, Carol R2lizabeth

€2321I12 . PLD: 5G, 8BA*  USGRDR74CE
REPT NO: OSU-CISRC-TE-73-2

GRANT: RSP-GN-534.1

BONZITOR: 18

ABSTRACT: The paper presents (1) a theoreticail framework within whick
relationships among words are defined and (2) algorithms vhich have
. been developed to identify these relationships. The algorithkss which
have baen developed effect four processes; the rssignment of each wo:d
to - a grammatical class, the identificatiom cf phrases and of clauses;

and +he assignnent of case grasmar roles. These linguistic analysis
procedures are o be used *0 constract graphical represent tions of

ssntence=. The grerhs are proposed as <the basis of a generalizad
indexing system: Pori:ioms of this document are not fually legible. -
D3SCRTPTORS: _ *Automatic indexing,  *Phrase  structuse grampars,
sComputa+ional linguistics, =*Syntax, Woxds(lLaxguage), Semantics,

Schematic diagrams, 2aglish language
IDENTIFIERS: NSP?SIS )
p8-227 €88/2 NTIS Prices: PCS7.25/mPS1.45

~
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a computer compatible data base consisting of _approxim

one million words of natural language are outlined _Considered

given spscial attemtion. It is concliu

preparation. _aacis:
project _would depend on available funds_ and _possible
peripheral uses _for the equipment.’ Criteria for making such a
decision are discussed. (Author)
Data Processing/_

Devices/ Man_Ma

€D 110048 _IR0O02327

in Analysis_ of Methods for Preparing & Carge Natural

Lanpuage Data Base.

Perch. Ann - o : :
st Regional Laboratory_for Educational Research and

Development. Los Alamitos. Calif.

16 Feb 71 = 29p.

Report No.: SWRL-TM-5-71-02 R
EDRS Price MF-$0.76 HC-$1.95 PLUS POSTAGE - ]
Relative cost and effectiveness of techniques for preparing

ty

are @ollar cost. ease oOf editing. _and time consumption.

Facility for tnsertion of identifying information. . within the

tgxt. &0 updating of a text by merging with anotheér.text_are

yd that Wagnetic Tape
Typewriter (MTST) ang Telterm2 (a cathode ray rube
are two Hhighly effective  methods of  text
The decision of_"which to use on a particular

Descriptors: Computers/ =Cost Effectiveness/ sData Bases/
Electronic Data  Processing/ +Equipment/
§sing/ Information Storage/ =Input Output
chirne Systems/ Office Machines/ On Line Systems
7 Optical Scanners/ Typewriting - ol
1gentifiers: Administrative Terminal System/ ATS/ Cathoge

=Information Pr

Ray Tube Terminals/ CRT/ Dataplex/ Fiaexowritér/ Keypunches/

Magnetic Tape Selectric Typewriter/ MTST/ Optical Character
scanning/ Tele:ypes

ED145829 IR005240 S o

gEvaluation of Automated Natural Language Processing {n the
Further Development of Sciéncé Information Retriaval. string
Program Reports No. 10. )

Sage L T T=1, 1 OO ——— o
New York Univ.. NIY. Linguistic String Project:

dul 76___118p. S L

sponsor ing Agency: National Science Foundation. washington.
D.2. Div. of Science Information.

Grant No.:@ GN39879 o -

EDRS Price MF-$0:.83 HC-$6.01 Plus Postage. L o
_ This {nvestigation matches_ the rging technigues__ in
computerized natural 1anguage. processing against emerging
Coeds for such technigues in tne information field 1o evaluate
#iid @xtend such_technigues for future . applications &nd ta
establish a basis and direction for further research toward
these goals. An overview describes developments in_ the
intormation fi1ela which have isd to renewed__interest in
natural language processing._ sketches of programs __for
processing ~ natural tanguageto_ - fulfill, 1anguage -based
tunctions of information Systems. and the relationship between
information  and___language. The stages of processing
unrestricted  natural _ language _ input of scientific
communication into data structures suitable for {nformation

procesaing--parsing. __ Structural

‘ rai transformations of parse
outputs. and arriving at an underlying semantically meaningful
outlined. The report also describes

the. computerized discovery of_ semantic

-structures {n Science SUDfisids: this raesearch_ is_.concerned

with the problem of structuring a data base which is given.in
estions for the application

ile or under development to
information problems. _and_suggestions for further research in

the . language . area of information science are presented.
(author/«kP) '

_‘Descriptors: Artificial Irtelligence/_ *Automatic Indexing/
sComputational Linguistics/ Evaluation/ Information Processing
/ _slnformation Retrieval/ information Systems/ .. Language

Classification/ Man Machine Systems/ sScience Materials/
eSemantics  _ _

ldentifiers: sNatural Language Processing 70
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sesearch on Synonyay and Aatonyay: A ﬂodei and Its Representa*zoq
Eit?l&nd Jniv cOllege Park Coaputer Sc-ence Center (0030189

. Iechn;cal ‘ep ,,,,,,,

AUTHOR: 'daqn@;og. H. °., Epstein, n. N.
3463112  FLD: 56, 563 USGRDPR7215
_ Mac 72 25p '
REPT_¥O: TE-185
. CONTRACT: ROCO14=67-A-0239=0004
PROJECT: NR-D49-261

ABSTRBACT: The paper describes a modified and extended version of an

axion sSystem that constitutes a mathematical model of synonyay andé

antonysy. <t also outlines the data structures used in ‘he computer
tapresentation of the model. The intent of this raiearch is to Tefine
at axiosatic model previously proposed to better reflect <the latapnt
structure of sytonym dictionaries aad to influence .heir fuzure
compilation. Particular attertion is given to providing a conveniesn:

computer representation for testing the curren: set of 13 axioms, The

EBE@EEEE-b:sed systenm provides an automated determination -aad

verification of existing relations among dictionary entries and
generates newv rTelations among voris +to be included insuch a
dictiopracy, as vell as providing a nmeasure of the binding powéer among-
related grtoups of words. (Author)

DESCR--;ORS' (*S23antics, Jathepatical models) , (*Computational

linguistics, Semantics;, Dictionaries, Data processing systesms

IDENTIFIERS: Synonymy, Antonyay

-AD-743 892 NTIS Prices: PC$3.00/HP$0.95

PART-OP-SPEZCH IMPLICATIONS OF AFPIXES

Lockkead NMissiles and Space Cco Palo Alto Calif (210110)

AUTHOR: Earl, lois L.

'3295L4  PLD: 56  USGRDR6711
4 Peb 66 Tp

MONITOR: 18

Besearch supported in part by ONE.
Availability: Published in Meckanical Translaticn and Computatioral

Iiﬁgﬁiéiiés v9 n2 p38-83 Jun 1966.

ggffyg;gh 7g§e _part of sgeecn of words can be identifzed from their
prefixes and suffirxes. The results indicate that it is possible 2o

f{otersine, . vwith 95 per cent accuraczr the inclusive part of speech of
on

an affixed wvword _froa a considerat of its prefixes, suffixes, and
length. BY *inclusive® parts of speech ve mean a string that will
include all of <the pa:ts of speech assigned by both dictionaries

conside-ed bu+ tkat may include one or two axtraneous parts of speech.

The extra parts of spaech will differ atcording to the class ggfgo‘ds.

as adjectives amay have an extra part-of-speech 'noun’ ggijadve'b

vhile nouns =may  have an _extra = part-of-speech ‘'verb.' The
part-of-speech ,,iipliéhtibns of Sseventy-tvo prefizxes and of
eighty~-seven suffixes are given. (Aathor) :
guistics), Goazmars,

DESCRIPTORS: (*fngiish language, Computational

ciasszticatxon. Algorithss
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String Transformations in the Request System

Plath, warren J. o e

IBM Rassarch Div. Yorktown Heights NY 10938

the Finita String- 1974, 11, 2..8. CODEN: fnts-a __ _ ____
_ _center for App!ied Linguistics, 1611 N. Kent St... Ariington
VA 22209 (Puplished as part.  of_ the American dJourna) . of
Computational Linguistics as of The Finite String. 1974, vol.
11 No. V)

Ssction Heading Codes: 062 - L
_ The Regquest System is an _exper imenta) natural 1anguage_guery
system based on a large transformational grammar .of English.
In the original imolementation of_the systam. tha process of
computing the underlying ftructures of input queries invoived
a sequence of 3 steps: (1) 6r*ﬁréeossing”g1nc1ggiﬁ§ dictionary
lookup): (2)_ _ surface phrase strdcture parsing: _ & (3)
transformational parsing. This schems nas since been modified
to permit transformational operations not only .on the. full
trees available after compietion of surfaceé parsing. but also

on the strings of lexical_trees which are the output of . the

preprocessing phase. Transformational rules of thnis latter
type. which are invoked prior to Surface parsing. are known 8s
string transformations. ° Since thay must te. defined _in _the

absence O©Of Such structural markers as tne tocation_of clause

poundar i@s. $tring transformations are by necessity relatively

local _in scope. Daespite this inherent limitation. they have

so far _proven to be an extremely usefuil & surprisingly

versatiie addition to the Reguest System. . Applications 1o g
date  have included  homograph ré@solution. _ analysis of p
classifier constructions. idiom handling. & the suppression of

large numbers of unwanted surface parses. While by no means_a
panacea for _transtormational _parsing, __the use oOf string
transformaticns i1n Request. has permitted relatively rapid &

painle@ss extension of the English subset _in_ a_ number oOf

important areas__without corresponding adverse_impact on the
size of the lexicon. the complexity of the surface grammar. &
the number of surface parsas produced. HA L
scripto AND GENERATIVE _GRAMMAR;

 pescriptors: TRANSFORMATIONAL | GE

ENGLISH: EXPERIMENTAL DATA_. HANDL ING: DEEP STRUCTURE __AND -

SURFACE ,STRUCTUﬁE; TRANSFORMATION RULES: THEORETICAL

LINGUISTICS L S , o
{dentifiers: string transformation in the Request System;

Engtish;

°

gser's Guide to the SOLAR KWIC Pile

Developsent Corp Santa %onica Calif=’iva esearch Projects
evelopaent L >anta s 3vancad b T
Arliogton, Va, {33950¢C) = 'a. Research Projecrs
technical rept. = -
filler, Timothy C. Heath, Prank

[
o JAL PLC: 5G, 58, 92D USGRDR7517
30 mMay 75 23p

: DAHC15-73-C-008C, ABFA Oxder~2254

ABSTRACT: The docuBent contains a general explanation cf the KWIC file

of SOLAR (a Semantically-Oriented Lexical Archive). It is intended as

an introduction and reference manual for the on-line user, the casual

reader, or the data collector.

DESCRIPTORS: %Semantics, ®Werds(Language), Speech racognition, Englisl
ESCRIPT Semantics, s (Language), Speech racognition, Englis
language,  Information ‘retrieval, Data procesging; 'indgi::h
Comrutational linguistics, Natural language, Manuals o

IDENTIFIERS: K7IC  indexes, SOLAR (Semantically Orieated Lexical

Archive), fenmantically oriented lexical archive, NTISDODA
AD=A011 173/1ST  NTIS Prices: PCS3,25/MFS2.25 .
Q |
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Queenii Co1) City U New York NY 10021 L ,

Computers and the Humanities~ 1973, 7 (6), 413-415, CODEN:
cohu-a - :

Queens Coliege Press. Flushing NY 11367:

Section Heading Codes: 060 -
_ An - outline report_ _of _the eleventh annuz) meeting of the
Associstion for Computational Linguistics, held August 1 and
2, 1973 at tne University of Michigan. in Ann Arbor. _Research
on spaech recognition and uhdarstanding continues. to be_.a
topic of major interast in comoutational linguistics (CL)
around the country. HMost of. the speach projects are supported
By ARPA_and are intended to complemant each other and run_ on
the ARPA network. The traditional approach _to speech
recognition {in the past was to ~aly _on__ angineering
deveiopwents and filtering devices i the segmentation of
phonetic elements. The trend {8 toui*® more reljance on
linguistic analysis and “understanding” Of an utterance.
Papers were presented which concern automatic parsing of

Chinese. . an automatic retrieval system with natural language

computer by nonnumMan primates. Tre four papers in_the_syntax
session deait with a computer model _of Panini’s grammar.
semantic-directad transiation of context-fre# languages, - the
testing of a grammar of English with no cycie. and a model of
8 "performance” grammar of Englisn.  The four papers in the
la@xical studies session were concerned with morphological.
syntactic, and semantic analyses in lexicography __and
construction of dictionaries. One paper _in this session
reported the use of lexiccstatistical devices for arriving at
relationsnips among Indo-furocpean_languages. A&
_..D®scriptors: __COMPUTATIONAL LINGUISTICS: EXPERIMENTAL DATA
MANDLING: DATA PROCESSING AND RETRIEVAL . ~ ___ —
ldentitiars: computational linguistics: conference report;
annual meeting of Association for Computational Linguistics:

fhe MIND System: A Dats Structure for Semantic Information Processing

and Corp Sarta Monica Calif (2966C0)
gTH0R: Shapizo, Stuart Charles o o S
3331413 ¥LD: 5G; 5B, 9B, 56J, 88B, 62B, 70C OJSGRDR7202
Aug 71 172p* . .

REPT ¥0O: R-837-PE

CONTIACT: PUKE20-6T7-C~0NB5

.

ABSTRACT: A description is given of the data structure used in the

I _RT]

semantic file of the BIND Systea (Management of Information throagh
Natoral Discourse), and of tha procedures for mznipulating informaticn

stored ihf,fhé,,filév/'fhé MIND System consists of nested and chained

modules = of high-avel progranaing language statemsnts; it s
relatively aasy to modify, either for improvemert or_for adaptation to
specialized aprlicatioms: ‘Phe major features of the data structure
are: It is a net whose nodes represent conceptual entities znd vhose
edges represent relations that hold betveen entities; Some nodes c.
<he net are variables, and are used inm constructing gereral Stateaents
and deductior rules; Pack conceptual entity is represent2d by axactly
oce node in the net from which all information concarning that entity
ig retrievable; Nodes can be identified and retrieved either by 2ame
or by a sufficieat description of their connec<tions with other nodes.
The use of the system to experiment vith various semantic theorias is
desonstrated by exaaining several questions of current liaguistic

theory. (author)

DESicETPTORS: - (*Semantics, eData processitg systems), (*Information
retrieval, Coamand + control systeass), Programming(€omputers),
c

Cospurational linguistics; Managesment planning
IDENTIPIERS: HIWD(Managemsnt -of Informaticn through Natural Discousse)

;. MHanagasent oOf information through natural discourse, Nitoral

linguage, Managesen: information systeas
“%733 560 XTI Prices: PC$3:00 mesc.95 - 70
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Automatic sSyntactic anziysis
BODK AUTHOR: Foster, J. M.

wood, Derick

ApP! {ed Mathematics. McMaster U.

~ International Journal ‘of Computer Mathematics- 1972, .3 \

(2/73). 189-191. CODEN: {jcm-a .
Series: REVIEW —- S - K

 New York: Amarican Elsevier. 1970.for the United Statec. p

Gorgon 8 Breach Science PUD! 18hers . 440 Park _Ave.. S.. New

Vork. MN. Y. 10016: and for a1l other countries. Goroar &
Breach S§cience Publishers. 42 william IV St.. London wWC2 N

England:

Section Heading Coows: O60  LANGUAGE: Engl.

A favorsble review of & work which is the first {n. formal
1anguage theory _to deal! solely with auiwumatic syntactic
snalysis. It is an_introductory text. not a work that covers

the area. of syntactic anaiysis @xnaustively. It is/ in_this \

1ight that a reader should approach this book. It is lucidly
Writt@n with many wOrked examples that make it a joy/to resd.

Also contributing to this erjoyment i3 its size (a mere 65

pages). which means that it can be_read at ong sitting.
Topics covered include: (1) context-free gcgm?grs;7,7(2j

parsing: (3) universal parsing methods: (4) spec/

al parsing

methods: (S5) transformations on grammars: and /A6) using.
/

grammatical aralyses for compilation. -/ ————__

' Descriptors: SYNTAX: DATA PROCESSING AND RETRIEVAL:

GRAMMATICAL ANALYSIS

IGentifiers: automatic Syntactic analysis: book review:

1302244 7302248 - .
S?ﬁtiéfic,apglys[gﬁ!grn EVE”Engllsh
Dostert. Bozena Henisz: Thompson. F
california Inst. Technolo@y ) S TS
ctatistical Methods in Linguistics~ 1972, 8. 5-38. CODEN:
swin-a8 - - ) o

spra’‘kforlaget skriptor, P. O. Box.

- Swaden o as: 080
Section Heading Codes. . S R
2 discussion of refinements. of R g,g_gkqg1§1y,ixtona!§19
Language) English. A description of eiements of the system
includes & tfinsférmatlonal7gidﬁﬁir. features. case Structure,
tusion and parsing. - The incorporation of
2 mewy as {3 the (inclusion of

redr ick Burtis

104 65 Stockholm 15:

inclusioy  of pronouns.
F{limore's case grammar i3 new
pronouns.
_Descriptors:
GRAMMAR T :
lgentifiers: sevelopment of R E L

1anguage:

DATA PROCESSING AND RETRIEVAL: ENGLISH: CASE

English: computer

SYNTACTZC ANALYSIS OF ENGLISH BY COMPUTER: i SURV
Bolt, Barzmek and Newsan, Inc., Cambridge, Hass,

Ban
AUTHOR: Bobrow,; Dariel G.
039561 ~ PLD: 56 U
1964 23p o
pistribution: No limitation:
ABSTRACT: The reviev begins with a survey of

zZY

the determination of

classes among ZEnglish vords. Most prograas dping syntactic analysis

of English use a dictionary lookup operatio

classifications of words and <then resolve  a
parsing operation. 2 sarvey is also given

n to £ind possible

abiguities during the
_of thos3 theories of

graammar which serve as a basis for syntactic ;ogcssiﬁé,bi"colpnté:;

the foras of the rules for each grammar a d

syntactic structure associated vith a sentencg

given; reference is made to computer prograss V¥

"a description of the
by each processor are

ich have been vritten,

and goals and present success of these programs| are revieved.

DESCEIPTORS: (*Inglish larguage, éoiputgéigggi-iiﬁgaigiiess, (*syntag,

Analysis), __ Semastics, State-of-the-art

rransformational g-ammars

Tevievs,; Graamnars,

IDENTIFIERS: Words, Sentences, Tree aisafais(iingqistiéss
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A syntax-directed parser for recalcCitrant grammars . Section 7
“Abranams, Paul W. L L ]
Courant 1nst. Mathewmaticsl Sciences, New vork U. P .
 Internstional Journal of Computer Mathematics® 1972, 3 L
|2/3). 108-15. _ CODEd: fjem=8 . _ . o oo ieners.
for the _uUnited St Gordon & Braach Science Publishers.
%40 Park Ave.. S.. New York,K N. VY. _10016;_ and for all other
N untries. Gordon & Breach Sciance Publishers. 42 william IV
5t.. London WC2 England: __ .
Ssction Heading Coaes: 060 ______

a _syntax-directed parsing . _scheme being usad in a PL/1
compiler for the CDC 6600 {s discussed. _ It a8 hig
rastricted grammar of the class LL(1) for efficiency. wWitn an
escape Hatch for those c excluded Dy the grammar. These
c are handled Dy oracles that can make gec-.sions without a
full-scalae Syntactic analysis. he inPut to SYNOIPAR. the

SV“Q!!;DIr.étigﬁﬁiEiir,_Eéns1!tsﬁél,ifﬁféi755ﬁ5f‘6"3;—"@’ntig

routines._and_token Cl1ass gefinitions; _the output consists_of

8 PARSE procegure_in PL/1 together with certain tables. The
PARSE procedure works in_conjunction with a ;lexical_ ner .
gesigned to allow ook -ahead by oracles in a uniform fashion.

The actual parsing process _ takes place. through the
interpretation of a program compiled Dy SYNDIPAR for a parsing

machine. ~ The instruction set Of the parsing machine_is
described.. and an exampie of the compilation of a syntax
sgquation is given.__ o ! - o

Descriptors: __ COMPUTATIONAL LINGUISTICS:;  SYNTAX;  DATA

PROCESSING AND RETRIEVAL: GRAMMATICAL ANALYSIS

1dentifiers: Syntax-directed parser: irecalcitrant grammars:

7502566_ 7502566 : - - S
The laxical subciasses of the Linguistic String Parser
Fitzpatrick. Eileen: Sager. Naomi ; .
New York U NY 10003 _ -~ _ el
American Journal of__Computational Linguistics~ 1974, 1.

Wicrofiche 2. 1-70. CODEN: &jci-d_.._ .. __._._ . o
_ Certer for :n. wd Linguistics, 1611 N, Kent_St..,_ Arlington
Vi 22209 (le.+ s3<-, Tre Fini1te String as of 1974 Vol. 11, No.
1) :

Section Hesiing Codes: 063 _ ___ _ _____ l_ S
The Ngw York University Linguistic String Parser (Lse) i

 The * B - - is
working system for the syntactic analysis _of Englis

scientific _texts. 1t consists of a parsing program,

1o 3 o

large-coverage English grammar, and a lexicon:. ~ The grammar’s

sffectiveness in parsing texts {s due in large part to.a
substantial body of detailed well-formedress restrictions .

which @1 iminate most incorrect syntactic parses wnich would be
aliowad by a weaker grammar. _The restrictions mainly test for

compatibie combinaticns of. .vord subclasses. The 109

adjective. moun, and v@rb SUbClasses. as well as others not
presented here, __are defined in sSuch a way that they can _be
USEd a8 & _guide for cl fying new antri@s tc the LSp lexicon
and as a 11n§atsfic,r.f.ccggcfggofﬁ,Wrgigﬁ;difihifiéﬁ incliades
a statement Of tha intent of the_subcliass, 'a diagnostic frame.
e examples. and & word list_drawn from the present
fhe subclasses are defined to_reflect precisely .

properties tested fér,byfthc,r.strictiggsfgi

senten
agictionary. _TF
the grammatical

¢ne grammar. Where necessary for Clarifying the intent of the
subclass, three additional criteria are employed: excision;
implicit and corefarence, and paraphras ; The subclasses have

o as to D& consistent _with a subsequent stage of

been defined ° C
iransformational analysis which is currently being
impiemented.  HA_ B ol

_D@Scriptors: ENGLISH; DATA PROCESSING AND RETRIEVAL: SYNTAX:
GRAMMATICAL ANALYSIS: SPECIAL LANGUAGES: ' TRANSFORMATIONAL AND
GENERATIVE GRAMMAR; COMPUTATIONAL LINGUISTICS S :
_ loentifiers: Linguistic String Parser syntactic analysis for )
Englisn scientific texts: g
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EDI CG:gdiQEl’isistia Langusge Analysis Systen (CALAS) and ItS . Section 7
Appiications. ____ :
 pepinsky. Harold B. e )
78 16p.: For related gocument. See ED 090 948
EDRS Price_WF-S0.83 HC-$1.67 Pilus Postage.
E.ngg!q!;rEgﬁiish </ onio
Geographic Source: u.s./_ s o
A gumguiif:iiiii ad  Language Aralysis System (CALAS)
devaloped as a syntactic _and ,iiﬁihtsc,,qnoizzft of _machine
. readable text__in Eng!ish. _CALAS includes s set of computer
pregra an_algorithm for implamentation. ang human editors
who _assist the computer and 1ts,pcgg;-uqir,1n,tngfg§gcoil1ng
.of aata. Data aralysis_is accompl ished in three 3tages: .
syntactic analysis of text, identifying each work in sequence
in_terms Of ‘1% grammatical squivalent: (2) agoregation of the
ivigual words into _phrases igentifiea__in terms of _their
grammatical squivalents; {3) sggrega

i {3 tion of prrases into
cisuses. Wwith Qﬁﬁﬁéﬁint,phcggggriﬂiﬁfifitd,igrﬁltréi of the

roles each _ plays snd exhibited to display a_main OF

independent cl-gggL7706360391onWof,gﬁiﬁiitirituco _focuses ©OnN
the relative treguencies with which the difterent types of
verb phraseS are used, _and the measure of Structural or
stylistic complexity. (JVEG) - - I S

pDescriptors: case __(Grammar)/ Componential Analysis/
6caﬁsat-t1ong1,gidg01§t1cs/,CQ@guiit programs/ Data analysis/
Data Processing/  =Discourse __analysis/ __€rror Analysis

(Language)/ t.ngggggiﬁégtirﬁjf'!Liggyiiiﬁ; patterns/_ Sentence
Diagraming/ -Sinxonco,§grqgtUr¢/,Sncoch,goﬂﬁUH‘éif‘°n -
fgentifiers: sComputer Assisted Language Analysis System
ED024930_ ALOO1582 __
The Multistore System: MP-2 -
von Glasersfeld. Ernst: Pisani. Pier Pacio
Georgia INst. for Research. Athens.
Nov 68 72p. B
EDRS Price MF
The second  version 6f thé__Multistore Sentence Aralysis

0.76 HC-$3.32 PLUS POSTAGE
System. implemented on an 1BM 360/65. wuses_.a correlational
grammar to. parse English_sentences and displays the parsings
as hierarchical syntactic__structuras comparable to tree
diagrams. Since correlational Syntax comprises much that iy
ugyally,,ﬁggnssgitédi semantic __information. the . system
demonstrates _ways and maans of ‘rasolving certain types of
at are frequent obstacles. to univocal sentence

Particular emphasis 13 given to_the “significant

address“ method of programming which was developed_to Speed up
the procedure (processing times. At present. are 0.5-1.5
seconds for Sentances up to 16 words). By struUcturing an_area
of the central core ir Suth a way that the indivigual location

¢ pbytes becomes _significant, the snifting of informattion i3

avoided: the use of binary masks furtner simplifies the many
qpqtgt[qn!,éf compar ison required by the procedure. Samples of
print-out illustrate some Salient features of the system
(Author/mK) . - , system:
,,Dcsgtﬁptafs:V'Céﬁﬁatit1onaJ,Liﬁ§Qi§f§c§/ Computer_Programs/

Englisn/_ Form Classes "(Languages)/ __ Kernel Sentences/
[\ﬁgg}sgicfrPatgg[gg[V7FiEh1ni Translation/ Phrase structure/ )
*Programing/ Ssemantics/ *Sentence Structure/ eStructural

Analysis/ Structaral Grammar/ “Syntax

identitiers: sCorrelational Grammar/ Parsing

" the Resolution of Syntactic Ambiguity in Automat ic Language®
rocess ing

ari, Lois L. L o . o
ihformation Storage and Ratrieval, 8. 6. 277-308 ,. Dec 72 _
. Thi's _paper describes ‘how _the problem of resolution._of
syntactic ambiguities is approached in the parasr PHRASE. .
developad for use in experimants Tm  automatic __indexing and o a
extracting .~ . PHRASE S & mu’ + parser for geclarative o
sentences. fr_which the synts ture s buoilt up 0
four atages. (10 refarences) L S
Descriptors: «Computer Prog _:ronic Data Processing
/ =information Processing/ °L. syntax_

{geantifiers: ‘Autoﬂlti:»Llngdéuv . OcCassing

| | o 8:

T\

Q

ERlC T

r
Full Tt Provided by ERIC.



7920217  79-3-000651
Prediction and Substzntiation

Langugge Processing
Dedong. Gerala

A New Approach

Cogri1tive SC1@nce A MGItI81SCip) inary JEUrnal of

to Natural

Artificial

Intelli gence. Psychology. and Language, US I1SSN 0364-0213, New
Haven, CT, 1979, 3.291-73

articie [
B DQscr\ptors 7771\ngu|st1cs -7"”711ngu1§tié;., gcnera) 7;
l1ngu\st1cs. computational - mechanolinguistics - Autorsted

Anmlysis  _ .
Descriptor Co&e" 0302020003

7804027 _ _7804027 ____

- The AQtomatC . Transformationa!

Sentences: An Implementation _
Hobbs, Jerry R.: Gri:shman, Ralpn__

City Coll City U New York., Ny 10031

International Journal! of Computer Mathematics-

267-285. CODEN: ijcm-a

Gardon_ & _Breach Scrence Publishers,

Analysis  of

English

& New vork U. NY 10003 .
1976 . .5, 4,

42 william IV St.

London WC2, Englandg: or Gordon & Breach Science Publ1shers

One Park Aveé.. New York NY 10016
Section Heading Codes: 5113

A system being developed for the transformational analySis

of complex Eng sentances s _described.

The systom i

s des) gned

to serve as a "front end" for _a variety of appl!icatiuns. such

as Qquestion-answaring, information_
Systems. THis two-sStage System has as i1ts first _
previousiy developed LinguisticC String Parser.

systems<-this system performs tests directly on
grammat ical

el iminating the need to perform

pefore completing _surface analysis.

target representation are outlined.

retrieval,

& command
stage_ _the

Unlike other
surrace trees.

) Ma;or’aspocts of the

Two types of

ODEI"OT 1 ons

wére agdea to the previously obtaineo Restriction Lang: an
one for sequencing_ the

operation for transforming trees. &

ggggsformatjgps Three transformat onsS are orscussed iIn
detail: passive rignt adjunct, gerungive noMINaL ;| &
nominalization of Vs. Transformatxons rema\n\ng to be wOrked

out include those ,1cld|ng correct analyses of adverbials &

tHose tracing agdj funcrions. Mogified HA

Descriptors: TRANSFORMATIONAL _ AND_ GENERATIVE GRAMMAR:
ENGLISH; SENTENCE: DEEP STRUCTURE AND SURFACE STRUCTURE:
COMPUTATIONAL LINGUISTICS -

_ Igentifiers: automatic transformational analysis, English
s@ntences;
7811699  78-3-0006879 -
_ Contextual Reference Resoiution in Natural Language
Processing .. _ _

Lockman. abe Davidg . o, . . . .

Dissertation AbStracts International; Pt. A US ISSN
0419-4209; Pt. B US ISSN 0419-4217, Ann Arbor, MI, 1978.
39. 18638 , .

Doc Type: journa! article B .

Descriptors: linguistics - linguistics. general -
iinguistics, computational - mechanolinguistics - Automated
Analysis o -

Doscr1ptor Codes: 0302020003
7811872 _78-3-000S69_ _

Parsers for Inﬂixiu Grammars . _
Robert W.: Jones, Neil D, - . . .
International dournal of Computer & 1nhformation Sciences.
Gainesville, FL, 1978,  7:345-59 ’

Doc Type: 1ournal article '

Descriptors: 11ngulst\cs - linguistics, genera! -
1inguistics, computational- _mathematical models -

Descriptor Codes: 0302020001

653165 ORDER _NO: AAD65-03293 ____

_ A__HEURISTIC APPROACH TO NATURAL LANGUAGE PRDCESSING 169

PAGES. : -
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