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CHAPTER 1
- . INTRODUCTION

The study reported on here was an investigation into the
acquisition of English sentential complementation by adult native
speakers of Finnish. A written test, consisting of six production
tasks which included thirteen subcateaorikation categories'aﬁﬂ six
syntactic categories and a small comprehension‘seéfion, was admin-
istered to forty-three Finnish students at the University of Jyvaskyld,
Finland, during 1974-75. .

The study consisted of two parts. The first part was a cross-
sectional analysis'to determine if there was an invariant learning
sequence for the sentential complement structures. Recent second
language acquisition studies have shown that such invariant learning
sequences exist for morphemes and negation (Dulay and Burt 1973, 1974;

~Bailey, Madden and Krashen 1974; Hyltenstam 1977). The hierarchy of
difficulty found for the Finnish speakers was tompared with that of
another study which investigated the acquisition of English- sentential
complement structures by adult Puerto Rican students (Anderson 1976)
in order to determine whether or not the invariant difficulty Sequences
are comparable between the two language groups. In studies by Krashen,
Sterlazza, Feldman and Fathman (1976) and Larsen {1975), the learning
sequences were the same across language groups.

The second part of the study lodked at the students' use of these
complement structures over a nine-month period. In particular, an
analysis was made to see if the cross-sectionally derived ordering
of difficulty reflected the subjects' difficulty with these items
over -time. A study by Rosansky (1976) indicated that longitudinal
rankings do not match cross-sectional rankings. The sfudy also in-
cluded an investigation into the degree of individual variation;
that is, how closely the ordering for one subject over time
compares with the longitudinal rankings for the other subjects.
Researchers who have also looked at this question incjudé Rosansky .
{1976), Bertkud (1974), and Krashen, Houch, Giunchi, Bode, Birnbaum,
and Strei (1976). If it is found that longitudinal rankings do not
match cross-sectional rankings due to individual variations, this
would be an indication that individual differences in language
acquisition are being obscured by group data. Such an indication would
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have significant imp\jcations for further second language acquisition
research. Another issue addressed in the study was the prevalence of
consistency in a subject's interlanguage.

Chapter 2 presentgha review of the literature; the procedure for
the study is outlined in Chapter 3, with the results being presented
in Chapter 4. A discussion of the results, considerations for further
research and pedagogi%al implications are contained in Chapter 5.
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CHAPTER 2
SECOND LANGUAGE ACQUISITION STUDIES

Second language acquisition studies have primarily focused on
the errors made by subjects learning a second language in order to
determine (1) invariant orders of acquisition for different structures
and (2) the processes and strategies involved in acquiring a second
languge. Chapter 2 examines and evaluates these two areas of second
language acquisition research. ‘

2.1. Invariant Orders of Acquisition ’ ,

Numerous studies of second language acquisition have been based
on first language acquisition research models. Two popular first
language acquisition research models have been Brown's (1973) lon-.

" gitudinal study of three children (ages at the beginning of the

study: eighteen, twenty-seven, and twenty-seven months) and deVillers

and DeVilliers' (1973) cross-sectional investigation of twenty-one .’

children {ages sixteen to forty months). Both of these studies focused
on the acquisition of certain grammatichl'functors (eg. plural mor-
pheme, past tense morpheme, etc.). In order to determing an order of
acqhisition, Brown notes the presence or absence of each functor in

each "obligatory context”, (ie., context in which a functor is required
in adult syntax). A functor was considered acquired when it was supplied
in ninety percent of the obiigatory contexts - for three successive
recording sessions. In their cross-sectional study; the deVilliers

used two method$ to analyze their data: Method I involved a cross-
sectional adaption of Brown's longitudinal method (ie., morphemes

were rankéd according to the lowest MLU, “mean length 6f'utterance,"
damplé at which each reachéd the ninety percent criierion) while

méthod Ii cofisisted of Fanking the functors according to the relative

" Acclirdey in obligatory contexts (ie., percentages supp1ied in oblig-

atotry contexts for éﬁch subject was aVeraged) In the Brown study a
developmental sequence wis found in the acquisition of the fourteen
granmatical mokphemes studied. That i, despite differing rates of
first 1angdage acquisition, there was a SUrprisingly uniform develop-
mental course that all children took in learning English grammatical
morphees. In the devilifers' cross-sectional investigation, an °*
ordering of morphemes was also found; moreover, the deVilliers' 4
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ordering of morphemes correlated highly with Brown's ranking. Because
of the high correlation found between Bfown\s longitudinal study and
the deVilliers' cross-section study, it was assumed that cross-sec-
tional studies would reflect the second language acquisition process -
Jjust as accurately as longitudinal studies would.’

One of the first studies to use the cross-sectional procedure
in second language acquisition research was that made by Dulay énd
Burt (1973). In their study of 145 Spanish-speaking children, ages
five to eight, learning English, they administered the Bilingual
Syntax Measure, an instrument devised to elicit natural spontaneous
speech data. Upon analysis of the data, they claimed the existence
of a “"common order of acquisition" for the eight grammatical morphemes
under investigation. The ordering found, however, differed from that
of first language learners in the deVilliers' study. Dulay and Burt

"explain the inconsistency between the two orderings by contending that

since their subjects were ages five through eight and thus were oider
than the subjects in the Brown and deVilliers studies, their cognitive
and conceptual development was more sophisticated.

Dulay and Burt %ollowed up their 1973 study with a similar study.
in-1974a. In this study, they compared the acquisiiional sequences of
eleven morphemes for fifty-five Chinese-speaking and sixty Spapjsh-
speaking children. Three different methods of analysis were again
used: Grohp Score, Group Means, and Syntax Acquisition Index. The
Group Score method involves: )

. . Computing a ratio whose denominator is the sum of all
obligatory occasions (where each occasion is worth 2 points)

for that morpheme across all children in the group, and the

numerator is the sum of the stores for each obligatory occasion

of that morpheme across all children, and multiplying the

resultant quotient by 100. (p. 44)

Each response was assigned points as follows: no functor (eg., she's
dance_)--zero points; misformed functor (eg., she's dances)-- one
point; and correct functor (eg., she's dancing)--two points. The
Group Means method also involves computing a ratio whose denominator
is the sum of the scores for each obligatory occasion. This is done,
however, for each child separatély. Then mean functor scores are
computed for the eleven functors. This is done in order to reduce the
effect of variability; no scores were computed for children with fewer
than three obligatory occasions. The Syntax Acquisition Index is an
acquisition index borrowed from the Bilingual Syntax Measure scoring
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system. It is a variation of deVilliers' Method I for ordering functors

and the assumption behind it is that the child's utterance can be

determined even if part of it is absent or misformed. Thus, according

to the Syntax Acquisition Index, it is feasible to think of an overall Lo

" syntax acquisition index in terms of."how much of the grammatical

structure that the child offered in his/her utterance was well-formed."

A1l three nethods'fielded approximately the same sequence‘of acquisition

for both language groups. ’ : .
Another cross-sectional study was made by Bailey, Madden and

Krashen (1974). .They also used the Bilingual Syntax Measure on seventy-

three adult learners of English (ages seventeen to fifty-five) to

investigate the usage of eight English functors and found that, despite

the differences in the amount of instruction, exposure to English, )

and mother tongue, there was a highly consistent ordering in the use

of these functors across different language backgrounds. Moreover,

when their data on adult learners was compared with the Dulay and

Burt data on children learning-a second la;EDage, they found signifi-

cant correlations, which they interpreted as meaning that children

and adults learning a second language use common strategies and

that they process linguistic data in fundamentally similar ways.

These findings were supported by a-similar study conducted by Krashen,

Sferlazza, Feldman, and Fathman (1976) on sixty-six adult speakers

of English as a second language who took the SLOPE test, a measure

of oral production covering twenty structures in English. When compared

with the SLOPE test results of 120 children (Fathman 1975), no sig-

nificant difference was found between the children and the adults or

“among the varjous first language groups. As in the Dulay and Burt

study, the rankings in the Bailey et al. study did not correlate
significantly with the devilliers' cross-sectional ordering for
children ledrning English as a first language.

Thé question of whether second language acquisition is similar
to first language acquisition has been investigated by several
researchers. One such study was made by Cook (1973). In her study
ft was found that in imitation exercises of relative clauses, foreign
adults made many of the same kinds of alternations as native children.
Indeed, many of the mistakes typically designated as “foreign" were
also made by children. The second part of the Cooks study dealt with
sentences 1ike “The duck is happy to bite.".and "The duck is hard to
bite.” where duck. is. the subjggt gf happy but the objecqufuhggd.

o
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It was found -that again there were similarities in the ways native
chi]¢ren and foreign adults pérceived these structures. Both groups
started with a strategy whereby the surface structure subject th

the subject of the deep-structure (ie., duck was the subject of both
happy and\hand); both groups then entered a stage in which they
interpretéd'the deep and surfaqg'st?dhture on a hit-or-miss basis;

and finally both groups entered a period of being fully aware of

deep and surface structures. It shoud be noted that both of the

studies conducted by Cook.dealt with ﬁ;E>E;iple understand sentences
and not how they learn them; it still needs to be proven that per-
ceptual strategies are the same as the learning strategies of children.
Yet since in these cases there was an absence of differences between
the learning strategies and perceptual strategies at different stages
of development, evidence is thus provided for the underlying similarity
of the processes.

Cook cites two other studies on the comparison of first and
second language learning. Palmero and Howe (1970) found that adults
approached an experimehtal learning situation in the same way that
children learn the past tense inflections in English. Stolz and
Tiffany- (1972) found that the characteristic differences between word
associations of children and\ad;lts could be cancelled 0utj:y giving
adults unfamiliar words. Here again, in these two studies differences
between first and second language leérni g seem to disappear.

. Some research $tudies have shéwn that there similarity
between childreﬁ learning English as a second language with children
leaming English as a first language. Milon (1974) found that the
Japanese child's acquisition of English negation parallels the stages
found by Klima and Bellugi {1966} for first language learners acquiring
negation. In the Natalicio and Natalicio (1971) study, the acquisition
order of plural allophones by native Spanish-speaking children learning
English was the same ai%ubréthildren learning English as their native
language. The developﬁné”gﬁglish WH-question and negative structures
of two NorWegian childrengwere indis tinguishable from those of children
learning English as a first language (Ravem 1969, 1970).

Although the studies just cited above give the impression that
for second language learners thére is an invariant order of acquisition
and that this ordering is the same regardless of language background
(mother tonguef exposure to language, amount of instruction, etc.)
and age (child learner versus adult learner), other studies have raised

:

Q ] Z . ‘.‘,,"

[

’

i

doubts. For whereas a first langyage develops as the result of the
cognitive development of the learner, it is unknown to what second
language is related. ' : i
Schumann (1976} has demonstrated the importance of motivation :
and its interaction with social distance. In studying the untutored
acquisition of English by a thirty-three-year-old Costa Rican over
a ten-month span, Schumann found that there was very little increase
in linguistic proficiency. He attributed this to social and psycho-
logical distance from speakers of the target language,.based on the
fact that the subject's speech showed evidence of pidginization. A
pidgin language (ie., a simplified and reduced form of speech used

for communication between people with different languages) is char- A
acterized by a lack of inflectional morphology and a tendency to ° Ef

eliminate granmatica], transformations: i

. . pidgigjzation in second language acquigition can be giewed
as initially resulting from cognitive constraints and the
persisting due to social and psychological constrajnts. Hence,
early second language acquisition would be chdracferized by the .
temporary use of a gon-marked, simple code resembl¥ng a pidgin.
This code would be the product of cognitive constraints engen-
‘dered by the lack of knowledge of the target language. The
code may reflect a regression to a set of universal primitive
lTinguistic categories that were realized in early first language
acquisition. Then, under conditions of social dnd/or psycho-
logical distance, this pidginized form of speech would persist.
. (p. 406) :
Recently, several questions have been raised about the findings
in some of the early second language acquisition studies. Although
' the cross-sectionally obtained acquisition rqpkings correlated with
,1dﬁgitudinalgy-derived rankings in fi\st language studies, Bailey
j%t al. cautiously refer to their ordering as a "difficulty order
of morphemes" instead of an "acquisition order of morphemes,” as
Duldy and 8urt do. TEj; issue of whether cross-sectionally obtained
data reflects acquisitional orders has been investigated by Rosansky
(1976). As part of her study, Rosansky tried to determine the correla- g7‘p
tion between cross-sectionally derived rank order of morpheme yccuracy
and a, longitudinally derived arder of acquisition. She found th
the cross-sectionally derived order and the longitudinally derived
order for the same individual did n:;/COryelate. Moreover, the rank
order of morphemes fluctuated from month to month. Rosansky's study
thus questions the yalidity of using cross-sectionally derived

orders to determine the acquisitional arder and thus raises serious
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doubts about the methodological procedures curfently being usgd in

second language acuisition research. /(’? )
Larsen (1975) suggests that perhaps an even more appropriate

description of these rank orderings is an "accuracy order for the
specific task."” Larsen used the Bilingual Syntax Measure and four
other measures (reading, writing, lﬁstening, and imitéting) ina
cross-sectional study of the ESL morpheme acquisition of twenty-four
adults (six Arabig, six. Japanese, six Persian, and six Spanish
speakers). Larsen found that in four of the five tasks--the_reading
task was the exception--concordance was high among language groups.
In other words, performance in morpheme ordering did not seem to be
radically affected by tanguage background. However, even though there
wWas concordance among the language groups for the four tasks, Spearman
rank correlation coefficients between two language groups often were

< not significant within each task, with the exceptfbn of the Bilingual
Syntax Measure where each of six possible pairyngs of language groups
were 519n1ficant at the .01 level. Since the Bilingual Syntax Measure
had produced higher Spearman rank correlat1on coefficients ‘than the
other tasks, an analysis was done to determine whetheﬁkbr not ‘the -
Bilingual Syntax Measure was a more reliable measure of morpheme
ordering than the other four tasks. With the exception of the reading
task, the reliabilities of the measures for determining differences
among morpheme difficulties were comparable. When the ordering on one
task was compared with the ordering on another, few statistically
s1gn1f1cant correlations were found.

’ These findings bring up the question of whether the medium
influences the results. When the Bilingual Syntax Measure_ordering
was comgaied with the Dulay and Burt (1974a) ordering, there was a
significant correlation; only one other task, an imitation task,
correlated with Dulay and Burt's ordér. Larson concludes by stating
that until 8ilingual Syntax Measure-generated orders are cross-
validated with sequences obtained using other ifistruments, it is
questionable whether general acquisition orders are being obtained.

This question was also investigated by Porter (1977), who used
the Bilingual Syntax Measure to elicit speech samples from eleven ¢
first language 1darners (aged twenty-seven to forty-eight menths).

He used three different methods to an‘ayze his speech samples and
although there was a correlation among thev;hree methods, there was
no correlation be;ween these methods and two previously determined

14 ' » \
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“orders of first and second language acquisition (Dulay and Burt 1973,

deV1ll1ers and deV1ll1e/P 1973). Like Larsen, Porter contends that the
type of speech elicitation technique may influence the responsens given.
Rosansky (1976) also addresses herself to the issue of the in-
fluence of the elicitation technique. In another part of her study,
she tried to determine if "the morpheme order obtained using an
eliéitation instrument (Bilingual Syntax Measure) resembled the order
of morphemes obtained from spontaneously collected second landuage
acquisi;ion data.” RosanSky examined a one~-hour taped session for
each of her six subjects (untutored Spanish speakers learning English:
twg. children, two adolescents, and two adults). Her hypothesis was
that the rank order of morphemes derived from her spontaneous speech
data would not correlate with Dulay and Burt's Bilingual Syntax
Measure-generated order. Her correlations, however, not only correlated
with Dulay and®Burt's, Bailey's et al., and Larsen's Bilingual Syntax
Measure orders, but with the deVilliers' first language order as well.
In trying to explain the contradiction in these correlations,
Rosansky reexamined her data and found a great deal of variation among

" the subjects. She found that the various statistical treatments applied

to the dafa obscured this information. She observed that when she
compared the individual subjects' ranks for morphemes, they did not
correlate signlflcantiy. Nor did the individual orders of subjects’
paired by age correlate. With such large variance among subjects,
Rosansky questions whether the language performance of the population
is accurately being described.

Variation among subjects was also found in the speech samples
collected by Bertkua (1974) from fifteen adult native Spanish speakers
an& fifteet adult native Japanese speakers. With the intention of
ipvestigating the stability and coherence of the learners' speech,
she analyzed the language samplés to find regularity in the appearance i

" of "variants," defined as recurring patterns of production. In

exanining the frequéncy of variants of each language group as a

whole, she found considerable variation in the frequency of variants
among Subjects. Although no variant appeared in the data of all subjects
in éither group, she was able to distinguish certain variants which
were representative of each group. She next examined the frequency

of variants present”in the data of individual learners. Each subject

. produced certain cominations of variants. Although some individuals N

produced a particular variant consistently, in most cases subjects

15
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were inconsistent in their use of variants. .
This question of whether or not the order of d1fficulty is related
to the type of elicitation device used has beep investigated by Krashen,
Houck, Giunchi, Bode, Birnbaum, and Strei (1976). They found that the
grammatical morpheme difficulty order in adult free (unionitored) speech
correlated with the order obtained using the Bilingual Syntax Measure
for both children and adults. They obtained a similar order of difficulty
after analyzing compositions. With regard to the amount of variation
among- subjects, Krashen (1977) reviewed studies in which grammatical
morphemes were analyzed in obligatory occasions; he included only
those morphemes with at least ten obligatory occasions in a given study.
Although he expected variation, he found an amazing amount of uniformity
across all studies that used monitor-free instruments. He attributes
the discrepancy between this and Rosansky's findings to the fact that
Rosansky allowed items to be analyzed that appeared in less than ten
obligatory occasions for an individual.

2.2. Second Language Acquisition Processes and Systems

In the previous section we saw how some second language studies
have focused on establishing a sequential order of acquisitién. Other
researchers have focused on the processes involved in the acquisition
of a second language and on positing a theory about the second language
learner's language system. This section will focus first on the attempts
to catogorize the different errors mady by second language learners in )
hopes of discovering the processes underlying second language acquisition
and thep will discuss the concept of "interlanguage”.

©2.2.1. Error Analysis

According to Cooper (1970), language learning involves the abstraction
of the linguistic rules underlying a language as well as the sociolinguistic
rules underlying its use. This is true forall language learning, regard-
less of whether it is a first fanguage or 4 second “language. Yet although
all language learning involves internalizing linguistic rules, it is an
open question as to how this- process is accomplished.

Nemser (1971) posits that the acquisition of a second language
involves systematic stages with an approximate system at each stage.

These approximate systems at each stage of proficiency are distinct
from both the native language and the target tanguage; "approximate”

bréfers to, approximating the target language system. The approxt?ate
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systems are linguistic systems which are internally structured and
form "an evolving ggries." Fundamental to this viewpoint is the idea
that the speech a learner uses at a given time is a structured and

sgugsive system.

[N

Native Language -
Approximate System}

Approximate System2

Approximate System,

Target Language

Approximate systems vary in character accor¥ing to proficiency level,
learning experience, communication function, personal learning ,
characteristics, etc. ;
Corresponding to Nemser's "approximate systems" is Corder's ’
(1971) “idiosyncratic dialect." Like Nemser's concept, an idiosyncratic
dialect is though to be transitional and is usually represented as Such:

— o B

Language A Idiosyncratic Dialect

B
This diagram represents a ndialect" whose rules share characteristics : ,b
f

of "two. languages but which has some of its own (ie., some of the rules are
particular to the “individual). Idiosyncratic dialects are, by nature,
unstable and there are different “classes" of idiosyncratic dialects. '
The Tanguage of the second language léarner is not the only kind of
{diosyncratic dialect. One class is the language of poems where parts

can be deliberately deviant; another is the speech of -an aphasic,

Approximate Systems ) o R

' ‘ \‘\ -
\ o
o

Language B . ‘fk
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which Corder categorizes as pathologically deviant. A third class of
idiosyncratic dialect 'is the language of an infant learning his first
language. An alternative name for idiosyncratic dialect is transitiona)
dialect, a term which emphasizes the instability in such dialects.

. A direct e5a$1nat1on of these approximate systems or idiosyncratic
dialects (and,**n turn, of the acquisition process) can be made by
examining the types of errors made by language learners (Corder 1967) :

It is in such an investigation that the study of learner's errors
(in second language learning) would assume the role it already
plays in the study of child (first) language acquisition, since
the key concept . . . is that the learner is using a definite
system of language at every point in his development, although
it is not the adult system in the one case, nor that of the
seconq language in the other. The learner's errors are evidence
of this system and are themselves systematic. (p. 166)
In other words, errors should not be viewed as problems to be overcome
but instead as normal and inevitable features indicating strategies
the learners are using. From these systematic errors of the learner
we are able to reconstruct his “transitijonal competence” and the
processes involved in second language acquisition.
The study of the errors made by second language learners has
been termed "error analysis.” Unlike contrastive analysis, which
concerns itself only with comparing the structure of different
languages in order to predict native language interference, error
analysis (EA) investigates other sources of error. Duskova (1969),
putting to test Corder's hypothesis that a student's errors are
reflective of the student's “"transitional competence” and not just
to native language interference, studied the errors that Czech learners
of English made in written compositions. She did find some errors that
could be traced to the students' native language but believed that:
. . . the actual source of most errors. . . is . . .
interference from other terms of the English system and
only rarely from the corresponding Czech form. (pp. 23-28)
For example, the English present and past participle verb fo;ms were
often confused by the Czech learners although the English is analogous
to the corresponding Czech form:

the rules should not be considered
pravidle by nemela byt povazovana

ek
3

W

pdl

1f the learner translated the Czech verbal system word for word into

‘English, he would not make a mistake. In addition, Duskova found up

to twenty-five percent of the errors to be unique to the individuaTs
involved.

Richards {1971), in his study on the acquisition of English by
French and Czech speakers, agreed with Duskova's findings that most
errors were not due to native language interference and also identified
several other error categories, inc1uding overgeneralization and the

strategies of communication and assimilation. According to Jakobvits < 

{1970), overgeneralization is defined as:

. . the use of previously available strategies in new
situations. In second language learning, some of these
strategies will prove helpful in organizing the facts
about the second language, but othens, perhaps due to Y
superficial similarities, will be misleading and inap-
plicable. {pp. 111-112) .

An example of overgeneralization is the phrase "this is occurs,"

‘which is generalized from forms "it is made of" and "it occurs."

The conmunication strategy refers to the use of alternative forms

to express content for which the speaker did not have the grammatical
means to express. For example, instead of saying "J'aurais voulu

voir le film hier soir' (I would have liked to have seen the fiim

last night), the speaker says "J'avais 1'intention de voir Te film
hier soir, mais . . ." (I had the intention of seeing the film last
night, but . . . ). Communication strategies refer to a learner

forced to communicate at a level above his competence. The inap-
propriate use of "je vais" for the future in French {eg., "Je vais
telephoner ce soir"” for "Je vous telephonerai ce soir") is the result
of the assimilation strategy. The learner, in taking from the language
what he needs in order to commmicate, often simplifies the language
he is learning in order to make it more easily assimilated. The learner
attempts to reduce the learning burden when using this strategy of
assimilation. Pidgin languages are the result of.the strategies of
as$imilation and communication. Richards also found a set of errors
due to the various styles found in 4 language. Because of registers

uand conventions, learners often make stilted or unnative-1ike

utterances. )

In another article, Richards (1973) again looks at errors ?ade
by foreign adults learning English and posits two types of error
categories: intralingual and developmental. Excluded from his

5
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discussion were interference errors caused by the interference of the
learner's mother tongue. Intralingual errors are those which reflect

. the deperal characteristics of rule learning, such as faulty general-
jzation, incomplete application of rules, and failure to learn con-
ditions under which rules apply. Faulty generalizations (ie., over-
generalization) involves, as stated above, the learner creating deviant
structures on the basis of his experience with other structures in
the target language (eg., "he can sings" where with “can” the concord
& is not needed). An example of ignorance of a rule restriction is
“I made him to do it" where the restriction on the use of "to" with
"make" has been ignored. The category of incomplete application of
rules refers to cases such as a student's response of "Yes, I cook
very much." to the teacher's question of "Do you cook very much?".
As Richards comments, this category includes structures whose deviancy
represents the degree of development of the rules required to produce
acceptable utterances. Developmental errors illustrate the learnep's
attempt to build up hypotheses about the target language. An example

of false concepts being hypothesized is the form "was" being interpreted

as a marker of the past tense (eg., "one day it was happened").

Dulay and Burt (1972) classified child second language errors
according to first language acquisition research. As proponents of
the L1 = L2 theory, which predicts that L2 acquisitional errors will
be similar to L1 acquisitional errors and are not the result of
negative transfer (ie., interference), they contend:

. Children below the age of puberty will make goofs in L2
syntax that are similar to L1 developmental gdﬁfs (ed.,
omission of functors).

2. Children below the:age of puberty will not make gdofs
that reflect transfer of the structure of their L1 onto
the L2 they are learning (eg., no use of native language
word order when reverse in target language).

-
8ased on these two points; they set up the following categories:

1. Interference-like Goofs: those goofs that reflect the
learner's L1 strycture and are not found in L1 acquisition
data of his target language.

They give as example "her pajamas" (possessive pronoun number agreement
is not allowed in English but is obl%ggtory in Spanish), produced by
Ly
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a Spanish child and reflecting Spanish structure but not reported in
L1 studies in English
2. L1 Developmental Goofs: ﬁaige goofs that do not reflect
the learner's L1 structu ut- are found in L1 acquisition i
data of his target language. i
An example is "he took her teeths off" (irregular plural .treated as
regular), which does not reflect Spanish structure although produced
by a Spanish child but is an overgeneralization typically produced . .
by children acquiring English as their first language.
3. Ambiguous Goofs: those goofs that can be categorized as '
either Interference-like Goofs or L1 Developmental Goofs.
Such an ambiguous goof is "he no wanna go" (wrong placement of "no
"no"/"not" distinction; "do" missing--all errors being similar to L)
English acquisition in Klima and Bellugi (1966) Stage 2 but also
obligatory in Spanish), which reflects both Spanish structure and is
typical of American children learning English as their native language.
4. Unique Goofs: those goofs that do not reflect L1 structure o
and are also not found in L1 acquisition data of the oy
target language. v
For example, "he name is Victor" (use of nominative "he" for possessive
pronoun "his") is not due to interference with Spanish nor is it found
in L1 acquisition data in English.

2.2.2 Interlanguage )
Bdsed on the analysis of the different types of errors made by
second languade learners and closely related to Nemser's notion of.

selinker's (1972) notion 6f “interlanguage," which is defined as
“a separate linguistic o psycholinguistic system" which draws on '§
both the native languagé &nd target landuage; as well aibpther
sburces, for its surface forms. Such a toncept was based on the : i
following obserbations (Tarone, Frauenfelder, and Slinker 1976): E

PEPPRSON

1. Whenever a iearner attempts to exgress meaning in a
sécond 1dnguage, the utterances which he of she pro- R
duces will not be identical with ithose which would ~ly
have been produced by the native speaker of the target D
language (TL) (in attempting to &xpress the same 4
meaning). _ ’
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2. Furhermore, some utterances (and some portions of utterances)
of this deviant type may remain (fossilized) in learner spe
and writing over time.

3. Learner-produced L2 utterances will not be an exact translation
from the native language (NL) but will be formed by a variety
of learning and production strategies, language transfer
(both positive and negative) clearly being a major strategy.
(pp. 95-96) -

Unlike Nemser's and Corder's concepts, however, the stages in "inter-
language" are neither "directional” (evolving closer and closer to
the norm) nor “"discrete.”

Selinker attributes the occurrence of .interlanguage to the
"latent psychological structure" which is activated when one atteppts .
to learn a second language. This parallels Lenneberg's (1967)
"latent language structure." Both structures are already-formulated
arragenments in the brain; but whereas Lenneberg's.is a counterpart
to universal grammar and is transformed by the language learner into
the realized scructure of a particular grammar in accordante with
certain maturational stages, Selinker's latent psychological structure

concept such as "universal gramﬁar,“ and gives no gharantee that it
will be realized into the actual structure of any natural language.
Furthermore, this structure probably overlaps with other intellectual
structures.

In the latent psychological strucutre, there are five processes
which Selinker‘considers to be central to second language learning.
These processes are (1) language transfer, (2) transfer of training,
(3) strategies of second language learning, (4) strategies of second
language communication, and (5) overgeneralization of target language
linguistic material. Like the reasons put forth by Richards (1971a,
1971b) and Dulay and Burt (1972), these processes account for the
errors found in the speech of second language learners.

Language transfer equates with the earlier discussed native
language interference. Transfer of.training refers to errors as the
result of identifiable items in training procedures. For example,
Serbo-Croatian speakers do not’distinguish between “"he" and “she"
-in English even though they have this distinction in their own
-language. According to Selinker, this phenomenon is attributale to
the, practice of textbooks and teachers always preSenﬁing drills with
"he” and never with “she.” One example of & Strategy of second

¥

language learning is the tendency to reduce the target language to
a simpler system (cf. Richards, 1971b), as Jain (1969) found with
Indian speakers of English who adopted the strategy that all verbs
can be either transitive or intransitive and produced forms such
as "I am feeling thirsty” and "I'm hearing him." An example of a
strategy of second language communication (cf. Richard 1971b) is
cited by Coulter (1968) who found a tendency by Russian speakers
of English to avoid grammatical formatives such as articles (eg.,
"It was @ nice, nice trailer, 9 big-ege”), plural forms (eg.,

*I have many hundred carpenterd of mylown“), and past tense forms
(eg., "I was in Frankfurt when I fi11@ application”). Coulter

“contends that such a strategy dictates to the speaker to omit such

forms since they only make his speech hesitant and disconnected

to the native speaker. Overgeneralization of target language
materials is exemplified in sentences such as "What did he intended
to say?" where the past tense morpheme has been extended to an
environment in which to the learner it would seem to logically
apply (eg., “"intent"). .

_There are many other processes invelved in language learning
besides these five: spelling pronunciations (ie., pronunciation of
final "-en on English words as (¢) plus some form of 4; cognate
pronunciation (ie., pronunciation of "athlete" by native French
speakers regardless of whether of not they can produce ¢ in other
English vowels); holophrase learning (ie., production of "one-
and-half-an-hour" for "llalf'-an-hour"); hypercorrection (ie.,
production of [w] front vowels in place of uvular fricative for
English retroflex [r" ). .

These five central p?ocesses result in fossilizations in the
interlanguage of a second language learner. Fossilized items'are

+ » » linguistic items, rules, and subsystems which

steakers of a particular NL will tend to keep in their

IL relative to a particular TL, no matter what the age

of the learner or amount of explanation and instryction

he receives in the TL (p. 215)
Fossilizations include "errors” such as the German time-place order
after the verb in the English interlanguage of Gérmah speakers and
alsd so-called "non-errors” such as Hebrew object-time surface order
after the verb in the interlanguage of Hébrew speakers speaking
English. Selinker emphasizes the fact that these é;)ﬁilized ttems

- ’<$‘
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usually remain as "potential performance,” appearing in the interlan-
guage when thought eradicated. These can appear when the learner is
dealing with difficult subject matter, when in a staté of anxiety or
excitement, and even when in a state of relaxation. Selinker goes on
to claim that any "backs1liding" that occurs will not be random nor
will it be toward the learner's native language but instead it will
be‘toward the interlanguage norm.
If interlanguages are assumed to be natural languaes with a systep

of rules, as assumed above, then they are subject to the general con-

straints on form that is placed on other natural languages. For example,

one of the constraints on natural languages'is that against backward
pronominalization. For example, the sentence “He] told me that John]

would come." would not occur ih the interlanguage of a language learner.

An investigation into the constraints and properties¥f interlanguage
has been done by Selinker, Swain, and Dumas (1975). They propose four
properties characteristic of interlanguages: mutual intelligibility,
systematicity, stability, and backsliding.

Like other natural languages, interlanguages-must be intelligible,
for the function of langu%ge is communication. Needless to say, in-

telligibility is not a characteristic that differentiates interlanguages

from other natural languages. Selinker, Swain, and Dumas define the
second characteristic of interlanguages--systematicity-- by stating:

- - - We do not mean features of speech which are pre-

4 dictable by grammatical rule on a given occasion. No lin-
guistic theory can do that, even when the complications of
bilingualism are not brought in. . . since second language
speech is after all in the process of developing, systema-
ticity here may mean that such speech evidences recogniz-
able strategies. (p. 141)

The'strétegies mentioned include three of the central processés existing

in the latent psychological structure: language transfer, overgeneral -
ization of target language rules, and the $trategy of second anguage
learning. Adjemian (l976){ in his discussion of the interlanguage
hypothesis, interprets this definition as meaning that, unlike "normal”
speech, interlanguage is the product of learning strategies and
linguistic rules. These Jedrning strategies "intersect with" linguistic
rules in deriving a surface form from an underlying source. Learning
strategies have little, if any, role in deriving a speaker's native
languége speech. Thus, the use of learning strategies is a unique
property of interlanguages. Adjemian, on the other hand, posits that
learq}ng strategies and linguistic rules do not intersect but that’

>
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learning strategies only help the learner form his linguistic rules.
Only the linguistic rules are concerned in the actual form of a
linguistic system. These two approaches can be illustrated as such:

aun AKW Lruce tune
\

learning linguistic
‘strategies rules

sunface stauctune

linguistic.rples

learning stratewies

(Selinker, Swain

(Adjemian 1976)
and Dumas 1975)

Rl

In ‘the Selinker, Swain, and Dumas analysisj’it is difficult,
if not impossible, to distinguish between these two cognitive
processes (ie., linguistic rules and learning strategies) on the
basis of data. As Adjemian (1976: 303} points out: '

flow, if jt were true, as SS&D (ie., Selinker, Swain,

and Dumas) imply, that Jearner speech is derived by both

linguistic rules and learning strategies; and if it is

true that we cannot have dn a prioni notion of either the-

specific rules or strategies involved; then given a body

of datd, we cannot determine the nature of either for we

are dealing with two unknowns.

A consequence of this statement s that the notion "learning strategy”
becomes vacuous. Ledrning strategies cannot be defined only by what
the linguistic rules have not produced. ) .

Thé difféerence between Adjemian's approach to learning strategies
and that of Selinker, Swain, and Dumas can be seen in their respective
explanations of the following utterances made by a child:

"« (@) 11 veut mot dé diré francais a 1.

‘The correct senténce would be“

(b) Elle veut que je 1ui parle francais.
which translates as ,

(c) She wants e to speak French to hek.
Mthough there are several errors here (eg.; the antecedent for the
subject pronoun and the indirect object was the child'é mother,
requiring use of the feminine form instead of the mascuiine form
actually used); Selinker, Swain and Dumas focus on the cldim that

" the learner has misapplied the rule of Subject Raising to Object

Position. In other words, does not undergo this rule in French.

Vi RS
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They credit this to "language transfer occurring in the syntactic
derivation of the sentence," for "vouloir" takes a sentential com-
plement' (a "que"-clause) when the subject of the main clause differs

» from that in the embedded clause. Nor can the subject of the embedded

clause come before the complementizer “que." In order to justify the
claim that such a misapplication of the Subjéi:t Raising rule has
applied, it needs to be shown that the learner uses a complement form
like that in (1) with verbs that do require Raising: *I1 me demande
de parler francais,” "I1 me commande de parler francais,” etc. It

"also needs to be shown that the learner has "generalized this 'raised’

complement structure béyond ‘vouloir.'" In other words, does the
learner apply this rule of Subject Raising to other verbs which also
only allow a sentential complement {eg., "I1 espere moi de parler
francais,” which translates as "He hopes me to spe'dk French"). It
must be shown that Sentence (1) is no “"fluke." ‘

Adjemian goes on to suggest that perhaps sentenob (1) is not
the result of a misapplication of a rule but an incorrect subcate-
gorization of a’'verb. In other words, the learmer has subcate-
gorized the verb "vouloir" as requiring a de + inginitive complement.
One proof of this would be the use of a de + infinitive complement
with every occurrence of "vouloir."”

Both explanations of sentence (1) make different claimsaabout
interlanguage. Selinker, Swain, and Dumas credit the error to the
transfer of a rule of English into the Tearner's interlanguage; -
Adjemian claims that it is the result of a linguistic rule, which,
jn this case, is a rule of subcategorization. Adjemian's analysis -
claims that there is a regularity in the interlanguage. Thus Adjemian's
proposal lends a certain amount of intérnal consistency to the inter-
language, which results in the production of particular structures on
a more or less regulas basis '-Adjevnian°(1976~ 301-2) suggests that
the notion of systematicity be defined differently and suggests that
systematicity be

. . . taken to mean that there exists an interndl con-
sistency?in the rule and feature system which makes up :
the IL. Like al] human larguages, IL must contain an
organized set of rules and basic etements (lexical items,
phonological units, grammatical categories, etc.). The
organization of these sets into a coherent functional

< whole results in the emergence of 2 linguistic entity
with internal consistency: systematicity. Thus, this.
property may not be used to differentiate ILs from other
language systems.

~ of an inter

Another salient characteristic of ILs is that they are linguistic
systems which &nature are in a state of flux in conveying meaning.
" For ‘in the need to communicate, a learner whose target Tanguage rules
( not yet formed produces a string which is neither consistent -

“wjth nor possible fér the norm. The producti_on of an inconsistent

sfiring is the result of one of two processes: (1) the interlanguage

‘ syttem is penetrated by na‘tive language rules or (2) an internalized

taryet language rule is incorrectly generalized. In both instances,
tlé is a penetration of the interlanguage--either the penetrationi
of rules\ foreign {0 the interlanguage systematiéity or the distortion
flage rule. Adjemian refers to this property of inter-
language which allows penétration as permeability. These two processes
are essentially transfer and overgeneralization. Adjemian emphasizes

‘the notion that interlanguages are peremeable and that it is not the

"application” of transfer or overgeneralizatiOn that results in -
incorrect speech forms but that these two ' processes in turn cause
linguistic rules to apply where they pormally would not in the same
way. Again, he contends that learning strategies do not directly
forf the speech but do so indirectly by creating hypotheses as to
the grammatical possibilities of the linguistic system being learned.
Such permeability would not he allowed in a learner s native fanguage,
for it is consistent and relatively stable.

Adjemian represents. these two processes of penetration in Figures
(1) through (2).

in Figure (1) the box represents the internal systematic compo- -
nents of the interlanguage which produces a string with the semantic
meaning M. The system cannot, however,.produce a string for the
meaning N becausé of the lack of the necessary rules, features, or
items. The speakelr thén has two options‘ the interlanguage is penetrated
by rules from the native language (as in Figure 2a) orethe rule
or form of the interfanguage is distorted or overgeneralized (as in
Figure 2b), Selinker; Swain, and Dumas's position that learning
strategies "intersect with" linguistic rules is represented in
Figure (2b). With Adjemian, only linguistic ru es are utilized in .,
the procution of speech forms; selinker, Swain,. and Dumas s
position.that learning strategies "intersect with" Tinguistic rules

" is represented in. Figure (3). With Adjemian, only linguistic rules

are utilized in the production of speech forms; with Selinker, Swain,

_and Dumas, both iearning strategies and 1inguistic rules are used

JRIC26 :
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It .
. \ directly to produce meaning N. Adjemian claims that only interlanguages

can display the behavior represented jn Figures (2a)-ahd (2b); other

natural languages can only be represented as Figure (1). Thus, Adjemian- % °
maintains that permeability is a property unigie to interlanguages

and thus ‘differentiates them from other natural languages.

_ The third property of interlanguages--instability~—is defined :
Fig. 1. IL Production of Semantic Meaning by Selinker Swain, and Dumas (1975 150)°as. » S

anzem

M

- “ ) . when-more than one strateqy in{le)rsects in_second :
+ . _ language acquisition, there will be Wore “power" or -
' ° . stability in the resultant IL. , o
_ Stability here refers _‘to the occurrence of certgin forms over time, . ‘:' :
. . . S with two types of stabilities. possible: stability over time in the S
oIt _ ‘ IL . production of correct forms and stability over time in the production ‘
' , of incorrect forms; such a distinction is useful in showing a progression o d

rule yo 3 .toward the target language norm. Adjemian argues that stability should

_ \T ~4 “not be defined in terms of errors or of correct forms but in terms of ;
‘ b ) ) “overall systematicity. In other words, stability should refer only to .
e f - Fia. 2b. 0 ‘ ) . R : 3 , those. aspects of the interlanguage which have lost their permeability. % ‘
g. 2a. ransfer ) org(')ther M:S:g?gg:?;:‘zg fi°" B i Although stability may result in thi production of "correct” or _ R E
IL Rule . “incorrect" forms,! in Adjemian's view these forms are a]ways correct. il
\ - < . : if they are stable (ie., occur systematically). Thus, stable jtems ‘
} ‘ : include a target language item incorrectly generalized or modified, “ { i

|

N —> ' N

' ~a native language item borrowed into thé interlanguage, or a targe A L
. . ’ ) laniguage 1tem correctly used in the interlanguage. In all three cases, ° ; A
Nt 9 particular linguistic elements are used consistently by the learner
?*i > S to produce speech forms. Adjemian pmposEs that stability in an
: > interlanguage is equivalent to the interlanguage norm.
- T- : ~ Stability is evidenced by fossilized items in. the interlanguage.
%l_ N - 5 The regular reappearance of fossilized errors that were thought to
- : - have been eradicated has been termed “backsliding." Susceptible to
‘ . backs1iding are those learners who do.not freeze their interlanguage
- A at a plateau but continue toward the target ianguage. Selinker (1972)
: notes that backstiﬂg refers to sliding back hot to the.native
language but to the interlanguage norm, Ivrplied is the distinction
between Fossilization and backsliding The utilization of fossilized
forms involves no altérnative form or rule in a learner's competence.

learning rule x

strategies —>rule y
C rule z .

‘ , ] ‘ Backsliding, on the other hand, involves the learner having two forms
28 ‘ : : at his disposal and, under certain circumstances such as anger, not
using the form appropriate to the si’cuatwn.
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Moreover, backslidimg is evidence of a functign in an interlanguage
which has almost lost its permeability. And permeability resulting from
the absence of stability is, according to Adjemian, the main difference
‘between interlanguages and other natural language systems.

In summary, then, according to the interlanguage hypothesis, the
learner's knowledge is a separate linguistic s}stem, being identical
to neither target language nor to the native language and having the
following characteristics: mutual intelligibility, systematicity,
stabidity, and backslidiné. Systemaiicity, as showﬁ above, refers
to the internal consistent use of rules; 'stability refers to the
consistent use of these rules over time. Use of a fossilized term
thought eradicated is termed backsliding. But the interlanguage that
this view of interlanguage as a.separate system implies that the
interlénguage speaker never actually speaks the target language. For
when a native speaker of Finnish, for example, speaks English, he is
speaking English, regardiess of the number of errors due to the in-
terference of Finnish or other sources.

Mgreover, the interlanguage hypbthesis cannot account for var-
jability. Tarone et dl. (1976: 94) comment on this fact with regard
to the example of a French child producing withip a two-minute segment
on tape three 1%riaf?ons in French for "I like"--"J'ai aime," "J'aime"
{correct gorm), and "Je aime." They ask:

How are we to account for such variability? And is it

possible to maintain the notion system" so central to

the IL hypothesis given such variability? At present
there appear to be no easy answers to these questions.

o

The importance of the concept of variation in the study of
language is relatively new for language, which has traditionaliy
been viewed as categorical. By this it is meant that tanguage is
conceived as a set of discrete, qualitatively distinct, invariant
categories. Variation was considered to be the result of “performance"
errors and irrelevant to inguistic theory. According to Chomsky,
the objective of 1inguistic study was to be an ideal construction
of a homogeneous speech community in which all speakers ledrned the
language perfectly and instantly.

That language does not consist of a set of discrete invariant
categories but of variables which are present in percentages has
been shown by Labov (1969). Labov posited the use of variable rules
to reflect variation- in language: these rules state the percentage..
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variants used in the differént environments.

of occurrence for a_variant in-a particular environment. The notion

of variation and of variable rules has been used in sociolingiistic

researchawith insightful results. More recently, it has been applied

to first language acquisition research studies (Labov and Labov 1976}.
The use of variable rufes has been applied to second language

acquisition research by Dickerson (1975) in her longitudinal study

of the acquisition of the English sound sytems by ten Japanese speakers.

Dickerson found that the production of a sound was influenced by the

phonetic environment (a fact that has been shown to be true in native

languagg'studies). Over fime”there was a change in the proportion of ,

Bar graphs for all subjects

for different sounds in different environments looked similar to the

one shown below for Subject i for the production of /z/ in a dialogue

reading; the ordering of environments found atVT ({e., Time 1] was

maintained through T, and LET '

seoedvpbtstonase KEY
100 ...  Environment A:
-z + vowel
80 b
® ) ----  Environment B:
2 60 : -2z + any consonant
a ~except those in
b} 40 environment b
o ..
=
= 20 v — Environment C: -
o -z + silence
i .- Environment D:
) 2]
T, T, Ty :
t
Subject 1 2ty
t
d

For each environment, each instance of a variant 15 myl tiplied by

its index value: .

Variant Index Score
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The index scores consist of assigning progressively greater values to
the variants to represent the extent to which an individual had pro-
gressed toward the (z] . These products are added and divided by a1
the instances of (z) had they been (z) (ie., four x total number of
instances). The quotient is multiplied by 100.

The notion of variable rules has also been used in L2 research
on syntax. Hyltenstam (1977) investigated the acquisition of Swedish
negation by adult second language learners and his findings suggest
that the process of acquisition of negatjon is a continuous transition
from one state to another. Hyltenstam found the acquisition of the
placement of the negative to be fairly regular for his 160 subjects of
different language backrounds.

In Swedish, the negative is placed after the finite verb in main
clauses but immediately before the finite verb in subordinate clauses:

Negative in Main Clause )

(1) Kalle kommer inte idag.
Charlie comes not today.

Negative in Subdrdinate Clause i N

(2) Det dr skint att Kalle inte kommer 4dig.
It's fine that Charlie not comes today. L/
Assuming that the early stages of interlanguage heré are strongly /

characterized by the simplificafion strategy, Hyltenstam hypothesized
that the point of departure for\R11 learners was

vfinite

X - Neg - - Y
Using implicational scales, Hyltenstam found the following route of )
sequence: -
Main Claus Subordinate Clause

Awu,ua/r.y Verb Mam Venb Main Venb Auxitiany Verb

o+ o+
+ + o+
-+

+ 1

Thus, the order of acquisition of negation im Swedish is first the

‘use of the negative with auxiliary verbs in main clauses followed by the

use of the negative with main verbs in main clauses. Then comes the

use of the negative with auxiliary verbs in subordinate clauses; Tast " -

)

:3.

¢

/7

| b

_ olization (Deﬁ%mp 1971; Bickdrton 1975, 1977). A pidgin is a simpli-

“language acquisition has been discussed by Schumann (1974, 1976,
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is the use of the negative with main verbs in subordinate clauses.
It is interesting to note that for main clauses, sentences with
auxiliaries were easier than sentences with main verbs. With subor-
dinate clauses, however, the sentences with main verbs were easier i
than sentences with auxiliaries. ’

Thus, instead of viewing interlanguage as a “separate system,"
an alternative proposal by Dickerson and Hyltenstam is that.inter-
language should be thought of as a linguistic continuum. Learners
do not proceed through a succession of well-defined and coherent
systems but move along a continuum from the native language to the \
target language. Language acquisition is thus viewed as a procesé in
which there is constant reslructuring. As Corder (1976) points out,
the notion of a linguistic continuum can be used to redefine inter-.
ianguage in order to show its dynamic aspects.

the notion of a linguistic continuum is not new in linguistic L
research. It has been applied by several linguists in their studies Cof
of two $pecific types of 1anguage process--pIdginization and cre~ i

fied form of a language for commun1catlon amang people of different
languages° a creole is a pidg]n that has become the first 1anguage

of a group of speakers. Bickerton (1975) shows that the decreolization
of the Guyanéese negation system can be represented as a series of
developmental stages. He describes ‘decreolization as a process in
which more and mere features of the standard language are incorporated
into the creote. Each stage in the process (called "lects”) make up

a post-creéle continuum, which can be represented as (Stauble, 1978):

M " "ﬂodﬂ !. ) i t,‘:
English i
Acrolect . iy

a

ezt i v e ey o8 e ms e

Guyanese -
Creole

Basilect. Lower Mid . v
- Mesolect Mesolect Mesolect o ? :

The similarity between pjdginizéiion/crebli;ation and second )

Upper

1978) and Andersen (1980, 1987). They view not on1y pidginization/:
creolizatlon but also second 1anguage acquisition as moving along
a’ continuum, Schumann equates p1dglnfzation with early second language . o
acquisition and decreolization with later second language acquis1tion. f
His justification for doing so. is that both. pidginlzation and early
second language acquisition involve simplification and reduetion while o }' '
£
j
!

_.,‘v_,,‘,.ﬂu.‘ut.

decreolization and later second language acquisition poth involye -

bt s o Mhe . N ki M A b
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complication and expansion towards the "model" language. Andérsen
differs slightly from Schumann in that he eguates early second
language acquisition with both pidginization and creolization and
later second language acquisition with both depidginization and
decreolization. ‘He attempts to account for the similarity between

the processes. Pidginization/creolization and.early second language
acquisition represent "acquisition towards an internal norm": the
learner is developing his own internal representation of the developing

and later second language acquisition are characterized as "acquisition
towards an external norm," ie., successful acquisition towards the
target lagguage. o .

Further support for the application of the notion of a linguistic
continuum in second language acquisition research is given by Stauble
(1978). She found that the acquisition of English negation by two
native Spanish speakers proceeded through stages and that each stage

' was closer than its antecedent to the "model" language. Such fiﬁdings
confirm the analogy between decreolization and second language acqui-

sition. N

: o 34 ' \
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Vinguistic system (ie., his interlanguage). Depidginization/decreolization

CHAPTER 3

RESEARCH

In this section, the research undertaken will be described,
including the purpose for undertaking the research, an analysis of
English and Finnish sentential complementation, findings. of -other
studies on complementation, and the research design'(ie., subjects,
test, and data analysis).

3.1. The Purpose of the Present StudyA

From the discussion in Chapter 2 we can see that second' language
acquisition research studies have focused on errors made by learners
of a second language in order to determine hleéarchjes for the order’
of acquisition and to determine the processes and strategies involved
in order to set up a theoretical model. In reviewing the literature
on second language acquisition research it is apparent that these two
areas of research include several different issues. '

With regard to the studies on establishing hiérarchies of diffi-
culty, the keyvissues are: :

1. Is there an invariant ordering of acquisition for

language structures? {cf. Dulay and Burt 1973,
1974; Bailey, Madden and Krashen 1974)

2. What influences does.the type of task have on the
ordering derived? {cf. Larsen 1975; Porter 1977;
Krashen, Houck, Giunchi, Bode, Birnbaum, and
Strei 1976)

3. Do language groups differ in their orderings for a
structure? (cf. Krashen, Sterlazza, Feldman, and
Fathmah 19764 Lairset 1975) ‘ -

4. Do cross-sectionaily derived rankings differ from
longitudind1ly derived orders? (cf. Rosarisky, 1976)

5. Are the longitudinal orderings compiled for the
group representativé of the individual (cf.
Rosansky -1976; Bertkua 1974; Krashen, Houck,
Giunchi, Bode, Birnbaum, and Srei 1976)

6. Is second language learning similar to first language
learning? icf. Cook 1973; Milon 1974; Ravem 1969, 1970;
Nitalicio dnd Natalicio 1971) R

oty T

e e v
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7. 1s child second language learning similar to adult
second language learning? (cf. Palmero and Howe
1970; Stolz and Tiffany 1972)
With regard to the nature of interlanduage, it has been suggested
that a learner's interlanguage be thought of as a continuum rather
than a "separate linguistic system" (cf. Dickerson 1975; Hyltenstam
1977). A motivation for the continuum viewpoint is the necessity to
account for variation.
The research undertaken here was an investigation into the acqui-
sition of English sentential complementation by adult speakers of

Finnish in an EFL environment. In examining the acquisition of English

sentential complementation by Finnish speakers, the study will deal
with several of the issues mentioned above:
1. What is the hierarchy of difficulty for the acquisition

of English sentential complementation by adult speakers
of Finnish?

2. How does the invariant ordering for the adult Finnish '
speakers compare with other language groups learning
English sentential complementation?

3. Do the individual longitudlnal orderings correspond
with the cross-sectional hierarchy of difficulty?

4. For each subject do the orderings change signifi-
cantly from one time to the next?

5. What is the degree of diversity from one subject to
" another with regard to the longitudinal orderings?

6. Can the acquisition process of complementation be

seen as a continuum over time?

It is hypothesized that the invariant ordering compiled for the
Finnish subjects for complementation will be similar to that derived
for other language groups, a$ found in simifar studies dealing with
different Tanguage groups (ie., Dulay and Burt 1974; Bailey et al.
1974; Krashen et al. 1976). However, it is hypothesized the the
ordering derived from the cross-sectional data will not reflect
individual orderings, based upon the findings of Rosansky (1976).
Moreover, it is hypofhesized that there will be a great deal of
variation among the subjects with redard to the brderings (cf.
Rosansky 1976; Bertkua 1974). Finally, it is hypothesized that the
process of complémentation cail be seén 4§ & continuini over time,
as found by Dickerson {1975} and Hyltenstam (1977) in their studies
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in other words, the difficulty of the environments for the subjecte
should remain in the same order over time with only the percentages -
of correct usage increasing over time. :

3.2 Sentential Complementation -

3.2.1 English Sentential Complementation

As Lawler and Selinker (1972) comment, with regard to second
language acquisition, the topic of English sentential complementatlon
is complex since it deals with several differentrtypes and leve]s
of rules. Within the generative transformational framewark (Chomsky
1957, 1965}, complementation is a process whereby sentences are
embedded inside other sentences, Complements may be of two types
noun phrase of verb phrase.. Noun phrase complements are those -
complements embedded in the noun “phrase (ie., subject) while verb
phrase complements are those embedded in the verb phrase(ie., object).

_An illustration of the deep structure of a noun phrase complement

is given in Diagram (1) and that of a verb phrase complement. in
Diagram (2):

(IS‘Ndun Phrase Complement '

/Np,/ \vp‘

N >s ‘
it NP \vp

(2) Verb Phrase Complement
S
NP'/////, \\\\~VP‘
v/ ’\NP
AN L
i

Lakoff (1968) posits an “it" in the deep structure for all complements.

~ Its presence accounts for sentences as (a) and (b):

(a) It is likely-to rain.
s
(b) I don't like it ‘that you come home so late. t} ;

PP UPR STV U FTRPUUN Y SUUY GTITT P TaT WRe 7~
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For the arguments motivating its presence, see Lakoff (1968). i ‘ . ) .
There are three types of complementizing processes, resul . )
. ere -are Hiree P mp . J°p » resultig Rule (1): Complementizer Placement
in three types of complement structures in the surface structure: in ) $.D . it = s _ . - ,
tradtional terms, clausal (That), infinitival (Infin), and gerundive : BEE _ 2 =
¥ s.I. + 1 2. 3 4 5 6 P

(Poss-ing). These three types do not appear in the deep structure by
one of these three complement processes plus other transformational

s.C. 1 "2 0 thatsd0 6 | o

Such a rule is a complement placement rule. Lakoff contends that

rules.
Clausal complements are of the form "John thmks that Bill is all complements in the deep structure first undergo this comple-
. intelligent." In generative transformational grammar, this sentence mentizer placement rule since it has the least effect of all the
" would have the deep structure such as Diagram (3), which has “John complementizers on the deep structure. Lakoff thus considers the A
o thinks it" as.the matrix sentence and "Bill is intelligent" as the clausal complement to be the most basic (ie., the closest to the B!
embedded sentence: ° ' . , ‘ deép structure than aﬁy o}F the other forms) since it does not change
_ ' Rkhe form of the embedded werb, v -
' (3) /S\ W ‘ ‘ Verbs which appear with: ‘infinitival and gerundive domplements o
NlP_ i /N . undergo a rule of complementizer change after the complementizer
N v /NP\ placement rule. The for-to complementizer ‘change rule deletes “that"” )
N S ¢ K and attaches "for" to the noun phrase and "to" to the verb of the -
NP/ \VP embedded sentence: : ’
] 7N\ ’ ] Rule (2): Fon-To Complementizer :
T v Af’ , s.b. X, that W W X,
) - | , s.I, 1 2. 3 4 5
John thinks jt Bill is intelligent 4 S.C. 1 0" fors3 toH 6
To this deep structure, the that-complement rule is applied, yielding - Thus, to d structure 1ike Diagram (5):

b

the structure in Diagram 4. . , (5) S ~__
1 P—f”’/””‘ v

. (4) S N
. » : , . | PN

i
N S a
NP ) [N
N/ \S | P|‘P\ v'P- . .. . . § |
t y o, d
\S ‘ N v ' ‘:. )
p” § L | ' I
, " / \ ‘ t like it that . Tom . sing BN
A John thinks it w . dJ _ : . ‘.
that Bi11 is intelligent § the for-to complementizer change rule yields a strucutre like ‘ i

Diagram (6):

‘ The that-complementizer rule removes the sentence boundaries of the
' _ embedded sentence and is formulated as rule (1): - ' o ' o : .

SOV

i e,

“ERIC
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N -
. .
- |
NP/ \IP
l v'
1 like it for Tom' to  sing

e N . . .
The poss-ing complementizer change rule attaches poss before
the NP and ing before the verb. Later, a rule attaches ‘s after the
NP and .ing onto the verb. : :
/N
- Rule (3): Poss-iflg Conplementizer .
. . - .

s.0. S, that NPV X,
s.l. i 2 3 4 5
S.C. 1 0 poss+3 ing#d 5 ,

Thus, a structure like Diagram (7):

! v/ \NP T
/ \ ‘
| /S
l . W e,
' | / N\
b N v N
]
’ R |
Mary regret it that Sam wot prize
is transformed into Diagram (8): ‘ ‘ -
(8) / S\ |
NP VP
N v NP.
e S
N \VP\
N N / : V A
Mary regret it poss Sam gng win prize "

o . R

0

~ must be Tearned for each verb. Riddle (1975) points out that the

. desiderative verbs 1ike "wish* and "aetnand" take the foi-to comple- - .

43

Rules which state what complementizer change rule to use with
a certain verb are called subcategorization rules, which is part of -
the lexicon component of the categorical part of the syntactic com-
ponent. Some verbs like "want" allow only an infinitival comple-'*
mentizer; other verbs such as "think" undergo only the that comple~
mentizer placement rule. Verbs 1ike "enjoy” undergo both the comple- - |
mentizer placement. rule and the poss-ing complementizer change rule. .

~ Some verbs are marked for two complementizer rules. "Decide®, for .

example, can ejther undergo only the complementizer placement rule .
(ie., "He decided that he should go.") or undergo bath that and-the '
for-to complementizer change rule (ie., “He decided to gﬁ&") "Admit",

‘on the other hand, allows the complemeritizer placemént rule (ie., "He

admitted. that he had broken the glass.®) and the poss-ing comple-
pentizer change rule (ie., “He admitted breaking the glass.*), OF
course, there are verbs which undergo all three types-of rules.
Restriction on what types of complementizing rules are allowed
depends upon the matrix verb, In other words, complementation is rule-
governed; the types of complementizing rules a parficular verb allows

Anfinitive is used with verbs which express activity. That-tomple-

Py

ments appear mostly with verbs which refer to mental or physical states. e

Emotive verbs, Such 8% "enjoy®; take the genmdive complement. Most

mentizer riTe besides the complementizer placement rules. : .
Excephbns may; of course, octur within' the meaning classes of .
verbs. For example; "mehhon ", a veYb of comwnication, takes not

only a that-complement, which is thd only complement such verbs. - :

usually alfow, but a gerindive comg¥ement as well. Verbs ‘of commu-

lexicon for complementizér change. When the verb is an ekception,
such as "mention®, it is marked for that fule. This can be illustrated
with *sayn, which allows only clausal complements, and "mention, o (t

nication which aiiow only clausal complements are unmarked in the % .
3

#hich, &1though & verb of comtmicatwn, aliows the gerundive che- .
ment as well: S .
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Say; Mention : "
vco-m,(c;tionl vcommi&ation
u for-to “u for-to
. U poss-ing m - poss-ing
u that

u that

Key: u = unmarked for a rule

m = marked for a rule

After the compTementizer placement and complementizer change rules
apply, other transformation rules apply to”the structures derived: equi-
noun phrase deletion, it-substitution, extraposition, it-deletion, that-
deletion, for/poss deletion, and tough-movement.

The equi-noun phrase deletion rule deletes the subject of the em-
bedded sentence when it 15 co-referential with the subject in the matrix

sentence, . . -
N -
Rule- (4): Equi-Noun Phrase Deletion (END)
s.D. X NP, X for NP X,
] 1 v 1 2 poss 3 3
s.1. - 1 2 3 4 5- 6
5.C. 12 3 4 0 6 -

The application of th%s rule, as the structural description indicates,

-~ is dependent upon the prévious application of the poss-ing and for-to .
coplementizer change rules. Thus, from a structure 1ike Diagram 9)

we would derive Diagram (10) after the application of END and tree
bruning (ie,, deletion of a node after its branches have been deleted).

9 s

p\.'
u .
I ke it _afor} to

It-substitution substitutes "it" fbf‘the‘subject of the emhedded ,
sentence, after this subject becomes the subject of the matrix verb:.

Rule (5): It-Substitution

S.D. Xf it for NP vV X
: poss )

. S.1. 'I _ 2I 31 4
Conditions:

1 9
2-3-4-5 s -an NP
3-4-5 ijs an S
4-5"‘ fsans

Substitute 41 for 2

o Delete 41

Adjoin 31 - 4 - 5I to ZI
Delete 3I - 4 - 51

S.C.

'
-~

;M

A {11ustration 1s thé subject of the embedded clause. in

\\\\VP
/T
v |
. |
play baseball
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] Biagram (11) becoming the object of the matrix verb n-
_ - 3 Diagram (12) and the subject of the embedded clause in
Biagram (13). becoming the subject of the matrix verb 4n

S ' . R Diagram (1),

()

NG

! AN
N viooow
l
I

e m————————
sermrpiie v

- . _
1 like it for to play baseball N 2 ‘ . i N

. .

r - believe 4t * for John to be rich

< —
i
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(12) 6 1
NP/ \VP Thus from Diagram (15): _ ‘ :S
" s (15) ‘ -
a \ / \ , _ |
I VP | / \ ‘ ‘ - b
/ \ | . \,,vbp | . oy
I believe John for to be rich C ' y /S \NP : ) . . %‘
i § _ , v . ' LT
, . ' i \ ] ) \ E R
‘(13) \ . : , It that John  win the prize is Tikely L
. . N . : . Yoo
NP / ) ) o , : . ‘ . . L i -
/ N we would derive Diagram (16) through extraposition: A ! _
/ ~~— . u (6) - o
NP v ) : : ¢
\ \ . . /VP\ ) A ‘ '{‘ v
I " / Y ’ L \’\ ’ ‘ . S
o /N ‘ N V _ s . - . . n
It for John to be rich is certain , o . v / N N B |
» | N R . ]
l / \ ’ [ ,. ]
(18) 5 - . N v oo R .1"'
\ ‘ i { is Hkély :that John . win  the prize B
VP\ N ! Although it is usually optional, with some strucutres extraposition e .
/ Vi’\ . ' is obligatory. . L :
John 15 certain . for to be/ rith ‘ . 1f extraposition has not applied, it-defetion then operates _ ‘:
: : . to deleté the "it" preceding the conplement'izer' : . RS
Extraposition moves an embedded sentence to the right of the . S
matrix sentence, leaving the "it" in its original position. 5j Rule ‘7)' Ity—deletion L B C i ‘ §
‘ : ' S.D. Xy it s % o A
Rule (6): Extrapositiofi X o N 3 ‘ s.1. 1 2 3 : ” |
' s.0. X% it S X o . _ . P
1 2 . : s, 1 o 3 4 N
s 1 2 3 4 o | - o ¥
B
s.C. 1 2 4 3 ‘ That-deletion accounts for the optiohal delation of "that" when ! b
C ° ¢ it 1s imnediateiy preceded by a verb: . ) ;
| : *
o fute (8): Thit-deletion , b
S e X T
s.b. X v that S _22 ; SR

s.. 1 2 3 4 5 SR
s, 1 2 o0 4 s

N
[SAT
L,
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Verbs which do not undergo this rule of deletion will be indicated

Rule {9): For/Poss Deletion »

R
8 !

]
in the lexicon.

For/Poss deletion deletes the for or poss before a verb after
the subject has been removed by END or is-substitution.

s.0. X for W X

~ poss
s.t1. 1 2 3 . - "
$.Cc. 1 0 3 & ’,

Besides the rules discussed above, two othar rules are relevant
to complementation These are discussed by Green and Morgan (1972).
The first is to-deletion, which deletes the "to" of the infinitive
belonging‘to‘verbs of perception of a set of verbs including “"make,"
"let,” and "have." ) "

Rule {10): To-deletion

-

o~ 5.0. X - to VX .
s.1. ] 25 3 4 : G
s.C. 1 0 3 4 FE
Conditions: V is ve;ﬁ of perception E ' .
. le ‘ )
make
have

Tough movement takes any NP, excluding the subject, out of the
embedded sentence, and substituting the NP for ”1t" in the matrix
sentence.

Rule (11): Tough Movement .. ‘
" s.D, Y, oot v X5 NP w N

s.I. "1 3 i - 5 -6

s.c. "1 7 3 4 5 6 O

~3

COndition vp consists of Be 4 Adj

Noun Phrase ike [ a joy
a chore

R ph MM

" can be transformed into Diagram (18) through tough movement:

_ Thus, a sentence like Diagram (17):

I
I ’,,A”” i\““-\f\\ \\\\\

I. l I N Cowp ‘
. | l
It s easy for someone ~ to please J:;nz

w ..

vP
. N . NP VP
| /\ J VA
John - s easy for to please
3.2.2 Finnish cOuplenentation o o

The analysis of Finnish‘compiementation presented here is more
limited than that for English complementation. This is because there
hias veen very little research oh Finhish complementation and it is
not within the scope of this work to do a comprehensiue analysis.
This d@nalyis of Finnish-tomplementation has been provided only as

a reference for the discussion of native language interference, which '

[ ~

appears later.

Finnish has four types of éomplembntsz clausal, infinitival,
participial, and varbal noun.’ Clausal tomplements are introduced by
"ettd", which is equivalent to English "that". There are four forms -
of the infinitive {n Finnish, traditionally humbered I; 11, II1, and
IV (Whitney 1973). A fifth 1nfinitive (numbéer) is sometimes added

_ to this Tist. . ; 3

Infinitive 1 is formed by the addition of the suffix -ta— (~td- )
to the stem, plus modifications. It i used with verbs such as ”haluta“
(“waht") and "ajatelia” (“think abbut*):

(3) Hafuan menns’, g
1 want to 96

(b) Afattelen menns matkalle. , o
I asi thinking about going on a trip. o 4 ’;’-
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Besides its use in complement structures, Infinitive I is the form
used with auxiliary verbs (eg., "Osaatko uida?"-- "Can you swim?").
It is also the form found in such constructions as "Kirja on hyvd
lukea." ("The book is good to read.") and "Parempi katsoa kuin katua.*
("It is better to look than to regret.”). The object of this infinitive
is in the short accusative case.

Infinitive II is formed by a consonant plus -e-, with modifications
as with Infinitive I. This suffix is added before either the inessive
. or instructive case. The inessive indicates the simultaneity of one
action with another: ‘ .

(c) Tidin kaataessa kahvia kuppeihin tuijotti Eeva
ikkunasta ulos.

(d) While her aunt was pouring coffee into the cups,
Eeva stared out the window.

This infinitive is also used with such verbs as "nauraa" ("laugh at")
and "olla pahoillaan" ("resent"):

(d) Nauroin kuullessani cen.
1 laughed when I heard it.

(e) Mary oli pahoillaan Samin voittaessa palkinnon.
Mary resented it when Sam won the prize. .

In sentences like (d) and (e), the ihfinitive is given a clalsal _
interpretation. Wher infinitive II s used with the inStructive case,
it indicates the manner of the main action; ‘ .

+  (f) Pullo lensi suhisten halki ilman.

The bottle flew whistling through the air, .

The third infinitive--Infinitive III-- has the ending -ma- (-mé-)
added to the stem of the verb, resulting in “sanoma-": from “sano-"
(“to say"). This form of infinitive is found with such verbs as "auttll
("help®): S

(9) Mary auttoi Johnia opiskelemaan.:
Mary helped John s tudy.

The lengthening of the vowel and the -n added after lnfinitive It
ending (ie., -ma-) indicates the illative case, which indicates aim

or déstination. This combination of Infinitive I1I and the illative

case expresses an action which is to be done or for which one is prepared

¢
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or represents the object of another verb, the beginning of an action,
etc. “lth the inessive case, current act10n is indicated:

(h) Hén on tybhuoneessaan kirjoittamassa kirjettd.
He is in his study writing a Tetter.

Infinitive III plus the elative case indicates an .action from Whicﬁ

the subject comes, ceases, or is forbidden. Verbs which“call for this
elative case include "estad" ("prevent") and "laka(t)a" ("cease"): R
(i) On Takannut satamasta. '
It stopped raining,
" . .
Infinitive IV has two forms. One form ends 1n -mrnen and is used
in idiomatic expressions only:

(§) Sinun on nyt laul;%inen.
You have to cing o,
The other form end in -mista and is used in sentence$ like'
(k) Tﬁssﬁ ei nyt ole selittimista.
There is nothing to explain here, . _

Complements in: Finnish are also formed with a verbal noun. The
verbal noun is formed by the addition of the suffix -minen. It can
be fully inflected and is obligatory with certain verbs, such as

"nauttia” ("enjoy"):

(m) Hin nautti pesdpallon pelaamisesta.’
He enjoyed playing béseball.

The 1ast type of compiement {s participial The. present barticiple‘,'
“is found in such complemenf structurés as:

(n) Haluan Johnin menevén,
1 H&nt John to go.

The present participle is_formed by the addition of thé suffix -va -
{-v¥) to thé stem. The perfect participle is formed by the addition of

-nee~ (-nut-, -nyt-) to the stem. The perfect participle is used with '

such verbs as “mygntsd" ("admit"):
: (0) kicni potka mydnsi Hkl‘wneer_lsa»'ﬁ(kuhanT
The Tittle boy'adnlitted breaking the window. 4G

’
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3.3 second Language Acqu1s1t10n Studies on English Sentential Comple- o ‘ |
" mentation :
Few secorid language acquisition studies have focused on comple- C"gﬁu"‘"’wo" o Exampte - Dua{pﬁon : T
L mentation. The most detailed has been the study made by Andersson (1976) ’ : n S
on students at the Catholic University in Puerto Rico learning English, Gerund én;}:‘;:hed studying (t;grxggtﬁoggl?fent _
Other studies include Hart and Schacter (1976), Tagey {1977), Scott Noun-Deletion ‘.-,"
and Tucker (1974), and d'Anglejan and Tucker (1975). - applied - ) |
» t i Prep-Gerund- Mary.cuncentrated,on " Gerund complement . : ' ' i
3.3.1 Production Studies . # solving the _plwblem. vlg;iach ing;t‘e:ege'd -
Anderson did a cross-sectional study of 180 students Studying ’ “and tg which Equi- ' v
. English at the Catholic University in Puerto Rico, ranking in age eleacton
from ‘nineteen to thirty-nine. Her subjects varied in levels of . - i : ’ ‘ C
proficiency. Her test consisted of multiple choice and translation‘ Infin-NP . I wanted you to Leuue. Infinitive comple-

items. Using the "ordering theoretic method" by Bart and Krus (1973),
she found the followind order of difficulty

.

Perfect «. _ .Pos;—ing
- Prep-Gerund
. - i

That . ya
(A /
’ ) >‘-».\ R

~~.1.b.
Tense g ™ Gerund
" Infin-Np
7 S
S.S.S.
Infin-Equi
Fig. 4. Anderson's (1976) Order of Acquisition
o L ,
Below are examples™of the different categories (Anderson 1976):
’ Complementation - L v
Sthuctunea Exanipte Descniption
That , John thinks that he That complenent
: speaks English well.
Poss-ing 1 remember youn §inish- Gerund complement
Ang it lastyweek. ih which subject
has possessive form
Q 5 U

“

, tions 1nvolved. the predicted sequence mu]d be:

‘ment.which has
undergone It-.

: Substitution and
the subject is in.

~ the accusative
form -

Infinitive-Noun
Phrase complement

v whcih has under-
- gone To-Deletion

My mother doesn t Let
me wateh T.V.

Infin-Equi I want to see it. Infinitive comple-
' . ment which has
undergone Equi-
! Noun-Deletion - Lo
Tense f know that he left Sequence of tense

‘ early. fules with That /.
.Y complement . -
Perfect She hopes to have read - Sequence of tense '

it by next week, rules Infinitive

 complement . “
5.8.5. . 1 vant gou to help them. Surface Structure cy
- Subject constrait _ o
- The order found by Anderson did not match her predicted order based S
on the Derivationdl Complexity. Hypothesis {DbcH) (Brown. and Hanlon 1970). ‘. !
0CH has been shown to correctly predict the order of acqufsition for } :

structure in Ly and is based on the.number of transformations in the -
derivational history of a structure. Based on the number of transforma~

[
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?’
Infin-Equi (;Trund Prep-Gerund (5 transformations) .
T.0. (4 transformations)
That Poss-ing  Infin-NP. (3 transformations) *

Fig. 5. Predicted order based on DCH

The acquisition of $.5.S. and Tense were not predicted by the deriv-

ation complexity metric since they represent only a part of sentential
complements. :

As Anderson points out, Infin-END constructions are easier although
derivationally they are more complex. In fact, she found that in no
case was a complement with a surface subject easier than its END form.
Thus, as Infin-Equi is -less difficult than Infin-NP, so Gerund is less
difficult than Pnss-ing. Moreover, That, whith has a surface structure
subject and is less complex tran¥formationally than the Gerund and Infin-
Equi constructiens, is acquired later. Based on these data, Anderson
communicative strategy called ‘the economy principle-- the

" tendency to learn to produce the shorter form first. For in terms of

a

the number of morphemes apparing in the surface structure, forms with
Equi are shorter,’ ' )
»  Anderson also investigated the role of transference and its in--
fluence on the acquisition of sentential complementation. Her data
indicated that the task of producing a That complement was less dif-
ficult when the stimulus sentence contained a que ("that" in Spanish)
and that producing an infinitive was less difficult when the stimulus
had an infinitive. Thus, shé statés that the foim of the comp 1ément
in the stimulus sentence influences the facility of producing the
correct complement in English. Andérsén also found rather §trong ‘
evidence for positive transfer in the respghises to ites requring
at complements. The ratib of That compleméntd to
her when the stimulus senténce tontdihed
an infinitive than when it\had a That complement. '

Negative transfeir is dvidenced by the high percentagé of infin-
itive responses when the stimulus sentence is ap’ infinitive. When the
stimulus sentence contained an infinitive the/ occurrence of incorrect

N0

-

Funs

55

infinitive responses was 22.B percent while with a That complement
it comprised only 7.8 percent of the total responses. This same type
of negative transfer was seen with respect to incorrect That responses _'
when the stimulus sentence contained a That stimulus.
Anderson found no ev1dence that the type of testing task influ-

enced the response produced. The degree of transfer for multiple chmce s

and translation items was approximately the same,

Given that two types of complement responses were correct, Anderson \

studied which complement was most likely to be chosen. Her investigation

revealed that choices in such instances paralleled the prdering sequence., - '

For example, if Poss-ing and That were appropriate, students would
choose That more often' than -Poss-ing. In the sequencing, Poss-ing

-~ came"last. The same type of occurretice was found with decidin - ("decide™

in Spanish). Given the choice of ejther an Infinitive or That comple-
ment, the infinitive was chosen more often than the That com‘lemnt,
even when the stimulus sentence ‘contaihed a That complement. That did.

appear more often when the stimulis sentence contained a That compie-'-_ -

ment, indicating positive transfér as.discussed above.
With respect to the relationship betweeh the lexical Eldss of

- the main verb and the choice of con\plement, Anderson fouid that the -

meaning of the main, verb may inf]uence the choice of the canp]ement.

. She cites the eXample of belicve and persuadé. While betieve belongs:

to the class of verbs of smental activity, perdudde is assuciated uith
desiderative or imperative verbs. And as Lakoff (1968) points out,
verbs of mental activity normally take That complements while desidera-
tive verbs and imperative verbs allow usually only. thé infinitive.
Indeed, although betieve and persuade allow both types of complements ,
the infinitve was uSed with persuade and That with. beficve, As Anderson
(1976: 71) comments, :
1t miy be possible that the seconJ hnguage 'learner
acquires zhis knowledge arid uses it to determine which’
- complement form to seiect for a given verb. Therefore,
““rather than view these results as counter-evidence to' .
positive transfer the responses could be Viewed &s pos-
sible eyidence for another conflictin? determinant of
tomplement chofce: that of the lexical class of the verb v
in the matrix sentence.
2 Bésides the 1ess ditficulty of infinitive complement struc{ures _
tnd its preferencé bvek That compleménts, thére 15 a high pércentage
of bvérgeneréiizai:ion in comparison with other couplemehts. I‘nderson
prhihs this pehenomenon by favoring the economy principie. :
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A_ndther stbdy on complementation was mady by Hart and Schacter’
(1976). They studied the compositions written by Spanish, Arabic, °
Persian, Japanese and Chinese students in order to determine the

- frequency of relative clauses and complement structures. They found '

that post-verbal infinitive complements outranked: the That comple-
ments and -Gewund complements far all linguistic groups except the
Japanese, for which Infinitive and That complements were fairly close.
An argument against transference is found in the Persians preferring
Infinitive complements’ since Infinitive complements never appear in
post-verbal position in Persian. Only finite complements .can follow
the verb. Yet although the Infinitive complement was almost universally
preferred, native Spanish speakers used it more frequently than any
other language group. Hart and Schacter contend that the preference
for the Infinitive complement cross-linguistically is dUe to the
economy princinple. .

Tagey (1977), in her investigation of anaphoric reference with
regard to complementation, also found the overuse of the infinitive
in Persian_speakers. These data support the conténtion of Hart and
Schacter that this overuse is not the resylt of interference,

Scott and Tucker (1974), in their investigation of twenty-two
Arabic students leaming English at the American University of Beirut,
found that the two most common errors with complements were the use of
the past participle instead of the infinitive after to (ed.; "Then
they had 2o went down and tried to pushed it forward.”) and thé sub-

“stitution of fon+Vring or fon+ingin for tosinfin. Complements in the

writing samples were used incorrectly eighteen percent of the time at
Time I and twelve percent of the time at Time II; in the. speech samples,
they were used incorrectly twenty-one percent of the time at Time 1

and ten percent of the time at Time II.

3.3.2 Comprehension Studies .

With regard to comprehension, Andersoh focusés on four 1tems:
promise (eg., "Carmen promised Mary to sing.*); Regulat vk Pattem
{eg., "John permitted Mary to leave.%), Tough Movement (&g., *The
man is difficult to see."), ahd It-Substitutioh (eg., “The child is
certain to cry."). Anderson found that Tough Movement and It-Substi-
tution constructions were more difficult than the regular pattert.
Piomise and the regular pattern were equal ly difficuit. ‘

The NVN (Noun-Verb-Noun) pattern processing strategy has been
discussed by Bever (1970). According tp this strategy, any noun-verb-

N o AT s WL gt
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noun sequence will be interpreted as bexng "actor—action-object .
Thus, a Sentence like ‘ i
. (a) John is easy to.please.

and a sentence like

. {b) John is eager to please.

o

have. different deep structures although on the surface they Took - iden-r

tical. Sentence (a) ‘has a deep $tructure as in Diagramv(l9).

A TR
NG *\,\,

It sbmeOne please - John is easy

‘ The deep strucure for Sentence (b) is given is in Diagram (20):

. A

V/ .
\\ \\\\‘VP

™~
v Np

John - is eager John please  someoné.

As sentences (a) and (b) have identical surface structures but must
be interpreted différently, so this same relationship exists between
sentences 11ke (c) and (d):

(c) John promised Mary to leave.
(d) Joﬁn} as‘ked Mary to ledve.
Sentence (c) has the’ following deep strucure:

-
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v NP NP
- .
S -
PN \
N'P Lo i
. |
John promised Mary John leave

~

Sentence (d), on the other hand, iuas the following deep structure:

(22) / s ~_

NP

John asked Mary leave

According to the NVN processing strategy, a sentence 1iKe (a) would
be interpreted as John doing the pleasing and a Sentence 1ike (c)
would be interpreted as Mary leaving.

Carol Chomsky (1969), in her investigation into first language
acquisition, found a tendency for subjects to interpret 4 sentence -
Tike "John promised that Mary would leave" as Mary being the subject
of Leave. Chomsky terms this principle which allows the NP most closely
preceding the complement verb to be ifiterpreted as the subject of that
verb the Minimal Pistance Principle.

Based upon the NVN strategy and the Minimal Distance Printiple,
the following sequence of acquisition was predicted by Anderson:

NVN - ¢+ eg., John asked Mary to leave.
It-Substitution " eg., John s likely to win.
Tough Movement eg., John 1§ easy to please.

and
NVN ' eg., John asked Mary to leave. '
Promise : eg., John promised Mary to leave

The NVN stra‘tegy predicts that <entencet 1ike "John is easy to please”
and "John is Tikely to win" will be more difficult than sentences which
follow the regular pattern {ie., NVN =

actor-actipn-object), such as

Joniiinotd

™~ Bg
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"john asked 'Mary'to leave". This strategy also uuplies that a sentence
like "John is easy to please® will be more difficult than “John is

likely to win" because the subject NP in the former sentence is actual ly

an object in the embedded sentence in the deep structure, The Tatter
sentence, on the other hand, in which It-Substitution has applied,
closely resembles the deep structure because the surface structure

 subject of the matrix sentence is the Togical subject of the comple-

sent in the deep structure. The Minimal Distance Principle predicts
that sentences 1ike “John promised Mary to leave” will be more diffi-
cult than a sentence 1ike. "John asked Mary to leave" since the subject
of the matrix verb in the former sentence is the subject of Leave
although Many is closer to Leave. : v ‘
The prediction that NVN structures would be less difficult thar
Tough Movement and 1t-Substitution was borne out. That Tough Movement
would be more difficult than It-Substitution was not evidenced, nor
was the promise construction more difficult than the NVN construction.
Anderson credits the facility of Tough Movement constructions
over I1t-Substitution constructions to native {anguage transference. .
In Spanish Tough Movement occurs with adjcetives 11ke digéeit and -
imposible (“difficuit® and “impossibie", respectively, in Spanish)

. while Tt-Substi tution never applied to predicate adjective construc~ v

tions (Saver 1972). Errors with It-Substitution were thus higher because
such a construction does not have a parailel construction in ‘Spanish,, :
according to Anderson. It s interesting.to note that the responses

on It-Substitution sentences v&¥ied according to the adjective. involved.
There was a greater tendency. to incorrectly assign a humian $ubjéct to

- the:seguro ("sure® in Spanish) construction than there was to the -

clerto ("certain” in Spanfsh) construction: In Spanish, seguio can
occur with both an inpersonal and human subject while cierto can dnly
occur with att impersonal subject.

Although the NWN strategy did not correctly predict i;he retative
difficulty of fough Movement and It-Substitution; there was eyidence *
of. its use in Interpreting such constructions. Hith It-Substitution
constructions, Anderson found the tendericy of interpreting the first"
now in the sentence as the agent resulting {h "The candidate is sure
to win* becoming “The candidate is sure that hé wiil win.® Such a
strategy was 4156 evident with Tough Movement constructions. resulting

"In sentences 1ike "The man s difficult to See being interpreted as

meining "The min has difficulty seeing."”
& t
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» structures which follow the NVN pattern were the easiest tg
rehend. Moreover. there was a tendency to assign the role of
e first noun in the sentence In addition, the similarity
between a sentence in the native language and that of the target
language- facilitated the learmng ease of that construction.
‘Another study dealing with the comprehension of complement
structures was that made by d'Anglejan and Tucker (1975). In this
study, the acquisition of a set of complex fnglish structures by
adult French Canadians learning English who were -at two different
levels of proficiency was investigated. Included in this study.wers
sentence structures like "John is eager/easy to please" and "He
promised/asked Bill to leave." D'Anglejan and Tucker found, that for
the beginning students the easy structures had the highest 'proportion
or errors, followed by ask and promise respectively. For the advanced
students, the same ordering was found, although the difference in
errors between the easy and ask structures was only oné pércent.

3.3.3 Production Studies vs. Comprehension Studies
Anderson found that Infinitive and That compleménts were equally
difficult in comprehension while Infinitive complementd were edsier
in production. She attributes this to the kind of task involved: in
\/ other words, the production task involved producing & &tring of words
for which the meaning is already known while in the comprehension task
students assign meaning to a string of sounds or wordé. Length may be

a factor in determining the facility of a task. On the whole, production

errors were higher than comprehension érrors.

The finding of higher errors in production than ih tomprehension
is quite common in the literature on second langudge acquisition. The
ability to comprehend a dpecific syntactic structire often develops
faster than the ability to produce that structtire. The problem has \
been as to how to account for this phenomenon in & theorétical model
of language acquisitiog. Often two different grammars, & "production®
grammar and a "comprehension® grammarj are postulated (Naiman 1974;
Swain, Dumas, and Naiman 1974). But Tarorie (1974 suggésts that'the

. discrepancy between an individudl's comprehendirig ability dnd producihg
ability can be.accounted for by Neisser's (1967)-mode] bf speech
perception. Neisser's mode! emphasizes.thé {mportance oh ron-1ingdistic
processes and strategies in language comprehension. An exanple bf
such type of strategy would be that proposed by Baver (1970: 298):

%

Q s

spny Noun-Verb-Noun sequence within a potent‘iai internal unit in the
sunface‘structure corresponds to actor-action object.”
3.3.4 Conclusion’ »
Anderson found an invariant order in the acquisition of English
sentential complements Although she posits this as an order of acqui- .
sition, a more appropriate term would be that of a hierarchy of dif-
ficulty. The notion of the derivational theory of complexity did not
stccessfully predict this hierarchy of difficulty. In addition, ‘
Anderson found that the production of complementation-structures was , o
influenced by an economy strategy and native language transference, .
with the economy strategy responsible -for the ease of shorter comple—

- ments and the native 1anguage transference accounting for the ease

of structures paralleling native language equivalents. The Infinitive'
complement was found not only to be the easiest of the complement
structures but also the most overgeneralized. With regard to compre-

_hension; Anderson found evidende for the influence of the NVN. strategy

in processing Sentences Native language also had an influence on the
comprehension bf structures, With regard to the comprehension Versus

the production of a complement structure, it waé found- that structures
were easier: in comprehension than in produttion. Moreovér; strictures
difficult to produce were not always difficult to understand. Anderson
postts this to be the result of a length constraint operating ‘in pro-
duction but not in comprehension.

3.4 Research Design

3.4.1 The subjects’ :
For the cross-section study; forty-three studénts studying English
at the University of Jyvaskyls, Finland, weré tested. These students
were made up of twenty-one Approbatur (ie., first-year) students,
twenty-three Cum Laude (ie.; second-year) students, and two Laudatur
{fe., third-year) students. For the longitudinal study, twenty-one _
of these forty-three students were used. This. included twelve Approbatur N
and nine Cum Laude students. A1l students ranged in age from eighteen <

o twenty-eight, the average age being nineteen. The average number

of years of having studied English was five years, the actual number
ranking from two students with: three years, one student with six years,
ten StUdents with seven years to three students with eight years. For
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four students, there was no information. Two of the studenés had Vived
in the United States for one year.
. / -
/ y,.
3.4.2 Testing Procedure

[

. 3.4,2.1 The Test

* o A ninety-six-item test, covering various aspects of complemen-
tation, was developed and/administered three times during the 1974-
1975 academic year--in the fall (September}, midwinter (January),

and in the spring (April). Forty-three stidents took the test.in the
fall, with twenty-one of these students taking the test both in Janbary

. and in the spring.

The test covered two types of complementation rules: subcatego-
rization and syntactic rules. Subcategorization rules are used in the
correct selection pf the comp'lement-type each verb allows; syntactic -
rules actount for/ the correct representation of the compiment-type,
Table 1 .presents’ the thirteen subicategorization categoriés; Table 2
presents the s/ix syntactic categories. Both tables include the verbs
used in each category and the item humbers. Table 1 also lists the -
type of comglements used in_ the Finnish equivalent a& a reference
for the discussion of interference. ‘

The ‘test consisted of seven sections, each with a different type
of taslv

1. Translation

Eg., Haluan ettd John menee.

/11, Fi1l in the Blank

Eg., Bill recommended that théy to thé
" show. (to go) —

i

PRGN - Fro B s s il S G et AL S R s

VN

PRODUCTION SUBCATEGORIZATION CATEGORLIES

TABLE 1. :

Femmesh Conplownfish

Veashis] Ftom Womber{r )

Leammeles

Catrgruirs

attd, present participle

Thet:

1.5 (11.6; 1Y

think

John thinks that 8411

i3 inteliigent.

tiwe 3111

etti, present participie

infin
_ infin

BER{IN
w.a

-

want
halp

I went Joha to go.

infin-p

tive T

11.3; Iv.): VIR
.13 Ny

"I want te go. want
111.5

Infin-END
fess-ing

HHM
tive I

vorbal

wersa
infin

snjoy
pravent (frem)

He enjayed Mary's

singing.

!’.l' ¥.12

tive 111

noun .
etth, infinitive 1
tnfin

1.9 IV.7: V1.5

v

can't help
- think abeut

anjey
finish

Hie enjeys playing

hasebatll.

verbal noun

-~

ghted

te be dall
at

{ was dalighted at
his coming.

FrepePess-ing

infin
infin

ettd. vorhal nomn

tive it
naun

tive |
tive |

S —

think about

plan en

Selinve n
Tavgh at

He belinves in play~
ing baseball.
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Tiem Nemben ()
V.8
1.9
5
20
11.4; 11.12; .11

62

» '.III Transformational Drin

111.10; V1.1

1063 T11.16: V.6;

V.17

to be delighted at

resent
enjoy
suggest
prevent
think about
forget about
m'ﬁ gaod
regret
Mkely "

o

John 1s 1tkely to g
to Chlg}n.

He enjoyed Mary's sing-
8111 recommended that
they go: te the show.

unfair.
ing.

Taising

wr -
(¥
5
= H
‘S 3 : i
2 F o5e%E 8
— ~ z-ﬂ-ﬂ
E S ENsa s
2 .
=
-
w
=
- 8 s
Q H r *
= £ 3
e 3 ;
& : i
. 5; 5 =
o 5.5 £, 2
2 2% &y &
-
§ §
5 -
o E
I3 &
& CO

Possessive
Tense Sequencing

* AU il o Ot R

. Eg., Bob wanted it. Sam did pass his exam.

"I¥. Sentence Completion ‘

Eg., The students can 't help

They are angry

" ¥. Maltiple Chaice

Eg., No one regrets a. them " going away
B . for them
. their
for_their

Ay T

vI. Substitution : .
Eg., Mary thinks that John went to Chicago
- Mary forgot about

{

V1. Comprehension ‘
Eg.; John is eager to please

John pleases someone. Yes No
Someone pleases John, Yes No

Distractors for the multiple choice section of the test were
derived from two sources: 1) the types of ‘errors discussed by Kurt
and Kiparsky (1972) and 2) the type of errors made on an English
proficiency test taken by several Finnish students enrolled in the
Intensive English Institute at the University of Il1linois, Champaign-
Urbana. The complementation test was pretested with native speakers.

3'.4.2.2 Dat_;a.nnaiysis oo : s

"2.4.2.2.1 Hierarchy of Difficulty

In order to deteimine the hierarchy of di fficu}ty for the nineteen
categories, the ordering-theoretic method developed by Bart and Krus
(1973) was utilized. Because of its origin in mMathematical tree theory,

this method is also known as the "tree method.” Unlike: A Guttman scaling,

which *nvariably assume(s) that the trait measured is linearly ordered
nd ¢an be measured with a single additive model" (Bart and Krus 1973
29'), the tree method is designed to determine the logiéaf relationshrp
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among items. In other words, the method seeks to detérmine groups of
items acquired together. For example, given twelve items to be ordered,
the differences between the Bart and Krus method and the traditional
Guttman method is exemplified below The Bart and Krus "tree methog"
would yield a ranking as in Figure (6a) while the Guttman analysis would
yield a figure like (6b)

//'\\ e
\ / \ 8
7 N l
1
12
' 5
|
3
9 n
"|
10
2
| |
Fig. 6a. Bart and Krus Analysis’ Fig. 6b. Guttmen Analysis :
N In the Bart and Krus'ordering method, item "2" is a pr¥equisite to

item "8" while item "5" is independent of item "8." The Guttman method
- cannot provide such information. According to the Guttman ranking,

item "2" must be ordered before item "8" but sé would item 5. There

is no inditation that item "5% i independent of item "B." Thus, the

Bart and Krus method yields informatioh 4 to the éeqUencihg among

iteins which the Guttman method cannot.

As with the Guttman scaling, binary coding is necessary in the
data analysis for the Bart and Krus tree method. A W) is assigned
to a category for a subject if that subject received a score of ninety

ERIC b4 :

Aruitoxt provided by Eic:
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pércent or higher; for a score below ninety percent, a "o js assigned.'
The percentages are detemin_ed by dividing the number of correct items
by the total number of items for that category by an individual:

.Indévi.dual 16 .
' ’ Binany
Categony ¥ Conrect Ttems/} Total /é’/tcenmge Scone-
That 2/3 . 66.67 - 0
Poss-ing : 3/3 B 100.0 1
Gerund ) 4/6 ) 66.67 , o |
Pre+Poss-ing . 3 : 100.0 1
o it
The second step in the procedure involves counting the response ‘ 5
patterns on all possible pairs of structures for the forty-three ) ' t‘
¥
1
i

subjects. Consider the binary scores for threeﬁcategories for several
of the subjects below: _
3 : : . - o

l""b 3
Categories L
That Poss-ing Ingin-End - ;
Tt 1 E o ‘ e ‘
02 1 -1 1 b
Individual " ' . T .
Subjects ’ : . : i o
. 15 1 1 1
_j 16 .0 1
: 17 0 3 1
! 18 1 0 1
l . . L K
, 20 0 0 1

Lt
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The response patterns of 00, 10,°and 11 are considered to be confir- » ‘ ' - L . . o
matory; 07 1s a disconfirmatory response pattern. For example, in the - The number of disconfirmat ry responses’ for each pair is divided by ‘ '
above chart individuals 20, 18, and 15 show confirmatory -responses for ' the- number of subjects involved in the study
the cqtegories That and Poss-ing. : - oy .
' _ Tha,t/Pou-L‘ng Poss-ing/That ‘
: i That Poss-4i o . . : S L
' : ' , 084-tng - . pisconfirmatory Responses 9 - 4
: ’ Individual 20 0 0o - : - - —_—
: * Subjects in Stud 43 43
Individual 18 1 o . tmber of Subjects in Study . 43
Individual 15 1 LI : - Percentage 209 _ 9.5
~ L 7z
This means that these responses confirm that one item is a prerequi- ‘ That/Infin-END - lndin-ENDITﬁat' ' o
site to another (in thiS case, that That is a prerequisite to Poss- . Disconfirmatory Responses 12 : 0 - » B
ing). The response pattern by individual 16 i'sdisconfirma'tory; it ' ' . — = TR
- bjects in Stud 43 o .
disconfirms that That is a prerequisite to Poss-ing. Humber of VSu dects in v ‘ ,43‘} '
to- . : ‘ Percentage _ 27.9 0.0 , Con
That - Poss-ing : _ ) : : ‘ _ N S
Individual 16 0 0 Poss~ing/Ingin-END 1n@n—§@/PoA4—mg .
Disconfirmatory : , ' ‘ oo
Responses o ,
The third step involves counting the number of disconfirmatory : ¢ pon“e S _3 ’ -
X responses for each possible pafrs of categories; in this case, with o Number of Subjects in Study 43 43
- -
three categories, there would be six possible pairs: That/Possing, ’ . Percentage 16.3 0.0
That/Ingin-END, Poss-ing/Infin-End, plus these pairs in reverse-- : . . ;
Poss-ing/That, Indin-END/That, and Ingin-END/Possing. 3 The ideal would be if for dne pair (eg., That and Poss-ing) there
were 411 disconfirmatory responses and for the reverse pair (eg.,
Categonies Type of Categonies Type of ] Poss-ing and That) there were none. .
; Individual That Poss-ing Response Poss-ing That Response } . ;
) e : ' - T i -y That/Poss-ing  Poss-ing/That |
) ) . ] . . Disconfirmatory Responses 43 0
16 0 1 Disconf. 1 0  Confirm. i Nuber of Sibjects in Study a3 e L
17 0 1 Disconf. 1 0  Confirm. § . : | '
. : Percenta 100 ' 0.0 i
18 1 0 Confirm. b 1 Disconf. ge | :
? ) ) ‘ ‘ ) : " This would mean that for all subjects one item was a prerequisite . e N
. . e . for the other. o ™ S
- » - . i .
- : ' ! These percentages for the disconfirmatory responses are then put’
Total Confirmatory: 32 Total Confirmatory: 35 ; e mm: g y resp np -
Disconfirmatory: 9 Disconfirmatory: 4 , , )
, . f
\ .

Q 66 \ 67 . :

| '
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Matrix of Disconfirmatory Responses
That Poss-ing ln&in-END :
That ) - 20.9 27.9
Poss-ing 9.5 -—- 16.3
Ingin-END . 0.0 0.0 —

» 5y
Allowing for no tolerance level, ie., no performance errors, item
pairs that are related in a prerequisite manner can be discerned from
the entries of 0.0 in the matrix. In other words, when a 0.0 appears,
it means that item pairs are related in a prerequisite manner. Thus,
from the matrix above, it can be seen that Infin-END is a prerequisite
to That and Poss-ing. Because there are no 0.0's between the That and
Poss-ing, no prerequisite relatjonship is evident. From this matrix,
a "tree" can be constructed to :ghow the prerequisite relationship
between Ingin-END and the other two items.

r

That Poss-ing

Infin-END

3.4.2.2.2 Longitudinal Analysis
In order to determine significant changes over time for the
categories, the “analysis of variance" statistical frogram in the
. SOUPAC system was utilizéd. in order to determiné c¢érrelations among
. items for each testing, an ANOVA statistical program in the SOUPAC
system was used, A ‘ »

)

s
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CHAPTER 4

v

' RESULTS

The first section of this chapter presents an ordering of the
nineieen subcategorization and syntactic categories, based on the
percentage of error. Hext, a hierarchy of difficulty is established,
illustrating the sequential relationships among the categories. An
examination of complement preference and type of error follows, along
with a discussion of the role of transference. Finally, the longitu-
dinal data for both the subcategonzation and syntactrc categories
and for the individual are examined. : .

4.1, Production

4.1.1 Cross-Sectional Data

. 4,1.1.1 Rankings

Table 3 presents the rinking for the thirteen subcategorization
categories based on the percentage correct for each category. As can
be seen, three categories received a percentage of 100 percent: Tngin-
END, Ingin-END/Genund and Ingi.n -NP/Gerund, Two categories received
scores of ninety-four perce rect: Prep+Gerund and lnﬂm—NP,
followed by ln&m-END/That with a score of ninety-three pe‘rcent
Gerund ahd mwou-my both; received scores of ninety-one percent
correct. These categories ave followed in turn by Poss-ing with eighty-
nine percent and That with eighty-seven percent correct. Infin-NP/That
had seventy-gight percent correct, while Poss-ing/Thit hid sixty-eight
percent correct. The most ditricult tategory was Gerund/That at sixty-

dne_percent correct. Thus; except for the last three cagggories, inost

of the subcategorization categorie$ received fairly high scores? bight -
out of thirteen categories received Scores above ninety.percent correct.

o et g . -
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] TABLE 3 AN
SUBCATEGORIZATION CATEGORIES
: Penceninge of'

Ranking .  Comrect Rupomu Categony
2 o 100 Infin-END
2 100 Infin-END/Gerund
2 : 100 Infin-NP/Gerund
4.5 94 Prep+Gerund
4.5 94 Infin+NP.
6 93 - Infin-END/That
1.5 91 Prep+Poss~ing
1.5 - 9i Geruhd
9 89 Poss-ing
10 87 That
" L ) nFin-Hp/That
12 ‘ 68 Poss-ing/That
13 61 Gerund/That

£

. Table 4 bresents the percentageé of correct responses for the
six syntactic categories. Of these six categories, To-Deletion had
the highest percentage correct, with a score of ninety percent. This
category is followed by For-To -nine percent, which, in
turn, is followed closely by To Be- h with a score of seventy-
eight percent correct. Posdessive had 3 Score of sevénty-one percent
correct; Tende Sequencing and Raising had the lowest scores, with
sixty-nine percent )a‘}»d fifty-one percent respectively.

TABLE 4
SYNTACTIC CATEGORIES

Pe/tcentage 04
Ranking ... Cormect Responses . Categony
1) 90 To-Deletion
2 79 For-
3 78 : To Be-Deietion
4 7 Possassive
5 69 Tense Sequancing
6 51 Ratsing

.

A
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" In sum, al? of the percentages of correct responses were high
for both the subcategorization and syntactic categories; only four
uugoﬁes had scores betow seventy percent. The percestages for
the subcategorization categories were on the whole higher than those
for the syntactic categorfes, indicating that the "machanics™ of
complementation is perhaps more difficult than the "selection™ process.

4.1.1.2. Sequential l!e!atiousnips

The sequential retationskips, based opon the ordering-tﬂeontfc

nethed developed by Bart and Krus, sre présested in Tible 5. These

percentzees which indicate a prerequisite relatiomship have been
circled. A tolerance Jevel of five percent vas allowed for performence
errers. .o ' : »
With regard to the, relationships amng the 'sulategnriz'atim
ategaries, it can be seen firom the matrix in Table 5 thet three
mm'meﬁsﬂieshmeﬂhrt!rlim. this s because
all of the subjecis got scoves of 100 percent correct on the Uwee
categeries. The thwee prerequisite categeries were Infin-END, Tnfin-
/Cermnd, and Infin-NF/Counnd. Infin-AT is 3 prevequisite to three
stracteres: Puss-ing/That, Gorvwal/That, and Tufin-RF/That. Prey+Pres-
ing s prevequisite t» Mous-ing/That, M‘lm and Tofin-AR/That;
Pras-ing is prevequisite te Gotud/That awd Tnfin-NF/That. Poey+Corund,
Corunl and That are prevequisites te Gorwal/That and Tofu-AT)That.
Except fow Infin-ENDYThat and Cononl/That, 371 flems are prevequisites
te InfinARIThat. These relationshigs are presented in "tree” form in
Fligire 7.

Figwe 8 fllustrates the prevequisites amng these mm@u—
gwries meve clesrly. Nere the structures kave beem placed in grows,
tﬁeﬁrstmieiugmwaﬁisilehﬁesmndaduesmml
greup 2 prevequisite to the saccess of the thind. Thus, success am the
ih:lnthﬂntmmuhsmnmimimﬁgm
Yroup; ﬁeihhﬁmmllnmdhlﬁmhmul.lﬁmmam
there is me drdering of the ftems. It is interesting to nete Hhet with
ertainm structores e presence ef am AT fus am effect ew the diffficol-

& of am item. WEth respect te verbs reguirimg ther fufinitive fovm anly,

these with AF"s are mere difficult them their IXP counterperts (e.,
Infin-EXD structures are prerequisities to Infin-¥P Structures). s
"RF after EAS" relationship helds alse for Dofiu/Thet verds. There

T &)
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Infin-NpP/That

Gerund/That

weer (DOEE) @ 20000 |
Suysuanbag esuag 9 @ e I Q . r
. Jeur/ - sut 3@ . @‘2 - n 7 e : B
. @ ®3 P ‘" l a2 Poss~ing/That |-
Il punzan i, - e R s 2 - . i
- - . = =28 s f
o o (2) @Dz z:132:3; 4 |
~ - 1) ~ -4 ~N " . M
rarrsaneng eee@e 3 i’. S : :, ; g I g 2 3 :;: \: \...
g 3oy /Fur-ssog @S : : ; 3 g ‘:.}: I : :: 3 ; ; :E . )! ", . ,
Y - -~ ~ Lol I - \ ] )
o og-s04 « 7 9 a9 %" | T e NN 3 " ]
= 4 ¢ =~ =137 Qs Mgy A 5 ‘ '
- oot y B \
€ soprerea ot e e S I (B I B O O B SNy *
- g s d s <9 , .
= . @ @ o @ @ R R e I — :
g e iidsasl s iddddid Prep+ Prep+ . Infin-END/
; — 2 ; T a2 _|v ; ; ; c: ; ;‘ ; ; ; ; Gertnd |- | Infin-NP Poss-ing Poss-ing ‘That
e P— 2% ] 233335 YTonraiz i
o o ¢4l 4 ddddd J¢dgeds /
SR - 133233533 2333431 :
§ - % %5 3 3 L IR - . g £ ¢35 /
o o o - " - - ~ T w - - - Q. ‘. +
, an-erze 33343383 dédeddidi :
w . G R e I e B - A B A e T I Infin-END
5 Funian/gn-ugpui I 4 % % € 35 Qe 9 & o0 E f -3 lnfin-END/Gerund
. ~ - “ 4 - - = ~o~
g runszo/aNa-ot jul @ I; : ¥ g 4 g i e s s P s Infin-NP/Gelfund
. SN\ @ O MmN n “ -4 9 A * '::, N . ]
Ry l:: £ 3 ddngsd $HSse 2R Fig. 7. Hierarchy of Difficulty for Subcategorization Categories.
3 -~ “ 1 . L P
i! oz ii o i ~  Ingin-
d E a ! gz & : % é ] ! was o sequential relationship found between Ingin-END/Gerund and
% g i 3 g 5 'i . g 3 P %' 'E' i ! 3 4 Infin-NP/Gerund verbs; both environments, of this type of verb having
IEEEEEEEEE N ' j received perfect scores on the tests by all subjects. With regard to

?au-{tng and Gerund structures, there is no sequential relationship.

This holds true also for Prep+Poss-ing and Prep+Gerind, verbs and for
. Poss-ing/That verbs. Thus, for Po.s-ing and Gemund verbs, along with

their alternative use with other complements, there is no sequential

relationship between the NP and END environments but for the Infin-NP
and Infin-END there was an ordering relationship. '

— That
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.76 ' | ¥ :
Group 1 ] gories are prerequisite to Tense Sequencing and Raising, which are the
Infin-END most difficult of all the categories combined. The syntactic aspects
tation seem to be more difficult than the subcategorization.
Infin-END/Gerund of complemen ' beates -
Infin-Np/Gerund o rules. A o
. l ) e Tense S?qugncing ‘ . |
/ Raising N 3
Group 11 : _ ) / \ .
Prep+Gerund Infin-NP Prep+ Poss-1i Fin- / ; : .
\\ posg-ing 0887ing 111':;1" END/ Possessive [ To-Deletion To Be-Deletion For-To
. % X . .
. ' . N ” i .
' '\\ AN Fig. 9. Hierarchy of Difficulty for Syntactic Categories.
' - ~ \‘ . . - «
-l That Gerund ~$oss-ing/That i
. , Fo
Group I k %
To-Deletion  Possessive To Be-Deletion For-Tti oo S o
Group 111 i , BTN
— A o
Gerund/That Infin-NP/That - _ , , ‘
) ‘ . ; . Group I1 ‘ . ! . L
Fig. 8. Difficulty Tree for Subcategorization Categories. : , Tensé Sequiencing Raising .
With d 1 , , ‘ ﬁ
ith regard to the syntactic categories, it can be s?en from the ‘ Flg. 10. Difficulty Tree for Syntactic CAtegbries.
matrix in Table 5 that of the six items, To-Deletion, To Be-Deletion, ' , S ' .
Possessive, and For-T { g ;
R:’ue.’d we a: o,f ;were zre:quisitgs”t(; T:M;Sequenu;:';nd , . A comparison between the ordering derived fok the Finnish speakers -
hi Lng;iat: ih:w: " iltgurei .G gqr? bei us :a shgrou: t e:tems . and the ordering compiled by Anderson (1976) for §panish speakers can ) ‘
s ! ‘ .
i :5! o our items in Group I being easier than the two , be made by examining Figures 12 and 13. There were six subcategorization Yy
";‘:”a” n Fiaure 11  the relationsh — categories in common for both tudied: That, ingin-END, Ingin-NP, Genund, .
‘ nally, in Figure 1] we see the relationships, among } | Poss-ing, and PrépiGerund. In Fidure 12, the orderings found in each )
, categories, subcategorization and s@ﬁc combined. In most in- study are given.® '
' stances, it is the subcategorization category which is the prerequi- T Mo
site to the syntactic category: Infin-NP with 411 of the six syntactic » '
categories exceépt Foa-To; Prep+Poss-ing and Posd-ing, with Possessdve, . , 1& A . o .

To-Delelion, Tence Sequencihg, and Raising; Gerund and That with To-
Detetion, Tense SeQiencing and Raiding; Prep+Genund with To-Deletion,
Tense Sequencing, and Raising. All the other éubcategorization cate-

wlc -+ 7

JAruitoxt Provided

|




79

78 .
Present Study . » oo
p Q v Infin- Infin- Prep+ .
,§ « @ Categories  (x) That  END NP Gerund  Poss-ing  Gerund
] 1 .
- € () ' ‘
a8 = That --- + 0 0 0 0 o
=) .
- . Infin-END --- - - - - :
N o ! Infin-NP - ° °
5 : ! Gerund -0 °
= @ Poss-ing --- 0
g £ : |
2 4 i Prep+
::f: g Gerund : -—
3 N
3 . o 3 Key: +: Category x before category y
. LE e v -t Category y before category x ‘
g ] 0: No ordering between category x and category y : ,
(-7 ] . .
' 1 &8 3 » i _ B |
\ AL | 5 Anderson (1976) L N
"’_ ! , , Infin-  infin- Prep+ , l‘ ‘
\ . £ Categortts  (x)  That END - NP Gerund . Poss-ing  Gerund N
o v v . . ' %
£ - % < That - + + + - 0
7] - » ] , . .
5 le|Z|«~|2 «—| g8 g Infin-END - - - - - i
o Pn > ] S5l s Infin-NP - - - e g
ng T - & £ e e 3 " gerund _— _ o s
'd_’é .5 8 . — - b s Poss- ng ' —— | - f
I Prep+ | - L
E Gerund - - |
& F . ‘ . : A
yel z Key: +: Category x before category y . » 7
- 2 * =3 Category y before category x ~ ,
s a8 f o: No ordering between category x and category y
(%] : .
7 § 8 % Figs 12. The ordering for present study and Anderson (1976).
& 2 . _ : ‘ .
. g A contingency table, showing agreement between the present study and "
- z Anderon on the ordering of the six subcategorization categories in '
o . R ~ ) ) .
' ‘ "-,_ 3§ = commori, is given in Figure 13. The numbers in the fzablé indicate the
' 2 E& ¢ nmber of cases for each arrangement. .
- . ) )
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Present Study

 Orderings + - °
+ 1 o 2
Anderson .
(1976) - ° 4 7
o 0 o 1
Key: +: Category x before category y

.=t Category y before category,x
o No ordering between category x and category y

Fig. 13. Contingency Table

As can be seen from Figure 13, there were six cases where the ordering
in the present study agrees with the Anderson ordering; there was one
case in which x came before y {Infin-END) before That , four cases in
which y came before x (In{in-END) before In4in-NP, Gerund, Poss-ing, .
and Prep+Geaund), and one case in which there was no ordering (That
and Prep+Gerund). There were nine cases where Anderson had an ordering
but such an ordering was not evident in the present study: Gerund
before That, Poss-ing and Prep+Gerund but after Infin-NP; Poss-ing
before Prgp+Gerund and after That and Inin-NP; and Ingin-NP before
That and' Prep+Gerund.

In sinnnary. the 8art and Krus ordering-theoretic method yielded
several prerequisite relationships. Infin-END, 1n{in-END/Gerund, and
In§in-NP/Gerund were prerequisites to all of the other categories and
all of the other catégories weré prerequisites to Tense Sequencing
and Raising. There were fewer prereguisite relationships it the present
study, however, than in the Anderson (1976) study onh sentential comple-
mentation.

N

4.1.1.3. Correlations in Rankings

In this section, two analyses are made. The first analysis concerns
“correlation between the group ranking and the individual rankings. The
second analysis attempts to determine whether or not the individual
rankings are significantly correlated.

- 76

" would seém to indicate that individual. rankings are beind misrepre- /,'/

. the first analysis individual rankings were compared with the groﬁp

81

Table 6 presents the results of the first analysis--the compa- B
rison of individual cross-sectional rankings with the cross-sectional
ranking determined by the group mean scores.

TABLE 6
SPEARMAN RANK COEFFICIENTS: CROSS-SECTIONAL GROUP RANKING ANO

" INOIVIOUAL CROSS-SECTIONAL RANKINGS

Subject 1~ -.23  Subject 11 - .99%X J
Subject” 2 ,93K. - Subject 12 - .50 2

~ Subject 3 .94%  Subject 13 -.04 ,
Subject 4 .76 Subject 14 .13 -/
Subject 5 .10 Subject 15 .64 ' e
Subject 6 ;.81 Subject 16 .66
Subject 7 .64 Subject 17 -.10 , -

. Subject 8 .33 Subject 18 .76 ‘ S
Subject -9 .26 Subject 19 .60 ' J f
Subject 10 .26 - Subject 20 .43 /

’ Subject 21 .54 Y FA ,

¥p <.01 ‘ [ K

Out of twenty-one subjects examined, only three had rankings which /
were significantly correlated with the group-derived ranking. This _/ P

sented by rankings based on group data. E
in Table 7 are thé results of the second analysis. Hhereas in/

ranking, in this analysis the individual rankings are compared vhth
each othér {niorder to determine if they are significantly correlated. '
The signiflcant correlations have been circled. The ‘rankings corre- '
latéd only"14 percént of thé time (ie., in the only thirty 'ﬁt of 210
cases were the correlations for the rankings s{gnificant)./This is an
indication that there is a great deal bf variation among fhe subjects.
Such résults verify the findings in the Rosansky. (1976) Study. Rosansky
found that when she compared the individual subjects' rankings, they
did not correlate significant‘y : R .

4.1.1.4 Environments ' ' 4 . i
In this section the influence of the environl‘nent on the type of '

LN
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" “d . : . |
' complement used will be investigated. For the subcategorization cate- = *
, s ! 3 gories, the investigation includes (1) complement choice when two
.“ types of complements are permissible, (2) evidence ‘of transference, L.
4 ' 8 5 . and (3) types of errors in complement selection. For the syntactrc i
© n ! . categories, an analysis was made to determine if the particular verb
- | . 3 " used had an effect on the correct application of the rule. )
v N l 8o b3 The first part of this section discusses the investrgation into
N complement choice: given instances where two types of complements are
. A A ' 83 8 permissible with a verb, will one complment be favored over another?
2 | dogana .' _Table 8 gives the figures for I‘nfinitival/(:lausal-complement; verbs, e
Z - . v Ne Clausal/Gerundive-complement verbs, and for Infinitival/Gerundive-
§ < \ ! S 3§ :g'g; 2 a‘@ complement verbs. As it can be seen, the infinitival complement is :
S favored over the clausal complement almost three to one with Infinitival/ |
§ a l R g e 5: g g 3@ 3 Clausal-complement verbs. With Clausal/Gerundive-complement verbs, F
E . o H O o o ': . the gerundive was preferred slightly over the clausal complement. With S
‘u:‘a A | ‘:’ ‘:’ naan "!"! lnfinitwal/Gerundwe-complement verbs, neither complement type was - ‘I : ‘
g o | 8295 @ R3R8rS preferred aver to othér. Thus, only with the’first type of verbs was B3
=) * v . there a defimte preference of one type of fomplement over ano_ther. ‘
2 q EERGLEEREEON | o :
R - v ! ; TABLE 8
4 oE o |8382323@)333% § | |
2 2 Lt NS COMPLEMENT PREFERENCE, PERCENTAGES OF RESPONSES e
e ) ~ o W B oo o SELECTING DIFFERENT COMPI.EIENTS — :
© l a |
» 1 NN - S B v
= ! : : - . L e i
g (2838888318383 ' Ny tnFini tival/Clausal-Complement Verbs : .
o 9MNAn g a9 Aan-dag)e . -
= U ) . i ) Inginitival Clausal SN
£ . ;s:snddzziaas 6.8 7.9 . :
’ ) Enrons No Response
Z - EEELEEREEEEEEEELE 3.0 6.3
' . . .O . . .l . . lo ) . . . ." . b . .
% « | 33 233 ::'.. S 3'5 esesa E Clausal/Gerundive-Complement Verbs
.- . . . . . . . “ e . . . .o 4 . Ca
& dfeYe ~ & ofo\e & sa-ccg ) Gerundive Claudat e d
. l"-""*""-""'"‘"‘“"’"‘“‘ . 3%.1 22.9 -
\ o |§:: g n@R)e s(®)ss :{8,. Evions No Response |
: ' ' R . ' 32-9 8.1 v‘
~ | %3985388333388R33%33% F | 3
P S Y Y SRR d (Y ST SN ST MUY B N LS. . Infinitival/Gerundive-Complement Verbs - L Lo
. . 4 . : -
§ » - o © Inginidivde' c Gérindive N :
£ rumenenrooagyn3ns5838F § : 67.5 28.5 -
a i ‘ - : Ehions " Mo Resporibe. ~ P
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Looking at a breakdown of the complement verb types, certain i . ,
" enviromments, the Infinitive was almost exclusively used..For the NP

tendencies can be found. For the Infinﬂ:‘"ival/ClauSal-complement verbs,
an examination revealed that, although the individual verb was not

a determining factor in selecting one complement over another. spvi-
ronment (ie., NP or END) did influence the choice of the complement
used, as illustrated in Table 9.

N o' TABLE 9 )

INFINITIVAL/CLAUSAL-COMPLEMENT VERBS
ENVIRONMENT INFLUENCE PERCENTAGES
OF RESPONSES -

Complement Choice '
No nesponse

Environment  Inginitival Clausal Evrons
NP 51.9 41.1 2.3 4.7
END 81.4 7.6 3.5 7.5
Although the infinitival complement is favored in both environments, .

its preference with END environments was substantially higher than
with NP environpents. Especially noticeable was the influence of the
environment on the verb pwomise (Table 10).

TABLE 10, - /

COMPLEMENT PREFERENCE FOR PROMISE
ENVIRONMENT INFLUENCE PERCENTAGES
OF RESPONSES .

Complement Choice

Enviromment  Infinitival Clausal Evons  No Response
Environments :
.Egnbined: 61.6 32.6 0.0 5.8
For Each ‘ . ‘ .
Environment
NP 27. 60.5 0.0 11.6 -
END 95.3 4.7 0.0 0.0

As evident from the top part of Table 10, theé infinitive was favored
over that-clauses with promise when both environments were combined.
However, a breakdown according to environment reveals that for promide,
the clausal complement was favored in NP envitonments while with END

8.2 T
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and END environments with other Inginitival/Clausal-complement infin-
itive was the preference in both environments. One explanation for
this phenomenon with promise is transference: the NP-environment test
item of promise was a translation item with a ﬂ;a,t-cla.use in the stim-
ulus sentence. The effect of transference will be discussed in detail
later. '

With Clausal/Gerundive-complement verbs, a breakdown according
to environment revealed that environment was not a major decisive fac-
tor. There was a slight preference of the gerundive over clausal com-
plements in both environments. The breakdown is found in Table 11.

TABLE 11

GERUNDIVE/CLAUSAL - COMPLEMENT VERBS
ENVIRONMENT INFLUENCE PERCENTAGES
OF RESPONSES

. Comalement Choice
Envinorment Gerundive Clausal Ernona No Responses
NP © 4.9 32.5 20.9 4.7
END 34.9 20.9 35.4 8.8

Although environment did not play a decisive role for either environment
here, the individual verb.did influence the sklection of one comple-
ment-type ovet another, as shown when comparing two verbé with the

same tnvironment. fable 12 provides complement préference for the END
environment of admit and deny. . d

TABLE 12 ,

ADMIT AND DENY (AND ENVIRONMENT) COMPLEMENT
PREFERENCE PERCENTAGES OF RESPONSES

Complement Choice NN
Verb Gerundive C%Aal Nevons  No Response !
Adwit 26.4 27.9 3.1 1.6
Deny . 47.7 10.6 4.6

37.2

Mthough- for admit the selection of the two possible types was random,
for deny the gerundive was preferred over a that-clause. Thus, for the
two Cl'ausal/Gerundive-conplement verbs used in this study, the prefe-

83
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renil:e of one complement type gver another in the same environment was
influenced by the verb involved. Unfortunately for these two verbs
there were no examples in the NP environment to compare with.

From a breakdown of the Infinitival/Gerundive-complement verbs
into the individua) verbs, it can be seen that for Like, the choice
of camplement-type was random. For hear and see, however, the infin-
itive was favored over the gerundive. Thus, for perception verbs 1ike
hear and see in a NP environment, one complement type is preferred
over another while for a verb like Like in the END environment there
is no complement-type preference.

in Finnish is Luvata and requires an etti-clause in the NP-environment.——— - }
Because Finnish requires an ettd-clause in the stimulus, the preference 0
of a that-clause in English may be a result of this. A further inves-
tigation was done to see if complement-type of the Finnish stimulus
sentence influenced. complement choice. Two verbs were sxamined: admit
and hear. Both verbs were represented by test items which consisted

of a translation item and 4 non-translation item. The stimulus in the
translation item was in the participial form for both verbs. In Finnish,
the two verbs can take either a clausal or participial complement.

Table 14 presents the percentages for the complement preferences.

TABLE 13

TABLE 14
INFINl;g&égﬁggﬁ;g&ggﬁgggg ngggﬂgg?umm ’ COMPARISON OF TRANSLATION AND NON-TRANSLATION -
ITEMS, PERCENTAGES OF RESPONSES
Complement Choice ’ . <
Verb  Enviromment  Inginitival  Gerundive Ermnons No Response ADHIT A
nt Tas ( k Non-T. 1 k ' X
woow e mowe T . ,‘
Like END 51.1 48.9 0.0 0.0 Gerundive 14.0 4.9 !
‘ Clausal 37.2 ' 21.9. 3 E
In summary, complement choice seemed to be governed by several !"{é;':g:‘)’e . 25.6 25.6 ) f; j
things, depending upon the verb or the type of verb involve. For No Response : 23.2 4.6 *" \ l
Infinitival/ Clausal-complement verbs, environment (ie., NP or END) was "
a decisive factor. The infinitive seemed to be preferred with END . / HEAR B
environments, With Gerundive/Clausal-complement verbs and Infinitival/ Type of Complement Transtation Task Non-Transtation Task ﬂ' 1
Gerundive-complement verbs, it was not the environment but the specif- Glven by Student Item 1.12 Item 11.9
ic verb which influenced the complement choice. Unfortunately, though, Infinitive 65.1 . 74.4 .
there were no examples of both environments for all of the verbs exam- Gerundive 18.6 N 25.6/ {
ined. _ Clausal 0.0 . 0.0 i
From the discussion of complement choice, the question about the 4 * (Error) g
role of transference arises. Transference is defined here as the in- No Response 16.3 0.0

m—r——— e

fluence of the stimulus sentence on the response. For instance, with o
promise 1t was found that-a clausal complement was favored over the From Table 14 £ 1s evident that'transference was not a factor in K
infinitival complement whereas with other verbs in object positions the responses given for admit and hear. In fxct with admit the. ger-
- the infinitive was preferred. Transference is a possible explanation undive complement was preferred more with the non-translation item than
for the preference of the clausal complement with promise in the NP with the translation item with the gerundivé-compiement stimulus. With
environment because theFinnish stimulus sentence contained an ettd- hear, the gerund was preferéd with both the translation and non-trans-

clause (equivalent to a that-clause in English). The word for promise Tabion ttems. A1though the Pesuits of this fanalysis seem to {ndicate
that transference was not a factor in the vesponses, the\results are

5i | ]
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Tusive of the limited o
none theless 1nconc~ ustve because mited number of items exan- though the percentages on the whole were lower (due to a lower error :
t ined. More than two items need to be examined in order to determine 1
the role of transference in using a complement. In order to ai rate). The wrong use of the infinitival complement comprises 4.5
9 S ) adequately percent of the total responses while use of the clausal complement
determine the role of transference, additional testing must be done.

A 1 test.of th Je of ¢ f ould involve Finnish totaled less than one percent. These findings coincide with the :
wWou
; real tes ¢ role of transterence nve e Finnish verbs preference of the infinitive with Infinitival/Clausal- and Infinftival/

B which allow two types of”conplementizers in Finnish and with {ts English Gerundive-complement verbs. In instances where the verbs allowed only
N equivalent. The translation task would thus include Finnish sehtences an infinitival complement, there :did"not seem to be a preference of
L 2

where both types of complements were used. If transference were at one complement over another but So few errors were made that the
work here, it would be expected that the choice of complement in English

would mirror the stimulus complement given in Finnish.

In the first part of this section an analysis was made to see if
the environment had an effect on the complement chosen when two comple-
ments are permissible. Another consideration is the effect environment
has on the errors made in selecting a complement. This investigation
was made in order to determine if, given that a mistake is made, one
complemer;t will be favored over another. An analysis of the data re-
veals an overgeneralization of the infinitive, as, evident in Table 15.

figures are inconclusive.

Of particular interest were the errors made with two Ingin-NP/
That verbs: decide and hope. For these two verbs, these are restric-
tions with complement choice when an NP is present. For whereas in
END envirohments both the infinitival and clausal complements are
allowed, with NP environments only the clausal complenez(t is permis-
sible:

Ingin-NP/That Venbs: . v
DECIDE and HOPE '

LE 15 '
TAS Venb Envinonment “omplement Example

-SELECTION ERRORS . 0 :
cmt&ﬁ:&gEOchESPONSES Clausal John decided that Bill -
. would have to leave '
S Clausal-Complement Only Verbs ’ NP early. ,
e Gerundi xInfinitive  vJohn decided Bill to ;
Ing ve ndive Decide * leave early. ) :
17.9 5.0 : _ ;
1 ! Clausal John decided that he
Gerundive-Complement Only Verbs . , END ‘ ' would go to Chicago
.~ .
Infinitive  Clausal . ’ Infinitive John decided to go -
0 4.5 0.6 ' to Chicago
s - ~ . Clausal Maex, hopes that John
Infinitive-Complement Only Verbs NP will buy a new car.
v Gerundive Clausat v x Infinitive  ¥Mary hopes John to buy
0.003 0.013 Hope | a hew car.
. _ Clausal Bi11 hopes that he will play
In instances where an incorrect choice is made with verbs which allow END baseball.

on}y the clausal complement, the infinitive complement was favored

: Infinitive Bi1) hopes to
ver the gerundive complement; the infinitival clauses composed 17.9 P

play basebdll, .

:

percent of the total responses, while the gerundive was only five -~
percent of the total. This overgeneralization of the infinitive was . . '*Indkates ungrammatical sentence.
also found with verbs which allow only the gerundive complement, even , . . : 8,..‘
: 3y ™ i . 3 I
Q 80 ’ -
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Table }6 provides the pe'rcentages of wrong responses for the NP ang
END environments of each of these verbs:

TABLE 16

INFIN/THAT-COW’LEPENT VERBS: DECIDE AND HOPE
PERCENTAGES' OF WRONG RESPONSES

ENVIRONMENT

END NP
(Both Clausal and Infinitival (Only Clausal Comple-

Verb Complements Allowed) ments Allowed)
Decide 0.0 20.9
Hope 3.5 23.3

‘As evident from Tabje J6, the NP enyironment (ie., the environment
which allows only clausal complements) accounted for the errors within
these two verbs. Moreover, these verbs had higher percentages of error
than verbs without this restriction, as shown in Table 17.

TABLE 17

INFIN/THAT-COMPLEMENT VERBS, NP ENVIRONMENT
PERCENTAGES OF WRONG RESPONSES
No Restriction in NP Environment Redtniction in NP Environment

Expect 2.3
Promise 0.0

Decide 20.9 .
Hope 23.3

Both expect and promise allow the use of infinitive and clausal comple-
ments in both enviroaments, while decide and hope have the restriction.
If the errors with the restrictad verbs were the result of not having
learned this restriction then the errors made should be composed mainly
In other words, students would not have
learned a categorical rule for the NP environment {ie., a rule which
states that only one type of complement is permissible) but instead
would be using a variable rule which allows both variants, which in
this case would be both the infinitival and clausal complements.
Figure 14 shows the stages that a language learner might go thrdugh

in learning this NP-environment restriction for verbs like decide

and hope. Stage 1 represents not being aware of the restriction in

the NP-environment while Stage 2 represents having learned this

N

restriction. “
U

of infinitival complements.

]

' d 9
. STAGE
yariable Rule
t Infipitival y NP
Conplenen ‘*{c'l‘auf:a] N e {END-‘
Clausal .
S STAGE 2
Yariable Rule NP
Complement—s lnfinitival} N | END
Clausal Infinitival/
Clausal: all verbs -
except decide and hope
Categonical Rule ‘ {,\ ri ;
Complement — Infinitiva} /v . hp
’ Infinitival/ o
Clausal: decide hope ' .

‘ N

Fig. 14, Hypothesized Stages .

:
. {

Table 18 presents a breakdown of the complements %ead with decide
and hope to see if the use of the infinitive in the'NP-?ironment was

responsible for the errors. \
\
TABLE 18

INFIN/THAT-COMPLEMENT VERBS: DECIDE AND HOPE
COMPLEMENT ERROR BREAKDOWN FOR NP-ENVIRONMENT
PERCENTAGES OF WRONG RESPONSES ’

CDMﬂamewt Choice

Venb Inginitival
Decide } 11.6 9.3
Hope 23.2 0.0

, 1n=
dicating that selection of a complement for NP ‘environments is/a var-
iable one, with the option of selecting either an infinitival /br clausal
complement. This did not seem to be the case for decide, whe 4 almost

for

although all of the errors do occur with the NP environment.
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In conclusion, it does seem as thongh environment influences not
only the selection of a correct complement but also the selection of -
an incorrect complement. There was an overgeneralization of the infin-

- TABLE 20
POSSESSIVE PERCENTAGES OF RESPONSES

itive found. In addition, the restriction on complement selection by _ Type of Response _
certain verbs, such as decide and hope, tends to be learned Tate but Comrect  Inconrect  No/Other
the question of whether it is because the language learper is using . Verb . Response  Response Response
a variable rule instead of a categorica) rule warrants furhter inves- resent 20.9 18.6 60.5
tigation. ‘ enjoy 72.1 20.9 7.0
As with the Subcategonzation categories, an analysis was made prevint _ 4.7 0.0 °* 95.3
to determine what effect the particular verbs had.on the responses to be delighted at 88.4 7.0 4.6
for the syntactic ‘categorigs. In other words, given a specific syn- think about 5).2 39.5 9.3
tactic category, do subjects apply a rule frequently with one verb forget about ‘ 60.5 30.2 9.3
but not with another ? to be good 48.8 4.7 46.5
For To-Deletion, an examination of Table 19 shows that the verb = regret 76.7 14.0 9.3

s . »

with the highest percentage of incorrect responses was shoutd have ,
v(eg.. Item V.13: John should have Mary bake some bread). With regard to tense sequencing, the verbs which caused the greatest
difficulty were suggest, necommend, and insist. Of the verbs used in
TABLE 19 the test, these were the ones that required the use of the subjunctive.
TO-DELETION ﬁERCENTAGES OF RESPONSES From the examination of thg six syntactic categories and their
different’ environments. it does appear that certain environments caused

y

Type of Response

’ more difficulty than others. For Tense Sequencing, the verbs which
: Conrect Incorrect No/Othen . g - .
Verb Response  Response Response requ?red the subjunctive were more difficult while for the Possessive
difficulty was dependent upon or not the possessive was added to a noun
let 98.8 1.2 0.0 or a pronoun. For To-Defetion, “should have" proved to be the most dif-
hear 76.7 0.0 23.3 ficult environment. A possible explanation for this might be the fre-
see 88.4 3.5 8.1 quency that "should have" appears in texts. It does not seem to be as
make 94.2 5.8 0.0 common as the other verbs used. . \
should have 39.5 60.5 0.0 o

4.1.2 Longitudinal Data

This section investigates the development over time in the acqui-
sition of English sentential complementation by twenty-one of the forty-
three adult Finnish speakers. First, an investigation into the correct
use of ‘the subcategorization and syntactic categories across time is

For the use of the possessive with NP gerundive complements, shown
in Table 20, no one particular verb was reSponsible for the percentage
of incorrect responses for that category, .although both think about,
and fonget about had a fair number of incorrect responses given. To

explanation for this might lie in the fact that the NP to be,%:t in the
possessive form was a pronoun whereas in the other instance a.proper
noun was used (eg., "I was delighted at his comiﬁ." vs. "I resented 4.1.2.1 Analysis of Variance

BitL's winning the prize.") An analysis of variance was done in order to see if there were any
u

subcategorization or syntactic categories which students improved on
| 91

Finally, the degree of variability for individual subjects is determined.

made; then the improvement over time for the individual verbs is examined.
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TABLE 21
TENSE SEQUENCING PERCENTAGES OF RESPONSES @
TYpe of Response
) Comrect Incorrect  No/Othen o

Verb Response Response Response
expect ) - 9.0 11.0 73.0

promise ‘ 30.0 1.0 T 69.0

plan : 7.0 0.0 - 93.0

decide 51.0 1.0 48.0

hope 18.0 \ 5.0 77.0

think 68.0 8.0 24.0

notice - 24.0 1.0 75.0

resent 28.0 5.0 67.0

admit " 28.0 1.0 71.0

deny 5.0 3.0 92.0

demand 30.0 0.0 70.0

suggest 21.0 56.0 23.0
recommend 42.0  58.0 0.0

insist 65.0 35.0 0.0

significantly over the test period. The mean scores for each of the
subcategorization and syntactic categories on all three tests for the
twenty-one subjects are found in Figures 15 and 16. As can be seen,
most of the means for the subcategorization categories were high on
the first testing and remained so through _the second and third testings.
Exceptions are Poss-ing/That and Gerund/That structures, which had
relatively ldwer scores than the other subcategorization categories.
Of these two categories, only Gerund/That showed much improvement over
time; such improvement was significént at the .07 leve}. Means for the
syntactic categories were lower than for the subcategorization cate-
gories, with no categories undergoing significant improvement over
time. '

Besides grouping the verbs into their appropriate classes, an
analysis of variance for the three testings was computed for the in-
dividual verbs in order to determine if certain verbs ;hanged signif-
icantly over time. The data indicating improvement over time for each
verb are given in Figure 17. Four verbs changed significantly over
time. Demand dropped significantly (p <:05) on the second‘iesting

3

<

95

while expect dropped on the third testing (p<.05). Finish improved
over all three testings (p<.05) while qeny showed the greatest im-
provement between the first and second testing (p<.01).

Thus, for both the subcategorization and syntactic categories
and for most of the individual verbs there was little change over time.
This was probably due to the fact that most of these categories had
already been learned, as eyident in the high percentage of correct
jtems on all three testings. '
4.1.2.2 Correlations Among Categories For Each Testing

Besijdes an analysis of variance, a correlation of coeff{cients
was done on the nineteen Subcafegorization and syntactic catégories '
to determine if fluctuation in the scores for certaip categonies
corresponded with the fluctuation in scores of other categories. Thus,
the analysis is looking for instances in which students who drop down

. or raise on one testing for two categories also drop down or raise on

these categories during another testing. If such a correlatipn'existed,

that would be evidence that certain verbs are being acquired together.

The corre]ation coefficients were done for all the ‘test-categories

for each test time. If correlations exist between two"categories on

all three tests, this indicates that the two c§tegdries are related. .
On the first testing (see Table 22) we find a significant'corref

lation between That and Gerund/That; Poss-ing and PreptPoss-ing; Infin-,

NP/That with Gerund/That; and Ingin-END/That with Gerund/That and Foa-
To; and Ingin-NP with Possessive, Infin-NP/That and Raising. On the «
second testing (see Table 23), the correlations change’ "Here, That correlates
significantly with Ingin-NP/That, Gerund/That, and Tense Sequencing;
Poss-ing with Gerund, Prep+Gerund, Fon-To and negatively with Raising;
Gerund with Prep+Gerund and To-Deletion; Prep+Gerund with To-Deletion
and Foa-To; Poss-ing/That with To-Deletion; and Tense Sequencing with -1
Raising. On the third test (see Table 24) there are correlations be-
tween That and Infin-NP/That, Tense Sequencing: Poss-ing and Gerund
with Tndin-NP and Possessive; PrepPoss-ing and To Be-Defetion: Ingin-
NP/That and negatively with Tense Sequencing; Poss-ing/That with To-
Deletion; Genund/That with Foa-To and Tense Sequencing; To-velatign'
With Possessive; and finally, To Be-Deletion with Foa-To. .

In comparing the three testings, it can be seen that the corre-
lations changed over time. No two categories correlated on all three
tests. Only the correlation between That and Gerund/That remained the

~
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same from testing one to testing two. Ingin-NP/That correlated with
‘ Gerund/That in testings one and three but not two. Between the second
' and third testings, we find that four of the significant correlations
v remained the same from testing two to testing three: Poss-ing with
c“i Gerund, That with Ingin-NP/That and Tense Sequencing, Poss-ing/That
v , . with To-Deleiion. The first testing had six significant correlations;
a the second and third testings each had thirteen. But there were no
correlations which appeared on all three testings. Thus, it does not
appedr to be the case that the verbs are being acquired in groups.

Demand

.

4.1.2.3 Correlation of Rankings for the Three Testings
. Based on the group mean scores for the twenty-one subjects, rank-
ings for each test tiue,gor both the subcategorizatioq and syntactic
categories were made to compare how these rankings (determined cross-
sectjonally at each point in time) changed over time. In the Rosansky
study it was found that the rankings changed from test time to:test
time. The correlation of the rankings was done to see how the rankings
for the categories on all three testings compared. The rank orderings
- are given in Table 25 for the subcategorization categories and Table
26 for the syntactic categories. The Spearman rank correlation coef-
ficients are given in Table 27 for the subcategorization categories
and in Table 28 for the syntactic categories.

As can be seen from Tables 27 and 28, the rankings for both the
subcategorization and syntactic categories for all three testings
correlated significantly. Thus, the rankings did not change signif-
icantly over time. Thus, although there were changes in the rankings

* from test time to test time, these changes were not significant statis-
tically. For the subcategorization categories the greatest change in
the rankings occurred on the third testing. One change invoived the

. ' ' Gound category. After having been ranked tepth and ninth respectively

¢ on the first and second testings, it moved up to 4.5 on the third
testing. The g;herJEiange occurred with Infin-END and Infin-END/That.
On the first two testings, these two categories were among the easiest

"but on the third testing both categories dropped down to 7.5. For the
syntactic categories, there were no dramatic chénges in the rankings.
The rankings remained virtually the same.

_ ) A second analysis was done to see if the ranking based upon the

| . group mean scores would correlate significantly with a ranking based
o ) E} o upon the actual order of difficulty across time for individual subjects.
ERIC -
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CORRELATION OF COEFFICIENTS TESTING 3
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TABLE 25

CROSS-SECTIONALLY DERIVED RANKINGS FOR THREE TESTINGS
SUBCATEGORIZATION CATEGORIES

Categonies Test Time 1 Test Time -2
Infin-END/Gerund 2 2.5
Infin-NP/Gerund 2 . 2.5
Infin-END . 2 S—p5
Infin-END/That 4.5 2.5
Prep+Poss-ing 4.5 5.5
PreptGerund 6.5 8.5,
Infin-NP ., 6.5 8
Poss~-ing 8 7
That 9 6
Gerund 10 9
Infin-NP/That 11 10
Poss-ing/That 12 n
Gerund/That 13 12

TABLE 26

Tg-Deletion
Possessive
For-To

Raising

Test Time 1
Test Time 2
Test Tipe 3
Xp<.01

Categornies
To Be-Deletion

Tense Sequencing

SYNTACTIC CATEGORIES

Test Time 1 Tesi Time 2

1.5 1.5

« :
1.5 1.5
3 3
4.5 4
4.9 5
6 6

TABLE .27

Test Time 3

2
2
7.5
7.5
4.5
2
9
6
0
4.5
n
.1
13

CROSS-SECTIONALLY DERIVED RANKINGS FOR THREE TESTINGS

Test Time 3

1
2.5
2.5

SPEARMAN RANK COEFFICIENTS: RANK ORDERINGS
FOR SYNTACTIC CATEGORIES

Test Time 1
1.00

.94k
2%

Test Time

1.00
X

Test Time 3

1.00

o
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TABLE 28
SPEARMAN RANK COEFFICIENTS: RANK ORDERINGS

FOR SYNTACTIC CATEGORIES

Test Time 1 Test Time 2  Test Time 3
Test Time 1 1.00 . o -
Test Time 2 .99 % 1.00
Test Time 3 .94 x J96% 1.00

*p<.0l

Whereas the ranking based upon group mean scores is determined by the
percentage of correct responses, a ranking based on the order of dif-
ficulty across time is determined by the number of subjects who re-
ceived high scores for categories om all three testings, on the second
and third testing, and on the third testing only. Such a ranking is
thus based upon an implicational ordering. If a subject received a
score of 88 or above for a category, he was credited with having
mastered that category. Table 29 presents the number of subjects who
received scores of 88 or above for each of the six syntactic catego-
ries on the three testings. In order to determine a ranking, the numbers
of subjects for each category are weighted according to their occur-
rence. Thus, the numbers for each category under “"Test Times 1, 2, 3"
are multiplied by three since a score of 88 or above was received on
all three testings by the subjects. The numbers for each category under

“Test Times 2, 3" are multiplied by two since two testings were involved.

The weighted scgres are then summed for each category. A ranking is
then based upon the resultant sum for each category. (See Table 30.)
This ranking was then compared with the ranking based upon the group
mean scores for the twenty-one subjects. The Spearman rank coefficient
was .83, which is significant at the .05 level. Thus, the ranking based
upon the percentages of correct responses correlated significantly with
the ranking based upon an implicational ordering.

4.1.2.4 Group Versus Individual Rankings of Difficulty
An examination of the individual scores for each category reveals

that orderings derived for the group are not necessarily representative

of every individual subject. Scores for the individual subjects on the
subcategorization categories are presented graphically in Figure 18.
Scores for these same individual subjects on the syntactic categories

10z

TABLE 29

NUMBER OF SUBJECTS WHO RECEIVED SCORES OF 88

OR ABOVE ON TESTS ONE, TWO, THREE; ON TESTS
TWO AND THREE; AND ON TEST THREE ONLY

Test Times Test Times Test Time

1, 2, 3 2, 3 . 3
Syntactic -
Categorijes
To-Deletion 12 : 12 15
_For-To ° 3 - 7 9 12
To Be-Deletion’ 13 o 15 17
Possessive 3 1 13
Tense Sequencing 5 1 5
Raising 1 1 3
TABLE 30
WEIGHTED SCORES, THEIR SUM, AND THE
RESULTANT RANKING
Test Times Test Times Test Time Rank-
1, 2, 3 2, 2 3 Sum 4ng
Syntactic ’
Categories
To-Deletion 36 24 15 75 2
For-To 21 18 12 51 3
To Be-Deletion 39 . 30 17 86 1
Possessive 9 < 14 13 36 4
Tense Sequencing 15 2 5 22 5
Raising 3 2 3. 8 6

are presented graphically in Figure 19. For both sets of categories,
a comparison of the individual subjects reveals that there is a great
deal of variability for each individual subject with regard to thie
difficulty of various categories over time.
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"4.1.2.5 Correlation of Individual Rankings of Difficulty Across Time

122

From the graphs for the individual subjects it is apparent that
there is a great deal of variation from one subject to another. Even
for each individual there is a great deal of variation in the ranking ‘
order from one test time to the next. ! It is not the case that the
rankrngs are maintained over all three testings, as in the Dickerson
(1975) study, and that the learning process could be thought of as
a continuum.

In order to determine the amount of variation from one test time
to the next for each subject, an analysis yas done to see if the rank-
ings for each testing correlate significantly. Table 31 presents the
Spearman rank coefficients for each of the twenty-one subjects. Six
out of the twenty-one subjects had significant correlations for all
three testings. Three subjects had significant correlations between
testings one and two and two subjects had significant cbrre]ations
between testings two and three. For ten of the subjects, there were
no significant correlations for any of the three testings. Thus for
half of the subjects the rankings for each testing did not correlate
significantly with each other. For only about a third of the subjects
did the rankings for all three testings correlate significantly. As
found in 4.1.2.4, there seems to be variation in individual rﬂnkings
across time.

1
A cautionary comment is in order when examining the
individual graphs. It would appear that for certain cate-
gories there are dramatic leaps from one testing to the
next for an individual. In some cases, however, these dra-
matic leaps are due more to the limited number of items for
a certain category than to a drastic change in an individual's
-interlanguage. If there are two items in a category and an
individual gets both correct on the first testing but misses
one on the second testing, the percentage on the first testing
{ie., 100 %) drops drastically on the second testing (ie.,
50 %) This flaw in the test, however, does not invalidate
the Bo1nt being made: there is a great deal of variation for
.2 subject from one testing to the next. Even for categories
«in wh1ch there were nuperous items, there is variation ‘be-
tween testings.

TABLE 31.

SPEARMAN RANK COEFFICIENTS: RANK ORDERINGS ON
ALL THREE TESTINGS FOR EACH SUBJECT

vTest i
Times 1729 S /111 /111
Subjects ' ,
0l 54 .23 44
02. 91x 9]% 1.00%:%
03 ,96%X 91% .87 %
04 .94x L96 % K .90 %
05 ‘ WS4 .30 - .76
06 Y -.09 .30
07 S .94x 91% .86 %
a8 T 19 ,09
09 .99x¥ .76 .67
10 a7 .39 .76
no L. .99xx 1] 76
12 . .04 79 . . . .43
13 - .84 .37 13
14 ' .49 .90 ¥ .39
15 .51 .39 Y
16 .26 .16 L2
17 .66 .33 . .70
18 .94% .94 % ©1.00% %
19 .94% -.04 13
20 .03 .84x .30
2] ©1.00%x .84 x .84%

*p <.05 xxp <.0]

4.1.2.6 Consistency
The concept of internal consistency in the use of forms at a

51"919 point in time and over time by a language learner has become .

Crucial in second language acquisition research. Such consistency
indicates that the language learning process is not haphazard but
follows certain constraints. This section focuses on the patterns
found in the subjects' responses at one point in time and over time
in order to determine the degree of ccnsistency present.
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© ninety percent or less than ten percent of the time in an obligatory

.variants are environment-sensitive. Syntactic variants are also en-
1 o

124

One of the first articles to discuss the notion of\consistencyk
in second language acquisition was by Tarone et al. (1976). In this
article, the problem of accounting for inconsistency both at one point
in time and over time was discussed and a procedyre for analyzing such
inconsistency based upon Labov (1970) was presented. Their procedure
involved categorizing possible response types. In categorizing re-
sponses for one point in time, a response that was used more than

context was classified as systematic while a variant that occurred
between ten and ninety percent of the time in an obligatory context
was categorized as variable. Across time, if the responses on the two
testings were both systemat%c or both variable, they were categorized
as stable. If’on one testing the responses were systematic but on Qh?
other they were variable, the responses were termed as instable.
Instable patterns indicated either improvement or backsliding, .
The classification of responses as either systematic or variable
and as either stable or instable helps to show which linguistic items
in a language learner's system are permeable and which are-not. The
problem with the %%anghef‘al. (1976) procedure is that there is no
attempt to find out if the indivfdual'variability is systematic.
Tarone et al.suse of the term variability for the opposite of sys-
tematic is actually unfortunate. Socioljnguists such as Labov (1969,
1970) have shown that much variation is systematic and not random when
the environment is taken into consideration. Tarone et al. make ho -
attempt to determine whether the inconsistency found in the data is
random or environment-sensitive. The work by Dickerson (1975) on the
acquisition of second language phonology has shown that phonological

vironment-sensitive, as seen in Section 4.1.1.3, where complement
choice and complement errors were inf]uénced by whether the environmept
was NP or END. N :

In this section an analysis adapted from Tarone et al.'s procedurg
is first presented. As started above, such an analysis is useful because
it shows the number of people for whom the items are stable or instable.
Because this type of analysis does‘ngt take into account the influence
of -the environment on the consis}gnéé of items, an examination of the
responses of individual Subjeofé-Qggkresgnted to determine whether
responses were systematic at each test tjge. Table 32 presents the
eleven logically possible response patteris. The five items investi-

114
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gated were Infin-NP/That, Possi-ing/That, Geaund/That, Possessive, and
Tense Sequencing, These five items were among the most difficult for
the subjects and had numerous examples jncluded in the test. Response
patterns I, I1, and JII are examples of stability because there is no-
change over time. Response patterns IV through VII are examples of
improvement since the percentages increase more than ten percent be-
tween the second and third testings. Patterns VIII through XI are
examples of backsliding since there is a decrease of more than ten
percent between the second and third testings. '

eleven patterns for the three selected subcategorization categories.
Although not 311 response patterns are exhibited for each’ category,

no

for a category. Progress over time for each category varied from in-
dividual to individual, '

Response
Patltenn . Definition

7

X Consistency between first and second testings,

Table 34 presents the numbgr of subjects exhibiting each of the

one response pattern was exhibited by a majority of the subjects

TABLE 32 . o
LOGICALLY POSSIBLE RESPONSE PATTERNS OVER TIME

1 Perfect score on all three tests
11 Zero score on all three tests

I No change over time for scores above 0, % and
less than 100 % (difference<10 %)

v Gradual improvement over all three testings

v . Consistency between first and second testings,
with improvement on third testing

VI Improvement between first and second testings,
with leveling between second and third testings

Drop between first and second testings, with
improvement between second and third testings

~ Gradual decrease over all three testings

with decrease on third testing

X Drop between first and second testings, wifh
leveling between second and third testings’

XI Improvement between first and second testings,
with drop between second and third testings

The eleven response patterns given in Table 32 can be categorized
presented in Table 33. - -
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TABLE 33

i RESPONSE: PATTERN CATEGORIZATION

Stab.ility . Instabils
: Improvement.,  Backsliding
i : I v VIl
Response y
Patterns 1 v X
111 Vi1 X

VII XI

TABLE 34

NUMBER OF SUBJECTS REPRESENTING DIFFERENT RESPONSE PATTERNS
FOR THREE SUBCATEGORIZATION CATEGORIES

A , v Stability Instability
Impaovement Backsliding
Reasponse
J Pattenns 1 I1 111 W v vI VII VI IX X XI
! Categories:
Infin-NP/
That 22 0 313 1 1 5 2 1
} Total: 4 Total: 8 Total: 9
i Poss-ing/
That 72 0 00 43 0 3 2 0
) ‘ Total: 9 Total: 7 Total: 5
' Gerund/That 13 0 1236 0 0 0 5

For the three subcateéorizatidn categories, there were seventeen in-
stances of stability, twenty-seven cases of improvement, and nineteen
cases of backsliding. Although the response patterns indicating im-
provement had the highest number, stability and backsliding are clearly
present For Tn§in-NP/That and Poss-ing/That, no one single response
pattern was prevalent; for Gerund/That the response patterns indicating
improvement, especially VII, were highest in number.

In analyzing the individual responses over time for the syntactic
categories, individual differences were again found. The two syntactic

L categories examined were Possessive and Tense Sequencing. The number

of subjects exhibiting each of the various response patterns are in
! Table 35.
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TABLE 35
NUMBER OF SUBJECTS REPRESENTING DIFFERENT RESPONSE
PATTERNS FOR TWO SYNTACTIC CATEGORIES
Stability - Instability

Respopse Improvement Backstiding
Patienns 1 11 111 w v v vl VIIT 1X X XI
Categories:
Possessive 3 0 o0 4 4 2 2 0 4 1.1

’ " Total: 3 Total: 12 Total: 6
Tense o 4
Sequencing 0 3 0 1 22 2 3 5 1 1.3

Total: 3 Total: 8 Tetel: 10

For Possessive, there were only three' ipstances of stability but -
twelve instances of improvement and six instances of backsliding.

Tense Sequéncing had three instances of stability:aiso, eight instances
of 1mprovement and ten instances of backsliding. The responses for
possessive showed that there was more improvement over time than there
was for tense sequencing, which had almost an equal number of improve- .
ment and backsliding responses.

From Tabjes 34 and 35, it is evident that there is a great deal
bf instability among the subjects for the categories examined. More-
over, there is a great deal of diversity with regard to the'patterns
exhibited by the students. In other words, no one response pattern
had the majority of students exhibiting it on all the categories
examined.

Although not much stability was evident in the subjects' responses,
investigation did seem to indicate a certain amount of systematicity
for certain verbs by some of the subjects. The investigation .involved
examining cases in'which, when only one complement is correct, ‘there”
is exclusive use of one incorrect complement. In other words, the
subject uses only one complement type and does not use during the same
test time an incorrect complement for.one item and a correct one on
the next. Evidence of such consistent incorrect subcategorization would
confirm the notion of systematicity in interlanguage,

Two subjects exhibit evidence of systematicity with their prefe-
rence for certain complement types with génish. On the first and second
testings, both subjects consistently used infinitival complements with
finish, which allows only the gerundive complement. The clausal comple-
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TABLE 36
COMPLEMENT RESPONSES FOR FINISH FOR THE
THREE TESTINGS BY TWO SUBJECTS
Subject 15
Type of Complement
1tém Numben Testing | Testing 2 Teating 3
.9 | No Response xInfinitival Geyundive
V.9 xInfinitival xInfinitival Gerundive
V115 x Infinitival *Infinitival Gerundive
4 &
Subject 18
Type of Complement
1tem Numben Testing 1 Testing 2 Testing 3
1.9 xInfinjtival  xInfinitival - Gerundive
Iy.7 X Infinitival: xInfipjtival = Gerupdive
V1.5 *Infinitival No Respopse Gerundiye

X Incorrect Response

ment, an alternative incorrect response, was not used by ejther of the
subjects with any of the finish test items. (See Table 36.) Both Subject
15 and 18 used the incorrect infinitival complement with ginish for

all items on testings one and two. On testing three both subjécts used
the correct gerundive complement. One explanation is that this exclusive
use of the infinitival complement on testings one and two was not ac-
cidental but due to the subjects' having subcategorized the verb ginish
as taking an incorrect infinitival complement instead of a correct
gerundive complement. With other subjects who did not select the correct
response, both infinitival and gerundive comglemem:s were used.

For Subjects 09, 16, and 21 (see Table 37) there were.instances
where at one test time both the correct and incorrect complement type
was used. For Subjects 09 and 16, the incorrect and correct forms were
both used at test time one; on test time two and three only the correct
form was used. For Subject 21, the incorrect form was used exclusively
on testings one and two; on testing three both the correct and incorrect
forms were used.

With Subject 17 and the verb enjoy (see Table 38), it would seem
that this consistency is perhaps environment-sensitive. Enjoy allows
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Subject 09

Item Numbenr

1.9
.7
VI.15 «

Subject 16

1tem Numben

1.9
.7
V.15

Subject 21

> Ltem Number
1.9

v.7
VI.15

TABLE 37

COMPLEMENT RESPONSES FOR FINISH FOR THE

THREE TESTINGS

. - Teating 1
Gerundive

XInfinitival
‘KInfinitival

Tu_x;i.ng T

KInfinitival
Gerundive
XInfinitival

Tuti.nq 1
Other
Response -

xInfinitival
*Infinitival

X Incorrect Response

BY THREE SUBJECTS

Type of Complement
Testing &
Gerundive
Gerundive
Gerundive

Type of Complement
Testing ¢

Gerundive
Gerundive
Gerundive

o

Type o{CompF.mnewt
Testing
Other
Response

X Infinitival
XInfinitival

w

Testing 3
Gerundive
Gerundive
Gerundive

© Teating 3
Gerundive
Gerundive
Gerundive

@

Testing 3

AInfinitival
KInfinitival
Gerundive

only the gerundive complement. On the first and third testings, the
correct gerundive complement was used; on the second testing the

’gerundivem complement was used with the NP-environment items but the
incorrect infinitival complement was used with the END-environment
items. Although an infinitive is in the stimulus sentence for item
1.8, in item V.19 there is no infinitive stimulus. Thus, the use of
the infinitive with items 1.8 and V.19 does not appear to be simply
due to interference. Thus, for the NP-environment items (ie., 11.13

and I111.3) there is evidence of stability and systematicity; in other
words, both across time and at one time the correct gerundive comple-
ment was used exclusively. For END-environment items (ié., 1.8 and
V.19), however, there is no stability since the gerundive was not
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. TABLE 38 >
COMPLEVENT RESPONSES FOR ENJOY FOR THE TABLE 39 '
EE :
REE TESTINGS BY SUBJECT 12 COMPLEMENT RESPONSES FOR ADMIT FOR THE
Type of Complement THREE Tgsnm;s BY- SUBJECT 11
Envd ent Tiem Numbern  Testing 1 Testing { , e ; :
nocaonm um esting esting 2 Testing 3 Type of Ttem . - Tope of Comptement K
END . L8 Gerundive ¥Infinitival Gerundive Stimutug Number Testing 1 =~ Tedting 2. Testing 3 |
V.19 Gerundive xInfinitival Gerundive Translatian . L7 Clausal “xInfinitival *Infinitival -
- Non-translation V.10 - Clausal xInfinitival Gerundive =~
TN 1.3 Gerundive  Gerundive Gerundive Non-translation VI.14  Clausal - xInfinitival _Gerundive .
I1].3 Gerundive Gerupdive Gerundiye ' ¢

*Incorrect Response

i

% Incorrect Response

form) appear with language learners. 1& also needs to be determined
if a subject accepts an incorrect form as.correct although he exclu- .
sively uses the correct form and vice versa--will the student'accept:
" as coprect an incorrect form although hexexlusively uses. the correct
form. It is interesting to note that when there is the choice of two
incorrect” complements, the infinitive complement is preferred.’ This
corresponds to the overgeneralization of the inf]nitive d1s¢ussed
previously. . . y .

&
used on all three testings for these items but there does seem to be

systematicity since when the incorrect complement item was used, it

was used exclusively at that test time.
J There is, however, an, example which tends to indicate that inter-
‘ ference can play a role. Table 39 gives Subject 11's responses on the .
three testings for admit, a verb which allows both the clausal and
: gerundive complements. Item I.7 was a translation task with the stimulus
i sentence containing an infinitive. On the first testing, Subject 11
% consistently used the correct clausal complement with admit while on
the second testing, the incorrect infinitival complement was used with
all three items. On testing three the correct gerundive complemeng was
used on the two non-translation items while with the transiation item
the incorrect infinitival complement was still used.
The data presented in Tables 36-39 tend to indicate that there is
some degree of systematicity on the part of the subjects in selecting
complemenfs. With Subjects 09, 15, 18, and 21 consistent use of the
incorrect form occurred before the consistent use of the correct form;
for Subject 17 there was consistent use of the correct form, then
backsliding where both the correct and incorrect forms were used, and
then consistent use of the correct form. With admit, which allows two
types of complements, Subject 11 exclosively used one correct comple-
ment on the first testing, then used only the 1ncorrect ‘form on the
| second testing, and on the.third testing used both the correct and
incorrect forms. More research needs to be undertaken in order to see
‘ how frequently these patterns (ie., exclusive use of incorrect form--
‘ variable use of incorrect and correct form--exclusive use of correct

) 4.2 Comprehension h ’ :
In this section the resylts of the comprehension section of the
test are examined. It should be borne in mind that this was a very
small part of the complementation test and that there was only one
item for each category. There were four palrs of ltems (see Table
40 below).
The distinction between eady and eager was described in 3 S.¢c.
Easy/Eager sentences have identical surface structures but are said
to be generated byWering deep structures. With eager, the surface
structure subject is the deep structure subject. in other.words, John
is the doer of the pleasing. With easy, howeVer. the surface structure
" subject Mary is not the agent but the receiver of the action of pleasing.
Although Mary appears in the surface 3s the subject, it is actually .
the object and in the deep structire is designatedxas such.
) Promise and ask were also discussed in 3.3.2 since they also
inyolve this distinction between surface structure and deep structure.
In sentences with ask, the surface structure subject is not the agent
of the”complement verb. For example, in a sentence 1jke “Mary asked

Bi1l to Jeave", BLEL is the one who is to leave. With promise, however,

Y

. -
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. : -TABLE 40 -

! | - | COMPREHENSION CATEGORY ITEMS 421 Gross-Sectioral Data o
Table 41 provides the percentages of corre{;t responses for ‘the

four sets of items for forty-two subjects. Ask and fonget+INFIN were

.o

Categony 1tems N Ttem Nunber ] the easiest items, followed by eazsy. Eager ranked fourth, followed °
Easy/Eagen : ‘ . by stoptING and stop+INFIN respectively. The most difficult items were
John is eager tq pjease. Vi ¥ | promise and foxget+ING, With regard to the difference in difficulty
c Mary is easy to please. Vg between two items of a set, there was not much difference between the
: , Aok Promise. o K 1‘ ¢ scores of easy and eager. For ask/promise, promise receiAvedione of the
% lowest scores while ask received one of the highest, indicating that
Mary asked BiTl to leave. VII.2 g there was a great difference in ease between these two items. Stop+ING ,
Jane promised Sam to come. VIL.5 did not differ greatly in difficulty from stop+INFIN although the: iatter i

Fonget+INFIN/Fonget+ING ) ) ) ] vas the more difficult of the two. For the two forms of forget, the

. : INFIN form was one of the easiest while the ING form was .one of the
| ) . John forgot to tell Mary about : S !

the accident. , - VIL.4 1 hardest.

1 John forgot tel}ing dJane about ‘ : ' o .

]‘fL . the robbery. VIL.8 * - | TABLE 41 -

" Stop+ING/Stop+INFIN o ) ‘ P£RCENTAGE OF CORRECT RESPONSES FOR THE EIGHT

A . ‘ 3 ’ COMPREHENSION ITEMS

:’* Bi11 stopped to talk. - VIL7 ‘ .

1 : Bi11 stopped smoking. VII.3 o e o ; Colmect A Ltem

It" ’ V ‘ ] o 9N Easy

il the surface structure subject is also the subject of the complement T . g8 Eager . ?
i verb. In a sentence like Mury promised Bill Zo Leave, Mary is the one ! - 98 Ask , o

1‘ who must leave; Bifl is the recipient of the promise. ) o 52 Promise !

? With forget and stop, the type of complement used causes a dif- e ’ 74 o Stop+ING
b ! ference in meaning. When an infinitive follows forget, the action of : 60 Stop+INFIN N

! the complement verb is not completed because of the forgetting. When ‘. g FofgetHNFIN

' a gerundive follows {onget; however, the action of the complement verb ’ ' , 50 Forget+ING

‘ has been completed and then is forgotten. For sentences with stop, the | : : o
f \ infinitive form indicates that the activity of the complement verb was j ’ The ordering of difficulty for these comprehension items, based
. terminated in order to do sométhing else while the use of the gerundive on the Bart and Krus theoretic ordering method, is given in Table 42,
" indicates that the activity of the complement verb was terminated. It | With the results being presented in chait from in Figures 20 and 21.
- is hypothesized that fonget+ING and stop+INFIN will be more difficult | I The ordering for the pairs is'as expected for ask/promise and forget+
' than their counterparts since it is believed that the meaning of the 1 . INFIN/fonget+ING. There was no rankmg between s20p+ING and utopﬂNFzN

verb will be interpreted as referring to the complement verb. In other ' _ and between easy and eager.

1 words, if sfop is used, the éasier interpretation is that the activity
? of the complement verb has been stopped. If fonget is used, it is easier
J to assume that the agent has forgotten to undertake the action of the

complement verb. : . B , o N
e ‘)~
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[ stop+ING
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[ " Fig. 20. Acqu151tion Hierarchy tor Comprehension Items
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B i : Fig. 21. Difficulty Tree for Comprehension Items
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| The results based-upon the percentages of correct responses (ie.,
{” Table 41) and upon the Bart and Krus theoretic ordermg method (ie.,
H Figures 20 and 21) seem to correlate. In both analyses, ask, easy,

| eager and forget+ING were found to be more difficult than stop+ING,
s2op+INFIN, promise, and forget+INFIN. These results, however, do not

seem to correspond to the results found by Andersor (1976). In the
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L to those found by d’Anglejan and Tucker (1975). They found that,easy
structures had the highest proportion of errors, followed by ask and
promise respectively.

N
: 'l Anderson study it was found that easy constryctions (Tough Movesxerlt) ! o o @ o
Co were easier than eagea constructions (]lt-SuBstitution) and that both - ‘
L ; of these constructions were more difficult than ask constructions. o 2 S o2 2
: Promise and ask sentences were found to be equal in difficulty. In the 2 = - <+
! } present study there was no ordering between easy and eager but there §‘ : 2 : : :
; was an ordering between promise and ask. Thus, the two studies yielded > T N o <
} ) different results. Nor do the results in the present study correspond §

a9

4.2.2 Longitudinal Data y

Figure 22 shows the improvement over time for each of the eight
comprehension items. Promise, 32op+INFIN, and forget+ING demonstrated
substantial improvement between the second and third testings. The other
. categories remained the same over all three .testings, except. for eager, -
(& S
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Forget+ING

Stop+ING
Stop+INFIN

. Forget+INFIN
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\ TABLE 43 °
CROSS-SECTIONALLY DERIVED RANKING
Categornies Test Time 1 Test Time 2~ Test Time 3
Eager 4.3 . 3 5 N \
Easy 3 3 2.5
Ask ] 1 ' L
;Promise l 7.5 o 6.5 g
Stop+ING .5 5 4
Stop+INFIN -6 6.5 7 I
Forget+INFIN °2 .3 2.5
Forget+ING 7.5 8" 7
TABLE 44

SPEARMAN RANK COEFFICIENTS

Test Time 1 Test Time 2 Test Time 3
Test Tine 1" 1.00 ’ , ,
Test Time 2 .92 % 1.00
Test Time 3 .94% .90 1.00

xp<.0l ) i !

which rose slightly on the second testing but fell on the third testing.

Table 43 presents the rankings of the comprehension items on all
three testings..The rankings do not change significantly over time.
The Spearman Rank Coefficients were signif}cant at the .01 level for
all the tests, as evidenced in Table 44. '

Whereas with the production items, the individual percentages of
correctness for the different items were charted for the comprehension
on items an implicational scale was used. This was done since there was
only one example of each comprehension item. Figure 23 presents a break-
down of the subjects' responses over time. There are freguent cases of
backsliding between testings. Moreover.‘there is’ diversity among the
subjects with regard to which catqgorieé'tan~be comprehended correctly
before oghers and their diff&gulty over time. For example, whereas

!
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Subects 09, 10, and 12 got the items with sop+INFIN, promise, and
, forget+ING wrong on the first testing, on the second testing Subject
,09 had trouble only with fonget+ING. Subject 10, on the other hand,
had problems with promise only; and both promise and fonget+ING caused
| : : ] problems for Subject 12. On the third testing all three subjects had
| 5 g % g . i -the categories correct. v « - i o
; '-:. 2 2 E 5 I 4 s
| PRI S Py g R In sumary, the results from the comprehension section of the
o otee 3 5 FREZEE MMM PRI P test showed that ask, forget+INFIN, easy and eager were easier than
} T N I AR SR S T U A R promise, forget+ING, stop+ING, and sLop+INFIN, There were orderings »
) : Ll L v e e ; i N R ::tt::e“ t:: Pﬁrs ask/promise and fonget+ING/ ﬁoagétfmFlN but rlione
.+ + + + + + . L4 . & (4 » - an 4 § L . “
L A O S M D SN S A tudy di g "mG/A‘_t"p’mF IN and easy/eagen. The orderings in the present
e e e e S study d d not seem ';to correlate with those in either the Anderson
R I R IR IR RIS (1976) study or the' d'Anglejan and Tucker (1975) study. The difficulty
R A IR SRS I B SR SRR rankings remained the same on all three testings but three of the four
' (R e T most difficult items did show an increase in the & cor | :
s M A N R 1 ¢ & 4+ s € e ti A percentage correct over
. g P Y T T 4 § + : + : : PR . :l:" ds with therproduction data, thcre seemed to be a great deal of ’
M O I . . - - ndividual diversity in which items’ eal ¢
O T T TR T R P A " remained difficu v
0¢ g P : - : : 16 % : : : : E : . the SUbJeCtS. cult OV_Ier ‘t'lme fﬂl"
91 1 + + . ¢ & + - + 17 1 + s & & o+ b =0 v
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- | CHAPTER 5
DISCUSSION AND CONCLUSION

o The questions under investigation in this study were:

(1) What is the hierarchy of difficulty for the acquisition of
English sentential complementation by adult speakers of
Finnish? ' ,

{2) How does the jnvariant ordering for the adult Finnish speakers
compare with other language groups learning English sentential
complementation? _

[

3 (3) Do the individua] longitudinal orderings correspond yith the
the cross-sectional hierarchy of difficulty?

& : (4) For each subject do the orderings change significantly from
A one time to the next? ) .

(5) What is the degree of diversity from one subject to another
with regard to the longitudinal orderipgs?

t

(6) Can the acquisition process of complementation be seen as 3
continuum over time?

Q

In this section, the answers to these ﬁuestions will be discussed based
upon the data obtained in the study.

i 5.1 What is the Hierarchy of Difficulty for the Acquisition
i . of English Sentential Complementation by Adult Speakers of Finnish?

N : Using the Bart and Krus theoretical ordering technique, a hierarchy
of difficulty was established for the subcategorization and syntactic ‘
[ categories. In§in-END, Ingin-END/Gerund, and Infin-NP/Gerund were found
to be the easiest subcategorization categories; the hardest subcate-

gorization categories were Ingin-NP/That and Gerund/That. With regard
to the syntactic categories, the easiest categories were To-Deletion,
- To Be-Defetion, and Foa-To; Tense Sequencing and Raiaing were the

hardest categories. Moreover, it wés found that the environment--NP
or END--influenced the difficulty of the complement selection for somé
verbs, with the NP environment being more difficult. There was an over-
generalization of the infinitive, which was also found by Anderson
(1976)'in her study. Unfortunately, there were too few items to gxanﬁne
in order to determine whether or not transference was a factor in the

o ‘ present study. E;{J

‘Infin-NP and That ’
That and Prep+Geyund

4

5.2 How Does the Invariant Ordering for the Adult Finnish Speakers
Compare with Other Language Groups Learning English Sentential
Complementation?

" The present study had six subgategorization categories in common
with Anderson. In comparing the orderings in this study with those of
Anderson, it.was found that there were six instances of agreement, and
pine jnstances of -an ardering in the Anderson study but no corresponding . .
ordering in the present study. There was one instance in which neither
study had an opdering for twp categories. There were no instances of
an grdering being foud jn oné study and the reyersefordering being »
found in the other study. It is significant that there were no instances
of reverse arderings in the two studies. This would seem to indicate
that there is some similarity between the two language groups in the
acquisition of complement structures. If the processes were different,
there should have been reverse orderings. A e
" In trying tp account for the six instances of agreement and the
nine instances of no agreement, a possibje explanation might be that
the éétegories'invqlvéd in the no agreements are those categoriés‘in
which one set of verbs was used in the present study and another set
was used in the Anderson study since it.was found in the present study
that not al] the verbs within a category are of equal difficulty. Below
in Figure 24 are the categories involved in the six instances of agree-"
ment and the nine instances of no agreement. Of the six instances of
agreement, four involved the Infin-END category. Hith/regard to the
no agreement iﬁstanpes, four involved the Poss-ing category. Figure
23 presents an analysis of the verbs used ip both studies for each
category. ‘ : '

No Agreement

Infin-END and That
Poss-ing and Infin-NP

Agheement
Infin-END and Gerund
Infin-END and Poss-ing
Infin-END gnd-Prep+Gerund
Infin-END and Infin-NP

Poss-ing and That
Poss~ing and Gerund
Poss~ing and Prep+Gerund
" Prep+Gerund and Infin-NP
Prep+Gerund and Gerund ‘*;
" Gerund and That
Gerund and Infin-NP

l

Fig. 24. Category Pairs Involved in Instances of Agreement .
and No Agreement Between Present Study and Anderson (1976) '
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As can be seen in Figure 25, it is not always the case that for
instances of agreement, the verbs used in the category pairs were the
same in both tegts while for the no agreement cases different verbs
were used in both studies. There were cases in which the categorie:e,
involved in no agreement lnstances hdd different verbs in each Study.
Four of the no agreement cases involved Posa-ing, which had no verbs
in common between the two tests while three of the. no agreement cases
involved Prep-Geaund, which had only one verb in common out of ten used
on both tests. Genund, on the other hand, which was involved in four
instances of no agreement and one agreement, contajned the same verbs
in both tests. And Infin-END, which was involved in four cases of agree-
ment, contained four more verbs ifi the Anderson study than in the present
study. ‘ '

It does not appear to be the case that the differences found be- -
tween the two tests stem from the use of different verbs in the cate-
gories in common. Although some of the cases involved in the-no agree-
ments used different sets of verbs, so did one of the categories in-
volved in quite a few instances of agreement. The reasons for the dif- -
ferences in the orderings for the studies mugt 1ie elsewhere. Another
factor contributing to this difference in the results might be related
to the type of tests used in each study. Anderson's test consisted of
multiple choice and translation items only whereas the present study
included five different tasks in addition to the translation task.
Krashen (1977) contends that the type of elicitation task influences
the results.

In oxder to account for differences in adult second language
performance, Krashen has introduced the concept of a Monitor Model .

The existence of the Monitor was first suggested by Labov (1970), who
noted that under certain conditions (when the speaker is tired, dis-
tracted, angry, etc.) earlier acquired dialects become evident in speech
production. The maintenance of.prestige forms learned later in life is
done through conscious audio-monitoring. Krashen suggests that a similar
principle applies to a second language performance. The Monitor Mode
is illustrated by the diagrim below:

learning (the Monitor)

acquisition v » output
(a creative construction process)

13%

}

subcategorization
categoriss

That AR COMMON3
R
K . OTRER:

K

Infin~END IN COMMON:
OTHER:

Infin-Np TN COMMON:
(‘r;lllll

Gerund IN COMHONI
OTUER:

'

rosa-ing IN COMMON:

OTUER:

Prep+Gerund IN COMMON:
OTNER:
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Flg 25, List of Verbs Used in Six Categonzatwn Categories

_in the Present Study and in Anderson (1976)
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Speech production (ie., "output") is the result of "acquisition”. Krashen

believes _that “acquisition" involves subconscious processes; "learning*,

on the other hand, involves conscious processes. Thus, Krashen makes a

distinction between operating by “rule" (ie., learning) and operating

by "feel” (ie., acquisition). Under certain conditions, the consciously

learned system can monitor and change the shape of the subconsciously

acquired system before it is spoken. The model thus predicts that the

nature of second language performance errors will depend on whether or

- not monitoring is in operation. Errors resulting from monitoring will

be more idiosyncratic since they will reflect each learner's conscious

menta] representation of linguistic regularities in the target language.
Krashen cites as evidence the fact that in the experimental data i

" on morpheme acquisition only those situations in which monitoring appears ‘

to be most difficult yield a consistent difficulty order. For example,

'Bailey, Madden, and Krashen (1974) found a difficulty order similar to ';t

that found by Dulay and Burt (1973). Both 'studies used the Bilingpal
Syntax Measure, which consists of a set of cartoons and an accomppmnng
set of questions. The Bilingual Syntax Measure i§ designed to elicit

natural speech. The first language of the subjects did not seem to P

affect the results; Spanish and non-Spani§hfspeakefs‘performed almost
identically. '

Larsen-Freemag,(1975) also used the Bilingual Syntax Measure for
adult ESL learners. The difficulty order that she obtained was almost
identical to that found in Bailey et al. (1974) and was not signifi-
cantly different from that found in children acquiring English as a
second language. On four other tests that she administered, however,
there was less agreement among different first language groups and .
the orderings produced by the different tasks were not identical.
These gther four tasks did not involve natural communication, as did
the Blllngual Syntax Measure, but focused on artifical problem-solv1n9
These results could “imply that this non-llnguistlc problem-so]ving
ability is not necessarily utilized in natural conversation or in the
performance of tasks such as the Bilingual Syntax Measure.

Thus, one reason for the differences in the orderings found by
Anderson and in the present study may be due to the fact that both
tests involved tasks that were controlled, and, as a reéult, there
was monitoring required of the subjects. According to Krashen's Manitor
Model, consistent difficulty order is produced with tests in which the
monitoring is most difficult, such as in natural communication. Since

@

3
both tests }equired monitoring, the orderings thus differed.

A possible explanation for the fact that the Anderson siudy had

more sequential orderings than the present Study is the differences

in the subjects' proficiency levels. The Anderson stidy included sub-
Jects of all proficiency leveISr-beginning, intermediaté; and advanced
--whereas the subjects in the present study were all advanced students
of English. It is- possible - that many orderlngs were not evident in the
present study becaUSe they occur with less-advanced English students.

5.3, Do the Individual Longltudlna] Orderings COrres nd with
the Cross-sectional Hierarchy of Difficulty? ho

The cross-sectional hierarchy of difficulty was detemmed by
the Bart and Krus theoretic ordering method. Given the structure of

“this ranking wethod, the prerequisite relat1onsh1ps determined-by the

method will parallel the individual rvankings at one test time in the
longitudlnal data. This is because’ the theoretic method ordering method
is based: upon cajculating the number of disconfirmatory responses for -
each item and comparing. the percentage of dlsconflrmatory responses

for one item with that of another ‘item. If there are dlsc0nf1rmatory
responses for one item but not for another, the second item is consid-

" ered to be prerequ151te to the first item. Thus, in comparing the

cross-sectionally. derived ranking based on the Bart and Krus method .~
with the individual rankings of the first time, the two will correspond *
since the theoretic ordering method counts instances in which all the

‘ subjects had difficulty with one item but not another. It is possible

to find one or two students who do not mirror the group ranking because’

a‘tolerance level of five percent was allowed in conSIderatlon of =~

extrallngUIStlc factors, such as fatigue, misreading of questlons, etc.
There is a weakness with the determination of prereqUISlte rela-

tionships using the Bart and Krus theoretic orderlng nethod. According

to the method, item pairs are in a prerequisite order if there is a

0.0 in the matrix, as in-the example given in Figure 26. In this example,

’

That - Infin-END

That ———- 279
Infin-END . 0.0 ——

Fig. 26. Matrix of Disconfirmatory Responsés: ]_2353
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Ingin-END 1s a prerequisite to That because a Q.0 appeared in the )
matrix under That for Indin-END. The percentage of disconfirmatory
responses for the ordering That before lnﬂi._n-!;'_Nv is moderately high
(ie., 27.9). The problem that can arise with such a procedure becomes
apparent when both of these percentages in the disconfirmatory response
matrix are taken into consideration. When one of the pe.rcentages is

0.0 and the other is high, the percentages are strong indicators of

a prerequisite relatli’onslgp, If, however, both percgntages are low,

y come less conclusive. p
e r:’:li‘:t:r::le':becoms apparent in the analysis of the comprehension .
items on the complementation test. There are eight comprehension itens,
with one item for each comprehension category: A tolerance level‘ of ‘
five"percent is allowed because of éxtralinguistic féctors. One order ng
that proves problematic involves that of forget fINFIN and ask. The ,
disconfirmatory responses for the ordering of forget+INFIN bet_’ore a .
is below Five percent. The problem is that the disconfirmatory rgspo:!
for the ordering of ask before forget+INFIN is also below fiv: per:: .
Thus, the ordering of forget+INFIN befove'aAh is confirmed and so
of ask before fonget+INFIN.
tt:e o;dj,::l??ar problem arises with the catego;iisfea,szo:;itﬁ:g::o;:l‘::
' es are 2.4 for
- d::‘;o;f;r::?z,s;e;:z:: ﬁ:ZE::HN. According to the amalysis
?):zgedure, easy w;)uld be considered a prerequisite toiﬂofzgi:f::z:f:;nq
The problem is that the percentage used_in collaborat ng -
--9,5--is very low. Positing easy before

o doge s Wy few of the subjects did
forget+INFIN is thus based on wha§ or.nly a  brem 15 tdent
(in this case, what three subjects did). This same

ing of ast
in the ordering of §onget+INFIN and eager and in the ordering

a"d ea |'ed th e p .
Qel'-t 0tlle' illStallces OI th'iS occu wi tll lOdUCtiOII i!eﬂ‘

One possible way to rectify ‘this type of proble Y o) but
tolerance levels not only for category X over catt:':::rzords’ o the
also for category Y over category X (X<Y). Ino o st b8 sbone

below five, the X<Y percen A
X>Y percentage must be
twenty or thirty. o8

An alternative method is proposed by Anderse: (,.etk);.

a revised version of the Bart and Krus Ordering-Theo

; acy Order.
. ividual Fit to Group Accur )
the quantitative Test for Individua es of implicational matrices: 3

d a variable 1mplic§tional matein.

who pre;en'J
Method called

Andersen's mpdel consists of: two typ
quantitative implicational matrix an
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. The quantitative implicational matrix comprises two percentages. for
each pair of categories (X/Y). One percentage is of éubjects for whom
the score for category X is equal to or larger than the score for
category Y (ie., ¥X>Y). The other percenta
the score for citegory X is larger than the
% >Y). In other words, identical scores are
when calculating the second percentage, .

Based upon the %X>Y scores, a variable impLic%tioQal matrix is
derived. In a variable implicational matrix, each of the ¥X>Y scores
is replaced by one of the following: 1, 0, or X. "1" §s ysed whien ‘the
percentage of subjects with the order X>Y {s significantTy greater .
than chance and "0" is used when the percentage is s}ﬁnificahtly Tower
than chance. "X" is used when the pgrcenlAuQ:_n;t}ignificant (ie.,

 whén there are roughly equal numbers of subjec ~With each order).

Sighificance is determined by the chi-square test.

One way to compare Andersen’n Quantitative Test ‘forv Individual '

Fit to the Group Accuracy Order with the Bart and Krus Ordering-Theoretic

Method is.to apply it to data in the present study. Table 45 presents

the results when the comprehension data are anal
Andersen method.

ge is of students for whom
score for category Y (ie.,
-omitted from consideration. .

yzed according to the

As stated earlier, several problems arise when the comprehension
data are analyzed according to the Bart and Krus Ordering-Theoretic
Method, especially with the forget+INFIN/ask categories. The results
in Table 45 reveal that the Andersen method cannot establish a pre-
requisite relationship between these two categories. This is bacause
there are not enough X>Y/X <y respt'mses to do a chi-square test. In
doing a chi-square test, the expected frequency must not be Tess than
five. In order to meet this condition, there must be at least ten
X>Y/X<Y responses. For the forget+INFIN/ask categories, there is
only one X>Y response and one X<Y response, resulting in the total
number of X>Y/X<Y responses being Tess than ten.

Thus, according to
the Andersen proc;eduré,

“significance cannot be éstablished. For the

_ Same reason, Andersen’s method also indicates that it s not 'possible
to establish an ordering between forget+INFIN and easy,

The lack of a mininum number of X>¥/X<Y responses is also the
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Test of hypothesis X>Y

Forget+ING

Top score for X=Y

ble

variation (chi-square) )
)-( : Ikiaong:c‘cnfimtion/cqnﬂmtwn possi

0 = Disconfirmation of order
1 = Confirmation of order

SR

[

expected frequency is less than-5.

= s Random variation (by chi-square test)

:; «s= Chi-square test not applicable because

Bottom $core for X>Y

. two disconfirmatory respon

- when there are at least seyenteen X<y responses.
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reason for the ask/stop+ING prerequisite relationship in Table 42 not
being confirmed in Table 45. Even though there are eight x>'v responses
and no X<Y responses, the total number of X>Y/X <Y responses is less
than ten. As a result, significance
square test, : . _

One difference, therefore, between the Bart afd Krus method and
the Andersen method is that the method proposed by ‘Andersen prevents
orderings based upon a limited number of response

method has no' such restriction: it establishes a prerequisite relation-
. shig if there are two X>Y responses, {2742 yields 4.8 percent, which

is below the tolerance level) and at least three X<Y responses (3/42
yields 7.1 percents, which is above the tolerance level). thus, the
Bart and Krus method establishes a prerequisite relaii‘ionship on the
basis of only five responses. ‘As suggested _earlier, one way to prevent
this is to set'a tolerance level for the diconfirmatory X<V responses.
A tolerance level of more than twenty-three percent for the X<y re- °

sponses would ensure that there are a total of at lTeast tep X>v¥/X<y

rédpores, | |
There is another difference betvqéen ‘the two methods.
requisite relationships indicated by the Andersen method a
- tablished by the Bart and Krus method: eager before promise, eager .
before 4£optINFIN, easy before stop+INFIN, promise before AtopsING, -
410p+ING before stoptINFIN, atop+ING before forget+ING, and fongets
INFIN before 4top+ING, Thus, another difference between the two methods
is that the Andersen method establishes more prérequisi te relationships -
“than the Bart and Krus method. The reason for this is that the Andersen .
method allows. more disconfirmatory responses, For example, with the
categories eager (X) and promise (Y) there are nineteen X = ¥ yesponses,
nin€teen X>Y responses, and four X<Y responses. The Bart and Krus
method does not establish an ordering because it allows no more than
ses: three disconfirmatory responses would
yield a percentage above the tolerance leve] . The Andersen method, on
the other hand, tolerates six disconfirmatory responses, Six dis-
Confirmtory X>¥ responses yield a significant chi-square valie
Thus, although
the Andersen method sets up more prerequisite relationships by

allowing more disconfirmatory responses; it does so only when there
are witimm numer bf X>v/X<y responses; , S

cannot be determined. by the chi-
Ay

»

K

Seven pre-
re not es- - -

s. The Barta'and Krus c

-
w
o

,.
T ot e s -
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Changing the tolerance levels in the Bart and Krus method will not
yiefd results more similar to those of Andersen. In order to establish
the seven additional orderings indicated by Andersen, a tolerance level
of less than twelve percent must be set for the X>Y responses since

. the disconfirmatory responses for these seven additional orderings
established by Andersen ranged from 2.4 to 11.9 percent. The discon-

a minimum number of X»Y/X<Y responses.

In sum, a comparison of the Bart and Krus Ordering-Theoretic
Method with the Andersen Quantitative Test for Individual Fit to Graup
1. Accurach Order reveals that the methods’differ in two ways. The Bart

firmétory responses for the X<Y responses ranged from 21.4 to 45.2
percent; therefore, a tolerance level of more than twenty-one percent
is needed for the X<Y responses. By setting up these tolerance levels,
the Bart and Krus method would establish these seven additional or-
derings, but it would also establish an ordering not indicated by
Andérsen: easy before AtopHNg.‘ The percentage of disconfirmatory
X=-Y responses is 9.5 while the percenpage for the disconfi@tory
X<Y responses is 21.4. Both percentages fall within the tolerance
levels. According to the Andersen method, the responses ar.'e variable.
' The easy before stop+ING ordering illustrates the main difference
between the two methods. Easy before stop+ING has a disconfirmatory
X>Y—response percentage of 9.5. Eager before Atﬂp*INF”{ also has a

disconfirmatory percentage of 9.5 for the X=>Y responses, but :t;:: i
ordering is significant according to the Andersen method. Th;,q r:v:e ce
is that eaguléi):opdNFlN disconfirmatory pelrcentage for ;hemwt -
sponses is 42.9 while for easy/stop+ING it is 21.4. In the A
Krus method, the number of X>Y and X<Y responses is compare i
the tofal number of responses (X = Y/X>Y/X<Y). The Anderms;n !
compares the number of X -Y and X<Y responses with thedq iner (:he o
X-»Y/X~Y responses only. Thus, in the eaay/STm.’HNG ori:ri' a:; o
Xp/Y responses do not result in the ordering being sign mih A
there are only thirteen X>Y¥/X<Y responses altoge‘the:;.i e
stop+INFIN ordering, the four X--'Y responses are signific

are X:Y. m&
Thus, the Andersen method has the advantage of establishing

sufficient
prerequisite relationships but does so only when there :s aconst";ng
number of ;(>Y/X<Y' responses. In order to place a simi av~level e
on the- Bart and Krus output, a more conditional tolerance

for the discon-

ight be: if the percentage

be set. Such a condition mig e encentage for e

jenty-eight. As in
that there are

firmatory -X>Y responses is lgss .than ten, s
disct;nfirmatory X<Y responses must be more thar‘l W id
the Andersen method, the proposed gpnd-ition would en

s
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. Labov (1976). Rosansky found fluctuation in the

-two responses
are twenty-two X>Y/X<Y responses: eighteen out of twenty t i

and Krus methed establishes prerequisite relationships on the basis !
of a limited number of responses; the Andersen method does not. More-
over, the Bart and Krus method allows fewer disconfirmatory responses
than" the Andersen method. The Andersen method permits a larger number

of disconfirmatory responses only when there are a certain number of
X>Y/X<Y responses. The Bart and Krus method is thus more restric_tivé

in the number of disconfirmatory responses allowed but is less testric-
tive in the minimum number of X>Y/X<Y responses required. If tolerance
levels are set for the X<Y disconfirmatory\ responses {in order to
ensure a minimm number of X>Y/X<y responses), the Bart and Krus

method proves to be a more rigorous procedurt than that proposed by
Andersen.

5.4 For each Subject Do the Orderings Change
from One Time to the Next?

An analysis of the longitudinal data reybale
for the individual subjects changed from one|tes#
There was aiso a great' deal of backsliding edide
results correspohd with those found by Rosans y

that the rankings
time to another.

in the data. These
§976) and Labov and

Fanking of categories
over time in her data on second language acquisition of morphemes and

Labov and Labov found this fluctuation evident in their data on the
first language acquisition of Wi-questions.

The findings here and h the other two. studies indicate that = -
language systems are in a state of flux and that the difficulty of .
items change over time. The implication is that rankings determined

———

cross-sectionally will be valid only for that point in time at which

they are composed dnd that they wiil not be maintained over time because
the rdnkings for the individuai subjects are fluctuating,
for more emphasis to be put on doing longitudinal studies in second
fanguage acquisition research instead of assuming that cross-sectionally .
derived rankings wiil mirror the ordering found over time. It also
implies that these longitudinal studies should caver a fai
Period of time with testings at frequént intervals.
because the acquisition process

. ‘

This argues

rly Tong
“This is necessary }
appears to be one of gradual improvement -

141 o
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e gre:t dii;n:fi:a:::llil::itudinal study would bevdetermining
if di::::en:pztems correlated with each other. In theipresent :tudy;d
it did not gppear to be the case that certain categor :sdwi;et ::::e
with othefé. An apalysis'of Tables 20 through 22 rgv?a e a:l tere
were no significant correlations between two categor1e: ::ons -
téstings. In a longitudinal study, however, such correla

become apparent.

] Subject to
’ i ree of Diversity from One : 0
> gﬁg:héi‘xgihnﬁggard to the Longitudinal Orderings?

In addition to the individual orderings changing over time, there
n
: a great deal of diversity in how these orderings changed. It was ,
"ai thg case that the fluctuations of the individual subjects appeare
. e
:o be similar. In addition to accounting for the.differencej be::ioznt
o to . _
the Finnish and Spanish subjects, the Monitor Model might : s:asu; "
f e this largé diversity found among the subjects. Sincebt e e
(V] . : "
Er tudy allow monitoring, the errors are predicted to be mort o
e tiy Thus there would be less consensus among the subj:c i;e
c.
51:‘“2 of monitoring might also account for the fluctuation in
effec .
jndividual rankings from one test time to the nelth Study would be
one implication from the diversity found in-the o e
that the language acquisition process is not as unifo:TSition s
Jearners as indicated in previous second language a:qk )
; ‘ ] rashen, .
; Bailey, Madden an
and Burt, 1973, 1974; e
e D“'ai C:nclusions are made, however. further invqstigatiZCOIIEd
e 5:‘ into how much monitoring effects the results of ::ﬂbe e
e wour
t: ::es It may be that in natural speech, the subjects
stu .
hies.
“jn their difficulty hierarc s that
""if°;m ;:cti:al implicatiuon of this diversity for ESL t::Chihe e
th shZuld not be surprised if their students do 20; 9:5 zound if-
o ' ' i hat the studen
Given here that
tures at the same time. v 1 2150 nat be
iz:z:t things difficult at different times, thgyis:T:y e
surprised if a student seems to have littiecdi::e;‘later. T ations
: Tty with the same o
me but more difficul 1 ally prev
“:t :::f::ulty were found with all the subjects pnd espec
n ]

was the backsliding.

oy

P

S
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5.6 Can the Acquisition Process of Complementation
Be Seen as a Continuum Over Time?
Unlike‘the results of the phonological study by Dickerson (1975)

and the syntax study on negation by Hyltenstam (1977), which indicated
that the acquisition Process was-a continuum,

study do not indicate that the acquisition pro
complemgntation is a continuum. As discussed j
the rankings for individual subjects flucty
time and there was a great d
from subject to subject. 1t ;
dering was evident in the
testing period.

Although the overall acquisition process hid not apbear to be a
continuum protess, there did appear to be ‘evidence of internal regu-
larity (Adjemian, 1976) in the interlanguage of a second language
learner. In analyzing individual responses and by looking at the dif-
ferent environments, it was found that the responses of theAsubjects

-were not haphazard but were consistent for certain verbs in different
environments . : _ " ' :

cess of English sentential
n Sections 5.4 and 5.5,
ateg: from test time*to tast
eal of diversitx/qf‘the rankings over time
It was not the case that gne Sequential or-
marjority of the subjects over the entire

5.7 Conclusion
The most important fj
iation in the acquisition

»

nding in this study is the existence of var-
of English éententia] complement structures
and the fact that such variation is obscured by cross-sectional group
data. It was found that over time there is a great deal of Fluctuation
in individualirankings of difficulty. Not only was there varfation
within an individual, but there was also variation from one language
learner to the next. In other vords, in addition to varying over time
for an individual, rankings of difficulty also varied from individual
to individual, The language learning process seems to be very indi-
vidualistic. Such findings add confirmation to the doubts raised hy ;
Rosansky (1976) and others about the validity of equating group rank- °
ings with individual rankings and of equating cross-sectional rankings
with longitudinal rankings. ' S : o
The implication of this finding is that reséarchers‘must be wary .
of making claims about the language-acquisition process based upon
cross-sectional grdup data. That this process seems to yafy from in- -
dividual to individual ihdicates that language is not Tearned in the
same way by every individual. More detailed ‘studies of individual

Ianguage learners are needed in order to. adequately describe‘the ],41:3 )
language learning process, ’ : :

the results of the present -
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A further implication of this study is 1.:hat.current theories of
language acquisition must account for variation in tl.ne l.anguage l:arning

proéess. The fact that there was a greai.: dea? of varlabiliiizy in : e“S
responses of individual subjects over time iz can;not e in:zo;nlt
stated in Section 2.2.2, the 'interlanguage hypothesis cawr:i e
for variability. Yet variability was so prevalent that ra:;, ng -
tuated significantly from testjng to :&;s:tiniu::rb:o:;l:fm ZCZ:unt .o
uisition : ._
,A" . :h::'l‘}i’tﬁ l::g::?::o:c:hat the acquisition process be thougpt .
o thisl‘il:ru:stic ::'(.)ntinuum has merit because of its a§ilit¥ to account
l:’:rasth: dyn:mic aspect of language learning. Learners doinotsiz:z ::
proceed through a succession of well-:e:i:ed a:: :t:::::a‘na :Zntinum
sis assumes but to mo .
::: :v’i'::::la::::gzo:{g:z:;, there will bg backs1iding and fluctuations.

o

p

AN kit R aal it aantiit .
P AR A ¢ o h A Ay bl

BIBLIOGRAPHY

[

Language Leanning. 26, 297-320. .

Andersen Roger 1978. An Implicational Model for ‘Second Lapguage
-Research, Language Leatning 28, 221-282. o .

Andersen Roger 1980, The Role of Creolization in Schumann's Pidgin--
ization Hypothesis for Second-Language Acquisition, in R. Scarcella
and S. Krashen (eds,), Rowley, Mass,: Newbury House. .

- Andersen, Roger 1981. Two Perspectives on.Pidginization as Second
Language Acquisition, in R. Andersen (ed.), New Dimensions in
Seecond Language Acquisition Research, Rowley, Mass.: Neﬁbury
House. - : ‘ _

Anderson, Janet 1976. The Acquisition of English Sentential Comple-
mentation by Adult Native Speakers of Puerto Rican Spanish.
Unpublished doctoral dissertation: University of I11inois.

Bailey, Nathalie, Carolyn Madden and Stephen D. Krashen 1974,

Is There a “"Natural Sequénce" in Adult Second Language Learning?
Language Leanning 24, 235-243. : ‘
Bart, William and David Krus 1973. An Ordering-Theoretic Method to

Determine Hierarchies Among Itéms, Educational and Pogchological
Measurement 33, 291-300, :

: ’ 4 . ‘
Adjemian, Christian 1976. On the Nature of Interlanguage Systems,

* Bertkua, Jana 1974. An Analysis of English Learner Speech, Language

Learning 24, 279-286. . :

Bever, Thomas 1970. Cognitive Basis for Linguistic Structures, in
J. Hayes (ed.), Cognition and the Development of Language,

New York: John Wiley. .

Bickertan, Derek 1975. Dynamics of a Creote Sybtem. London: Cambridge .
University Press. ,

Bickerton, Derek 1977. Pidginization and Creolization: Language
Acquisition and Language Universals, in A. Valdman (ed.),
Pidgin and Creole Linguistics, Bloomington: Indiana University
Press. o B

Brown, Roger 1973. The Finst Language: The Earty Stages. Camb}'idg,e,
Mass.: Harvard University Press. o .

Brown, Roger and Carol Hanlon 1970. Derivationa} Complexity. and the -
order of Acquisition in Child Speech, in J. Hayes (ed.),
Cognition and the Development of Language, New York: John Niley.




156

Burt, Marina and Carol Kiparsky 1972. The Googican: A Repain Manual
gon English. Rowley, Mass.: Newbury House. ‘

Chesterman, Andrew 1977. Error Analysis and the Learner's Linguistic
Repertoire, in Kari Sajavaara and Jaakko Lehtonen (eds.),
Contrastive Papw,".]yvﬁékylﬁ Contrastive Studies 4, Jyviskyld,
Finland: University of Jyvaskyld. _ :

Chomsky, Carol 1969 The Acquisition of Syntax in Children grom 5 &0
10. Cambridge, Mass.: The M. L. T. Press.

chomsky, Noam 1965. Aspects on the Theony of Syritax. Cambridge, Mass.:
The M. 1. T. Press. - ;

Chomsky, Noam 1957. Syntactic Stawctunes . The Hague: Mouton. _

Cook, Vivian 1974, The Comparison of Language Development in Native

T children and Foreign Adults, TRAL 11, 13-28.

Cooper, R 1970. what Do We Learn When We Learn a Language. As quoted
in Wilga Rivers' The Foreign Language Teacher and the Psychologist
or Where Do We Go from Here, Keynote Address at the Central States
Conference on the Teaching of Foreign Languages, 1972.

Corder, S. Pit 1976. L'anguag‘eb(:ontinua and the Interlanguage Hypothesis.
Paper'deHvered at the 5eme Collogue de Linguistique appliquee de
Neuchatel: "The Notion of Simplification." Institute de linguistique
de T'University 20. As quoted in Hyltenstam 1977

corder, S. Pit 1971, Idiosyncratic Dialects and Error Analysis, IRAL 9, 2.

Corder, S. Pit 1967. The Significance of Learner's Errors, IRAL 5, A.

) Coulter, K. 1968.‘Linguistic Error-Analysis of thes Spoken English of

Two Native Russians. Unpublished M.A. Thesis, University of

washington. . .
*d'Anglejan, Alison and Richard Tucker 1975. The Acquisition of Complex

English Structures by Adult Learners, Language Leanning 25, 281-354. N

DeCamp, David 1971. Towards a Generative Analysis of & Post-Creole
speech Continuum, in D. Hymes (ed.}), Pidginization and Creolization
of Languages, London: Cambridge University Press.

devilliers, Jill and Peter devilliers 1973. A Cross-Sectional Study of
the. Acquisition of Grammatical Speech Morphemes in Child Speech,
Jowmal of Psycholinguistic Reseanch 2, 267-278.

pickerson, Lonna 1975. The Learner's Interlanguage as a S
“yariable Rules, TESOL Quantenty 9, 401-407.

pulay, Heidi and Marina Burt 1974a. Natural Sequences in Child ‘

" Second Language Acquisition, Language Learning 28, 27-53.

ys tem of

146

.3

~ Grinder, John and Suzette Elgin 1973. Guide £o Taansfommationat

1_57 .

D . . . : . .
ulay, Heidi and Marina Burt 1974b. Errors, and Strategies in Children's
Second Language Acquisition, TESOL Quartenfy 8, 129-136 ‘
Du]aycHe1d1/ and Marina Bprt_ 1974;. A New Perspective on the Creatffve
onstrugtion Process in -Child Second Language Aequis;ition o
' Language Leanning 24, 253~-278. : ,
Dutay, Heidi and Marina Burt 1973. Should We Teach Children Syntax‘ =
Language Learning 23, 245-259, ) DR
Dulay, a Burt ator '
la_ys Heidi and Marina Burt 1972. Gaofing: An Indicator of Children's
ec,pmf Langqage Learning Strategies, Languagé Learning 22 '235 252
Duskova, Libuse 1969. Sources of Err‘ors' in For 7 ’ .
IRAL 7, 11-36. . ' v
Fat g , e Order of
a vhmal'r,.Al»m 1975. Age, angpage Backgrqund, and the Order of Acqui-
sition of En‘glish Structures, in M. Burt and H. Du
On TESOL '75, Washington, D.C.: TESOL. '
Gree@ Georgia and Jgrry Morgan 1972. A Guide to the Study of Syntax =
Unpublished mimeograph: University of I11inois. .

ei_gp 4anguage Learning,

lay“(eds.),

~Gramman--Histony, Theon { !
Y, Practice. :
i y New York‘. Holt, Rinehart
I{art,uﬂ. and J. Schgcter 1976. Research in Inférlangﬁage: Synta* :
B flpubiished mimeogr?ph:,University of Southern California.
Jakobovits, Leon 1970. Foreign Language Lear -
Newbury House.
. “ Y ) ‘
lyltenstam, Kenneth 1977, Implicational Patterns in'lnterlanguége
o Synt;x Yariation, Language. Learning 27, 383-411.
ain, M. 1969. Error Analysis of ‘ i Tish Co  Unp
» 9 an Indian English Co :
ki paper: University of Edinburgh. : s UUPUbH'Shed -
ma,fE.hand u. Be?Iu'gi 1966. Syntactic Regu'iaritiés in the: Speech
of Children, in J. Lyons and R. Wales (eds.), Paychouhgm.(;ic
Papers, Chicago: Mldine. . ’
Krash:n,. Stephen 1977. Some Issues Relating to the Monitor Model
n H. Douglas Brown, C. Yorio, and R. Crymes. (eds.}, On TESI;L ' o
Washington, D.C.: TESOL. - SR
" -
rash:n, ;te;?hen 1977. The Monitor Model for Adult Second Language
(::formamfe, 'Il'l M‘arina Burt, Heidi Dulay, and Mary Finocchiaro
s.), Viewpoints on English as a Second Language, New Y;rk'
Regents Publishing Company. ' ’ .

ning. Rowley, Mass.: *




158

Krashen, Stephen, H. Houch, P. ‘Giunchl, S. Bode, R. Birnbaum, and
J. Shrei 1976. Difficulty Drder for Gramnatical M(srphemes for
Adult Second Language Performers Using Free Speech, TESOL
Quanterty 11, 3. ‘ .

Krashen, Stephen, Victoria Sterlazza, Lorna Feldman and Ann K. Fathman

- 1976, Adult. Performance on the SLDPE Test: More Evidence for a

Natural Sequence in Adult Second Language Acfuisition, Language
Leanning 26, 145-152. LI

Labov, William 1969. Contraction, Deletion, and Inherent Variability
of the English Copula, Language 45, 715-762.

Labov, William 197D. The Study o Nonsiandard Engl,uh Urbana, Illinois
National Council of Teachers of English. »

Labov, William, and Teresa Labov 1976. Learn1ng the Syntax of Questions.
To appear in the proceedings of the conference on Psychology of

o

Language, Stlriing, Scotland.

Lakoff , Robin 1968. Abstract S gntax and Latin COmpLementaﬂon
Cambridge, Mass.: The M. 1. T. Press.

Larsen, Diane 1975. The Acquisition of Grammatical Morphemes by Adult
Learners of English as a Second Language. Unpublished doctoral

University of Michigan..

Lawle:,i s::l:ntaatr:: nLarry Selinker 1971. On Paradoxes, Rules and Research
in Second Language Learning, Language Leamung 21, 27-43.

Lenneberg, éric 1967. BioLogical Foundations of Language. New York:

hn Wiley and Sons.

M'ilon‘:oJ:h: :93;4 The Development of Negatlon in English by a Second
Language Learner, TESOL Quarterly 8, 137-143.

Naiman, N. 1974 The Use of Elicited lmitation in Second Languag;
Acquisition Research, Working PapeM in Bilingualism 2, -::1 )

Natalicio; D. and. L. Natalicio 1971, A Comparative Study of Eng sd
Pluralization by Native and Non-native English Speakers, Chil

Development 42, 1302-1306.

Neisser, U. 1967. Cognitive Psychology. New York: Appieton-Century-

Crofts. - ) s V'
Nemser, William 1971. Approximate Systems of Foreign Language Learners,
IRAL 9, 2.

n Experimentai Analogy to the

Jr. 197D A
\ palmero, D. S. and H. Howe, g of Venbat Lo .

»
Learning of Past Tense Inflection Ru]es,
and Verbat 8ehavior.

145

159)

Porter, John 1977. A Cross-Sectional Study of Morpheme Acquisition in
~ First Language Learners, Langudga Learning 27, 47-62.

Ravem, R. 197D. The Development of wh- ~Quesigns in FIJ«M and Second
Language Leanners, Occasiondl Papers. Colchesterf
University of- Essex, Language Centre.

Ravem, R. 1969. l.anguage Acquisition ina. Second Langt:age Environment, .

. IRAL 6, 175-185, ’

Richards, Jack 1971a. Error Analysis and Second Language Strategies,
Language Sciences (October). '

Richards, Jack 1973. A Noncontrastive Approach to Error Analysis, in
d. Oller and J Richards (eds.), Focus on the Lewme/u Pragmatic
Pmpewiuu fon the Language Teacher, Rowley, Mass.: Newbury House.

Riddle, E. 1975. Some Pragmatic Conditions on Complementizer Choice. -
Papers from the Eleventh Regwnal Meeting of the Chicago Linguistic
Society. Chicago, I1}.: Chicago Liriguistic Society.

Rosansky, Ellen 1976. Methods and Morphemes in Second Language Acqui-
sition, Language Lealméng 26, 409-425, -

Saver, Keith 1972, Sentential Complements in Spanish Unpublished
doctoral dissertation: University of Hashington.

Schumann, John 1974. The Implications of Interlanguage, Pidginization
and Creolization for the Study of Adult Second Language Acqui-
sition, TESOL Quarterty 8, 145-152.

Schumann. John 1976. Second Language Acquisition: The Pidginzation
Hypothesis, Language Learning 26, 391-4D8,

Schumahn, John 1978. The Relationship of Pidginization, Creolization
and Decreolization to Second Language Acquisition, Language
Learning 28, 367-379.

Scott. Margaret and Richard Tucker 1974. Error Analysis and EngHsh-
Language Strategies of Arab Students, language Leanning 24, 69-97. '

Selinker, Larry 1972, Interlanguage, IRAL 10, 3. .

?glinker. Larry, Merrill Swain, and Guy Dumas 1975. The Inter-Language
Hiypothesis Extended to Children, Language Learning 25, 139-152,

Stauble, Ann-Marie 1978. The Process of Decreolization: A Model for
Second Language Development, Language Learning 28, 29-54.

Stolz, W. and J. Tiffany 1972. The Production. of Childlike Hord
Associations by Adults to Unfamiliar Adjectives, Jownat 05
Venbal Learning and Verbal Behamwn .

Al . . ) ‘ &

¥

Rd




160 .

Swain, M., G. Dumas, and N. Naiman 1974, Alternatives to Spontaneous
' Speech: Elicited Trans)ation and Imitation as Indicators of
Second Language Competence, Werking Papens in Bilingualism 3, 68-79.
“Tagey, Marqaret 1977. Anaphoric References in English by Persian Students.
paper presented at IN1inois TESOL Convention, March 1977, ‘
Tarone, Elaine 1979. speech Perception in Second Language Acquisition:
A Suggested Model, Language Learning 24, 223-233. '
Tarone, Elaine, Uli Frauenfelder and larry Selinker 1976. Systematicity/
Variability and stability/Instability in Interlanguage Systems.
papens in Second Language Acquisition: Proceedings of the Sixth
Annual Conference on Apptied Linguistics, University of Michigan.
Language Learning Special Issue 4, 93-134,
-whitﬁey, A. 1973. Fimnish. Teach Yourself Books. New York: David
"~ #cKay Company.

L

APPENDICES




h e B L i

- 162

/
APPENDIX 1

COMPLEMENTATION TEST

I. Translate the following sentences"into English

1. Haluan, ettd John menee,

2. Mary auttai Johnia opiskelemaan tutkintoaan varten.
3. Hdn lupasi BiTPille, ettd hin lﬁhtfst.

4. John padtti, ettd hin menisi Chicagoon.

5. Bill Tuulee, ettd Mary rakastaa Johnia. :
6. Bil1 sanoi, ettei ole totta, ettd Mary menee Chicagoon.
7. Bill mydnsi rikkoneensa ikkunan.

8. John nauttii autonsa pesemisestd.

9. Bill saattoi pédtikseen talonsa maalaamisen.

10. Mary lopetti tupakoimisen.

11. John unohti tavata Maryn eilen.

12. Kuulin pojan laulavan.

II. Fill in the blanks with the correct form of the word(s) in
parentheses.

Example: The teacher knows where the student is
' ) (to be)
1. I laughed at it. (to hear)
2. 1 saw the tree . (to fall)
3. Bill wants . (Bill leave)
4, Money makes people (to be happy)
5. the exam fs not good. (I fail)
6. John to be elected. (it is probable)
7. 1. was delighted at . {he came)
B. Bill recommended that they to the show. (to go)
9, I heard the girl: . {to shout)
10. Mary likes her car. (Mary drives),

11, Mary's father insisted that she
every night. (to study)

12. The doctor made Mary . (to be well)

13. He enjoyed . (Mary sang) .

14. The guard let the people : (to enter)

' ' =
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II{, Combine the following sentences to form'a sentence with

Iv.

" 5. The police stopped

W o N O WU o N

one of the three types of clauses: infiniti
i : jval (e.q.,
John stopped to read), gerundive (e.g., John stggpgd

:g:g;ng); or clausal (e.g., John thought that he should

Example: John stopped it, John was reading a book.
John stppped reading the book.

- Bob wanted it. Sam did-pasé his exam.

- John denied. John didn't steal the money.

. Bi]l planned it. Bill went to Chicago.

. It was pecessary. Mary did pass her exam.

John prevented it, Mary wanted to buy a new dress.
. John thinks it is so. Bill is intelligent,

. T am thinking about it. I want to go on a trip.
. The Trojans demanded it. Helen returned home.

. He is interested in it. He plays baseball.

Mary expected it. John sold his car.

. Mary resented it. Sam won the prize.

- Mary hopes it is so. John will buy a new car.
13, The people enjoyed it. Mary- sang yestefday.

14, The Romans suggested it. The Greeks surrender
15. It is bad. John is angry. .
16. It is 1ikely, John will go to Chicago.

- bt
N - o
-

Complete the sentences below by - N
the parentheses, S be by using fhe sentences in

Example: Mary hated leaving New'York
(Mary left New York) .
1. I want B .
(I went to the show)
2. Mary must remember

{Mary returned the bdoks)
3. I noticed J °

(The cat ate,the bird)
4. The students can't help '

(They are angry)

(He was driving too fast)
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6. Mary promised
(Mary went)
7. They have fiiiished

. (They built a house)
8. 8i11 had thought:

(dohn bought a car) *
9. John decided

" (He broke the window) ~
10. The little boy admi tted

(He broke the window)
11. He forgot .

(He told her a lie)

V. Complete the followiﬁb sentences by selecting the cor-
rect word. or phrase and circlin? the correct answer.

Example: I want to .a. join a university.
v b. assist °
c. attend -
d. attend to '
1. We plan on a. swim in the lake today?
'b. swiming .
c. to swim
d. that we swim
2. No one regrets a. them  going away.
b. for them
c. their
d. for their
3. That John will win the race a. appears.
b. seems
. happens
d. matters

4. John made Mary a. cooks  the dinner.
b. cookin .
- ¢. to coo
d. cook
5. I saw a. the boy to fall
b. for the boy to, fall
c. for the boy fall
d. the boy fall

6. The car is a. impossible to be sold.
b. necessary *
c. probable
d. unlikely
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7. ‘a. John is ni ‘
b I o nice is wel]-known.
c. For John
~d. John's
8. Pleasealet a. me to go '
b. me going . ‘
c. that I go
d. me go
9. Bill suggested that Mary a. sees a doctor
b. seeing )
C. See
d. to see
10. It is impossible a. for to finish the work
b. finish . ‘

- ¢ for finish -
d. to finish

N l]f Too much ice cream makes children a. to be sick
b. sick -
c. being sick
d. were sick

b. Him
c. For him
d. For his

2. ahis to be rich is unfair.

13. John should have Mary a. to bake somé bread f
: ‘ b. bake e

c. bakes
d. baking

14, Mary believes in a. tel} the truth
o b. tells -
c. to tell
d. telling
15. I heard &. for the teacher sing’
b. the teacher sing
c. for the teacher to sing
d. the teacher sing

16. John s a. likely
b. impossible
€. unysyal
d. strange

'
to be elected

17. John had hoped a. to go
b. going
c. goes
d. that John go
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18. 1 enjoy a. that 1 fish

b. fishing
c. fish ;
d. to fish .
19, Mary can't make the silver a. to be shined
‘ b. shining
c. being shined
d. shiQe

20. Bill likes a.
. b.

c.

d.

21. I couldn't walk after my operation so the doctor

Bill to play

for Bill to play

to play
himself to play

baseball.

didn't want a. him to go home
b. I

c. me
d. my

VI. Substitute the following verbs into the sentences

VIL. Check the appropriate response.

Example: John likes jazz music but Mary doesn't.

above them. BE SURE AND MAKE ALL THE NECESSARY CHANGES'

Example: John loves to go fishing. -
John hates going 6iah£ng.
1. Mary thinks that John went to Chicago.
Mary expected
Mary noticed
Mary thought about
Mary stopped
Mary decided
Mary forgot about

bary Tihes sy mislc: yes_ no_
1. John is eager to please. | 0 T
Someone Bresasaretne: e
2. Mary asked Bill to Jeave. h
S e | Yo
3. Bill stopped smoking. B
B doeanct paopmer®: Yo
4 ggg?dzgz?ot to tell Mary about the B
Johnvtoid-Mary about the ac;ident. yes
5. Jane promised Sam to come. B
Jane cans. yes—
6. Mary is eaﬁy to please. o
Someone pleases Mary. yes

Mary pleases someone.

- no

.

no

no -~
no

no

no

no_

no

no

Mary helped

2. Bil1l Tikes to
8111 wants
Bill stopped
Bill believes
Bill denied
Bill hopes
Bi11 plans on
Bill admits
Bill finished

play baseball.

in

.

7. Bi11 stopped to talk.

Bi11 talked somewhere.
Bill didn't talk. ere

8. John forgot telling
-rnbbery.go ng Jane about the

John told Jane'aboyf the robbery.
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Aruitoxt provided by Eic:

APPERDIA 1]
INDIVIDUAL SCORES (7 CORRECT RESPONSES)
Subcateqorization Lateqories ‘
Subject - Infin-END
Test 0L _02 03 04 05 _06 07 08 09 10 1112 13 14 15 16 17 18 19 20 21 Mean U
1 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 190 100 100 100 .0D
2 100 100 100 100 100 100 100 100 100 100 100 100 100 160 100 100 100 100 100 100 100 100 .00
3 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 50 67 100 100 9% .13
Subject Infin-END/Gerund
Test _O1 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 ‘ean 3l
1 100 100. 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 .00
2 100 100 100,160 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 .00
3 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 .00..
Subject Infin-NP/Gerund :
Test _OL 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 ‘ean 3L
1 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 JOO 100 100 .00
2 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 .00
3 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 .00
Subject ' Prep+Gerund
Test _01 02 03 04 05 06 0 |
~~~_4_Q§L9;0.A£_12.L4.L5¢6_%1l3 19 20 21 Mean $p
1 100 100 100 100 100 100 100 100 ' .
g 100 100 100 100 86 100 100 100 ;33 13; 133 ;33 igg igg gg igg gg igg igg '133 100 96 .09
100 100 100 100 100 g 100 100 98 .05
100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 .00
, o " »
Subject © Infin-np L. a
Test 0L _02 03.04 05 06 07 08 09 ' ’
————-0-2 101 1213 1615 16 17 18 19 20 21 Mean SD
1 100 50 100 100 100 100 100 100 : .
210 75 10 doo 00 hoo 30 3 400 63 100 M0 00 e a0 o v a0 a0’ g g
100 75 100 100 100 100 100 ' - 100 75 92 .14
; 100 100 100 100 200 100 100 100 100 75 100 100 100 75 9% 14
- Subject _ IAin-END/That
Test _0L 02 03 04 05 06 07 ' - o -
——~——~__9§.£J2.£L2_l§.ﬁ_ﬁiﬁ_l?.;§_lﬁﬂ 21 Mean SD
"1 100 100 100 100 100 100 100 100 : o ,
§ 100 100 100 100 100 100 100 ioo igg igg igg igg 133 133 igg igg igg iﬁg "533 100 *80 7. .07
80 80 100 100 100 100 100 100 .00
100 83 100 100 100 100 100 106- 100 100 100 100 100 75 100 100 9% .08
Subject ‘ . Prep+Poss-ing”
Test 01 02 03 04 _05 06 07 08 0 ' 5
100 100 100 100, 100 100 100 100. ‘ - g
g 100 100 100 67 100 100 100 100 igg igg %gg 13(7) igg igg igg Jl.'gg 13(7)}3‘3 igg 183 133 o .o
100 100 100 100 100 100 , . ' el 0 100 1 98 .07
00 »100, 100100 100 100 100 ;00.,190 100 67 100 100 100 100 100 98 .07
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, | 7 | g
‘ gerund - . y ]
o ' 12 7 18 19 2 b
o 06 07 08 09 10 11 12 13 14 15 16 1 2 "
" 00 10067 10 100 ‘ 00 83 60 .
‘ o , ( 7 100 501 S
o 100 0 100 100 &7 100 100 100 100 188 gg 130 00 30 100 83 20 g; W
L 100 100 0 100 100 lgo 100 100 100 100 100 100 100 100 30100 60 €0 100 100 30
2 1000 I 100 100 ioo 100 100 100 100 100 100 100 1 ‘ ) ! : |
2 100 100 100 100 100 % ,
. . . ross=1ng . v 7 o
e ] 17 18 19 20 21 Mean
. J' | 05 06 07 08 09 1o 11 12 13 14 15. 16 _ . "
v e 103 100 00 100 0 100 ‘ 00 67 67 100 67 18
N ‘ 00 100 100 100 100 100 100 67 100 igg igg }oo ¢ 67100 67 &7 33 .io
1 100 300 100 100 &7 00 100 100 100 100 100 100 100 00 100 100 67 100 100 08 &7 |
100 100 100 103 183 ioo 100 100 100 100 100 100 100 1
3 10
3 . 100 100 160
‘ ’ ' “That
- Jubject . .

= ki n D
e 17 el Bs i -2
' iy — Ao ——

—— —— ——
s - et

o . o1 .18
100 50 67 ;
0 100 $7 100 100 ] 00 96 .13
100 67 100 100 5 00 100 50 100 .
1 100 100 100 100 100 igg igg ;23 igg 100 100 100 100 lgg igg 123 igg ioo 50 50 100 91 .19 ,
0 100 100 00 100 100 100
2 100 100 10 : 0 100 100 1 , -
3 100 100 100 100 100 100 10 q
[nfin-iP/That . Cem *
. . : 21 S0
- Supject ' 12 13 14 _15 16 17 18 19 20 21 mean :
: 03 04 05 06 07 0809 10 11 12 13 14 13 g6 57 84, .15
-5y 0L 02 03 04 05 08 27 22 86 86 100 86 71 83 100 71 gg Toe o s4 s
\ L 100 Tb 1o o0 100 37100 71 8 8 85 71 @ & s6ose % 3 L3 1 g g
: 100 109 5 71 71 100 -
> 100 100 100 100 :0 00 86 86 71
5 100 100 100 100 %6 86 861 : ) \
. ﬁ
a
" Subject Poss-ing/Thap_
Test 0L 02 03 04 05 06 07 o8 03 10 11 12 13 14 15 16 17 1 19 20 21 Mean sp
1 100 100 100 100 100 100 100 50 s 30,100 100 100 50 0 50 100 100 o 100 100 79 .34
2 100 100 50 100 100 100 100 100 3o 0 50 100 100 100 0 50 50 100 59 0 50 69 .37
3 100 100 100 100 100 50 100 1gg 0.100 100 50 100 100 o 50 sp 100 50 50 50 74 .34 0
- Subject ‘ Gerund/That ' &
Test 01 02 03 04 05 06 07 o8 0910 11 12 13 14 15 15 17 18 19 20 21 Mean sy
1 100100 60 75 60 0 47 100 100 80 60 60 20 0 60 40 40 29 75 40 25 56 .32
2 100 100 100 60 80 100 80 60 100 80 40 20 40 60100 20 40 350 gg 0 60 65 .31
3 100 100 100 100 50 100 ‘0 100 109 100 80 80 20 60100 60 S0 8o o 20040 . 71 .3
. . Lo .
Syntactic Categories
. To-Oeletion
Subject _ ’ ,
Test 01 02 03 04 05 06 07 08 o9 10 11 12 13 14 15 16 17 18 19. 20 21 Mean sp
Au )
1 100100100 89 89 89 100 g9 gg 83 100 100 71 89 67: b8 86 g9 gg 89 88 90 .09
2 100 100 89 88 89 100 89 g9 g3 89100 83100 33 89 57100 gy gg 89 75 87 .1s
3 100 100 100 100 89 100 89 g9 7g 86 89 100 67 100 38 100 57 a9 199 89 78 87 .17

Subject
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Subject ) To-be-Deletion I

et 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 pean Si

50 100 100 100 67 100 33 100 100 100 100 100 100 100 100 100 100 100 33 100 100 90 .23

v
b 100 100 100 100 100 100 33 100 100 100 100 100 100 10Q 100 33 100 100 33 33 100 87 ..27 4
3 100 100 100 100 100 33 33 100 100 100 100 100 67 1085100 33 100 100 100 100 100 98 .24 R}
Subject Possessive :
: . ,

Tert 01 02 03 04 05 06 07 08 09 10 11 12 13 ‘14 15 16 17 18 19 20 21 Mean SD

1 63 -50, 88 86 ]00 78 100 100 43 100 80 60 71 100 38 100 67 100 57 56 100 78 .22

2 ‘67 100 86 B86 100 78 FOO 100 50 8¢ 88 100 71 100 100 89 33 100 88 73 100 85 .18

3 100 100 100 75 86 88 100 56 63 90 100 100 83 100 88 88 43 100 100 83 83 87 .16
Sutrect Tense Sequencing

est 01 02 03 04 05 06 b7 08 09 10 11 12 13 14 13 16 17 18 19°.20 21 Mean SD

1 g8 64 71 87 89 63 73 69 93 81 77 88 85 75 57 ©75-79 45 78 54 89 75 .13
2 88 67 69 85 90 75 B3 67 85 89 73 85 75 63 82 75 86 79 73 44 82 77 .11
! 3 89 92 64 88 86 100 67 94 83 67 85 82 70 78 86 67 80 83 67 63 85 80 .llf
' Subject Raising ) ;,/

Jest _OL 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 _17- 18 19 20 21 Mean/ sp

1 100 50 50 50 67 33 33 67 67 67 75100 50 67 25 67 67 50 33 67 33 58 .20

2 100 67 50 50 75 50 75 33 67 67 50 50 50 50 350 67 100 50 "33 67 67 60 .18

3 100 75 50 *50 75 33 67 67 67 67 75100 67 50 S0 33100 50 67 75, 33 44. .20
Q /
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