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. Wisconsin Center for Education Research
I MISSION STATEMENT

The mission of the Wisconsin Center for Education Research
is to understand, and to help educators deal with, diversity
among students. The Center pursues its mission by conducting
and synthesiZing research, developing strategies and materials,
and disseminating knowledge bearing upon the education’ of ’

individuals and diverse groups of students in elementary and
secondary schools. Specifically, the Center investigates

. . o , .

-

.

e diversity as a basic fact of human nature, through
studies. of learning and development K *

e diversity as a gentral chatlenge for educational

* 1 techniques, through studie's of classroom
processes

-

e diversity as a key issue in relations between
individuals and institutions, through studies of
school processes T, a

e diversity as a fundamental question in American
social thought, through studies of social policy
related to education L S
The Wisconsin Cehter for Education Research is a noninstruc=
tional departmént of the Upiversity of Wisconsin-Madison _
School of Education. THe Center is supported primarily with
Lo funds from the National Institute of Edp€ation.

-4




‘f
L]
)
. , ‘ F

J  Table Bf antents .

&

. ~

)

) List of Tables.. . « « « « « « « . . Tl e e e e e e e s e e e e
by . :

List 0f Figu¥es "'. . ¢ v ¢ o o o o o o o a's s o s o o e e e o0 e e,

5 0 '

\ ADSETACE « ¢ o o o o o o o o o o s o o & 6406 o 8 s o sta e s 0 e e
» N . .

Introduction « ¢« ¢« v o ¢« ¢ ¢ ¢« & .

ot

Experiments . . . . . . e e e e T e e e e e e e A e e e
. .. MaterialS). .« . o e 4 eTe e g e e e e e Ol e e e e e e
Procedure gnd Subjects .+ + o 4. ¢ 00 e o T Mo e

Predictions . . . . . . e e - . e e e e e e e e e et et

. ) ~
! .o
Results . . /o v v v v v v v e o e e e e e e e
9

| T | 0
‘FrequeAcy B T T T D I
Priming .. .« o e 0 v e e e e e e e w e e e e e
. 4
Discussion . + . « + + .« o . . .iﬂ e e e e e e e e e e e e
Ontbgeny R I ... e o e e s e e e e e
References: . P T R R .‘. . .
LI Appendix: Frequency/RT Correlatfons . . . . . « « « « o ¢ ¢ « o =«
wet . ) R .
' .
& " .
v o . .

C % .. R




N
List of Tables
Table .
1 Examples . . . . .. e e e e

'

2 Mean RTs X Condition “. . « « « « « «*¢
N .

t

~

/ ) )
. _ ' ¥ lList of Figures
Figure ) )

‘1 Msec difference; Set 1, ally data: ' A, neutrals mifus

‘e

o

>

- rhymes; B, neutrals minus antonyms . . . . « « < . =

2 Msec differenﬁe, Set 1, frequency;matched data: A,
neutrals minus rhymes, B, neutrals minus ant

onyms__.
"3  Msec difference, Set 2, all data: A,.neutfalg/;zz;

rhymes; B, neutrals minus antonyms

- AY

o

4 Msec difference, Set 2, frequen&y-matched data: A,

-neutrals minus rhgpes; B, ngutrals minus antonyms . .°*

CoL ovii

]

. ’& Q-
X
s
" Page
. 3
. 7
' Page
Y
. 13
( -
. 16
. 17



L6 . e Abstract,
& N . 4 . ‘
L . . Y '
L ' U We investigated the hypothes1s that for adult native<§peakers increas—
S » - - N
&7 ' ing, syntactic complexity would lead to xncreased salience of phonological

w

' &properties of words;'we also 1nvestigated whether syntactic-simplicitytwould

-

i ) . lead to a greater salience of semantic properties of words. Such effects
[ O A . ’ . N ' . Lo . i

o . would be consistent with a picture of lexical developﬁent in which the

/ Vos primacy of phonologicai-properties observed in some sﬂﬁdies of child- and

aduit—language i%Aingrs resulted from failure to’analyze the input in depth.
|_} ) . . - 3 . > . , R . * . . ~ ) -
In this study, adult native-spedker 'subjects were required to name a word

.

]

‘)present@d.after a ycontext sentence. Syntactic.complexity,of-the context

’ S v - . - .
sentence was varied; the word to be named-was phonologically or semantically
« . ) . \ . - .
. related or unrelated ‘to the last word ingthe sentenc¢e. The time interval

v

-

¢ ' . between the end of the context senterice and the word to be named was also

°

) _ varied (@, 50, and 200 mSecs) Our data provides no support for the'speci;

fic hypothesis that complex syntax leads to increased salience of phono—

’

logiéal properties of words. However, trendsvin the data suggest'that

. i
»

there is some interplay between lexical Jaccessing and syntactic processing

. v . [

' There is a tendency fog frequency of the word to be naméd to correlate with

N \

’ i naming time in complex syntax conditions Gﬁess frequent words are named more

.

slowly), and there is also some indication that salience of activated Fords

- . : [y

is maintained under gbnditions“of syntactic complexity as time for_.sentemnce

processing_ (the contextvsentencerfnaming word .interval) is increased. "We
. suggest;that these trends can be integrated into a processiQ% model that'

K

contains autonomous subunits for syntactic prbcessing and'léxicai'access'if"
1 4 .

“ : time—sharing ﬁf processing energi’between the components is permitted and

-

there is reaccessing of words used in 1ater stages of processing% .
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- work provides no support for the specific hypothesis that complex syntax

as processing prog;esses. The first sections of the feport ‘deseribe et -

Introduction o ¢

. . : -/ o oy

[

This report summfarizes experimental work doge since May 1982 on the - . RN
relation between syntactic complexity -and lexical processing. .dur aim ° - N

o . 1 . . . : %
was to test the hypothesis that for adults in&neasing syntactic .complexity -
B : . ) .

will lead to increased salience of,phonological préperties of'words in the

input; we also investigated_whether syntactic simplicity would lead to a -

4

greater salience of semantic properties of the input. These'hypotheses S S

were formed in a general framework in which phonological propertles of

words are assumed to form part of the w rking units only in ea}ly stages
of processing, syntactic‘complexity was othesized to lead to a lengthen— :

ing of time needed to complete early processing and hence to relative . , :- "

v

- ' R

saliency of phonological processes. A demonstration of increased salience

A\ -

of phonological pr ies‘un r‘conditions of syntactic complexity would ' _ﬁ
g 6: . )

- be consistent with an interpretatioﬁ of phonological primacy effects in

child and adult language learning studies that attributes such effects

to the leatner's failure to process the input in depth Our experimental

leads to primacy of phonological properties. However, trends in the data.

suggest that there is interplay between lexicél accessing and syntactdic

~

processing,'with syntactic complexity bleeding processing time from.

o

legical?accessing and also méintaining the salience of-activated words _ = A
N | ) ) . . o

¥

‘. . %

the experiments and suggest waysain which the trends we observe can bg

3 . 1 hd

_fitted into an overall picture of processing. 'Theafinal section briefly’ » -f“'._,;';

-

v : v o R
. . . . . .

-
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J ’ . ~ : -
¢ ‘discusses the potentidl relation between adult studies of lexical proceSS*
o ing and the study of lexical development in the course of 1anguage'learning.

* Experiments

s

Materials - . . - .
- . s Two éetsxof experimental materials were developed. Two'leveis of syn— .
/ . N . .
tactic complexity were present in eacp'set, as follows: . i s ot
T 'm. SET. 1: AC&/PASS.é In these materials the syntactic complexitynvariab}e

A Y . . * )
was active vs. passive sentence structure in the matrix clause of two-clause
. 7
sentences.‘ A number of experiments have shown passive to contribute to
- - \*~ . "
complexity in-sentence proces/;ng (sEe for example,.Forster and Olbrei,

1973). (Examples of the stimulus sentences from thlsaset are given in Table 1.,

SET 2: ACT/PASS-WH. In these materials, both passive and wh—movement .

= (question—formation) were app11ed in the sewlnd clause of three—clause ' :

~

sentences to produce the complex sentence counterparts of active, non-wh—
. ”

moved sentences. Questlon-formatlon, like passive, has been shown to .

nt

contribute to sentence complexity (seeé for example, studie; seyiewed in

Fodor; Bever and Garrgtt, 1974, Cht 5). Table f;gives examples of the

® stimulus sentences.

N }

' See Table 1 for the triple

2]
neutral (unrelated) word.

sentences given there. Eighteen items (sentence plus|

’

neutral triple) werg constructed for each materials sety.

10
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Rhyme Antonym Neutral,

[y

Set I--two-clause sentences _ °

ACT

PASS

Set II--three-clause sentences

ACT

- . .
The troupe of ballet dancers

expected the stage to\be -
round ]

?he stage was expected by
the ballet dancers to:bé¢
round .

» y ¢

The maid learned that the
housewife expected the
bedroom to be clean

?

-"Théﬂmaid learned which

bedroom was ekxpected by the
housewife.to be clean .

- -
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sound square

RN o e

é;;i .dirty " stick
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“below the mask. The subjects’ task was to name (say aloud)_theﬂbord pre—r

-tion (e.g., complex-rhyme, easy—rhyme,'complex neutrai‘ etc.) within each

P

Procedure and Subjects ’ o

The stimulus sentences were presented visually on a. monitor screen

in upper case letters using a rap1d serial visual presentation (RSVP)

technique at a rate of one word per»200 msecs. (Il.e., sentenges were pre-

sented one word at a timey each word remaining on. the screen for 200 msecs.)

i

Eagdh word appeared in the same spot, approximately in the m1ddle of the

I
screen. Following the last word in each sentence -a mask (a word-length (§‘(

-

series of Xs) was placed over the'uord position. One of the members of

the rhyme-antonym-neutral triple was then presented in a spot one inch

2

sented below the mask. The dependent variable wasvreaction’time'(RT) for - -
N~ ) » : . : ’ .

naming. Responses stopped a msec timer started at the appearance of the

~

word to be named. Sukjects were tested in each of'threelstimulus—lagr- o §55

’the word to be named simultaneously with

-

the mask (§ msec lag) and presentation"of the word to be named SO'msecs

conditions: presentation of

Y

and 200 msecs after the presentation(of the ﬁpask.» Each_subjecti‘responded
to all naming and syntactic conditions for the two materials. sets, the

'6nly between-subjects variablesiheing tine—lag?and versionuoﬁ the materials
(the'latter heing nelessary to prevent a subject;from’responding to the‘.i'-
same word twice). Rotation of complex-easy conditions and na;ing word™" |
types ied to;each subject.responding,to\three}tokens.within each subcondié

-

materials set. Each subJect thus responded to 36 experimental sentences*A'

a

52 fillercsentences using a variety of sentence struétures and naming o L |
. 1 o STy

° 4 f . ) |

words unrelated to the preceding sentence were Encluded in the experimen— ‘ |

3

- 4 . - e . ‘
tal battery. ‘Experimental sentence types were blocked and pseudo-randomly Jk‘. L

~ . ' .. : . . AT g




. r

+ ordered within the blocks< ghere were three fixed learning trials. There

|
|
\
|
\
’ \ -
t < Qo y
. N - |
|
\
|
-
|
|

was a twodsecond interval between each trial. Each trial was preceded
. P .

Q
by the word READY placed on the acreen in the place in which the stimulus .

sentences were presented. Subjects were instructed that they were to pay.

' attention to the meaning of'the sentences they saw, and that they would

'be questioned about the meaning in gome cases. The sequence of presenta- Y

'tion was stopped after six of the‘filler trials, and the subject was

asked a question about the content of the sentence. Twenty-four subjects L

were tested in each time-~lag condition. e

Predictions

We anticipated that RTs would be overall longer in the complex syntax o

conditions relative to their easy counterparts in each set. We were con-

N -bay

cerned primarily to see whether RTs for words phonologically related to

" the last word in the sentence would be shorter in the complex syntax con- oo

¢

ditions (relative to the easy syntax cdnditions), indicating that any

activation of the naming word.téat followed’from prior presentation of a

‘related (rhyming) word in the prgceding sentence was increased and/or

sustained when syntactic complexity mandated the processor's holding on’
‘to the last word in the sentence for a relatively long period. Activa—
tion of words due to prior.presentation of a related word is generally
feferred to as priming and frequently leads to shortened RTs in naming

and lexical-decision experiments. Concomitantly, we were-interested to

see if easy syntax would lead to sustained or increaSed priming (shortened

RTs) for semantically related naming words, this would be consistent with




the view that as sentence proceksin%'progresses the phonological form of

the word is dropped but its semantic representation maintained. If

*such were the case, a semantic:priming word (sentence final word seman-

tically related to the word to be named) might have a greater effect where

, . - : 4
the syntax is easier and semantic processing has consequently progressed

further.

oy

Results -
o : =,

Table 2 gives.the overall mean RTs.l 'RTs are in the 600 msec range.
A\

THig "is comparableﬂto RTs in other'experinents testing for priming effects._w
in the literature, but markediy shorter ihan RTs in the trials we cagiiLd~
out earlier, where we found RTs in the 900-1000 msec range. Difterences
in speed of sentence presentation (200 msecs per word for the eXperiment
reported here vs. 300 msecs per word for the earlier trials) and/or the
use of a post-sentential mask may account for thisf
As inspection of the means in Table 2‘indicates that our expectations

concerning the effects of syntactic complexity and the relation between

complexity and priming were not supported. There is no sﬁbstantial or con-
. - L ) . : ~ .

E

sistent increase in RTs in the complex syntax conditions as opposed to‘
their easy counterparts. Nor is.there a consistent trend.towards shortened
RTs for rhyme words in complex syntax condltions or towards shorténed RTs" .
for antonyms in the easy syntax conditions.

Should we conclude, then, that as far as the evidence goes the recog~

nition (and hence naming) ofvwords is a proceSs‘that is not affected by

o

Ll

l213 og ‘a possible 2592 data points (8.2%) are missing through equipment
failure or experimenter error, or were excluded either becauge the RT
was shorter. than 300 msecs or longer‘than 1000 msecs, or because tHe sub~
ject said the wrong word. ‘ ]yi B

. R . A L. L}

-
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ot ) .
R . a 7 &
4
Table 2 . .
Mean RTs X Condition ‘ C
Named Word ‘
Syntax . o
Condition Rhyme - Antonym Neutral Mean Y
- @ Msecs Lag 4
Set 1--ACT 646 615 675 /645
' Set 1--PASS ) 667 615 669 - . /650
- Mean /656 1615 . 1672 -
Set 2--ACT 681 655 668 1668
Set 2--PASS-WH 678 619 * 663 1653 °
Mean /679.5 /637 /665.5 -
50 Msecs Lag
1 : . » . . ‘ .
Set 1--ACT 685 657 682 /675 .
Set 1--PASS 705 655 687 /682 _
Mean /69; /656 /684.5 o]
- 4
Set 2-—ACT 683 677 677 /679
Set 2--PASS-WH 699 681 ,706 - /695
Mean - /691 /679 /691.5
200 Msecs Lag
Set 1--ACT 655 612 " 635 /636 . .
Set 1~-PASSe 644 607 642 /631
Mean /649.5 /609.5 /639.5
Set 2--ACT 651 620, 662 /638
Set 2--PASS-WH 637 634 649 /640
, Mean /644 /627 ~
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0

the eyntactic context in which the word is presented? Such a position

seems on the face of it to be compatible with our data and has been put
] . v LR
' forward in the past by Swinney et al. (1979). 1In a crass-modal lexical-
' decision task, Swinney found that the ability to make a lexical decision |

'{(determine if a visually presentec letter sequence was a word or ndt) was

i

, C\ .
affected (facilitated) by the presence of a related word ;in the preceding

geurally presented) syntactic context. However, the presence or absence

o

_of a (relative) clause boundary between the context word and the,ﬂecision

.

word did eot affect stimulus maming t&mes, although Elacee boundaries haﬁe
been found to be signlficant processing units in a variety of experiments/
(see Epdor, Bever and Garrett, 1974 Cht 6 for a review) This absenceﬂof
an effect of clause boundary led Swinney to claim that 1ex1cal recognitlon

is not affected by syntactic context. .
T

€
> ¢

Some trends in the data from this study suggest, however, that lexical

recognition is not totally independent of syntax. Naming times appear to

be cifferentially sensitive to frequency of the word to be named}depending =

‘'on the complexity of the syntactic context. In addition, there is some

evidence of priming, and the priming that.doee occur is dependent on syn~

tactic complexi%yyﬁifferentially across the three time lags.

Freguencz. The first indication that syntax_does affect naming times .

comes from an analysis of the effect of word frequency on naming times.

Constraints placed on the naming trlples &'hyme—-antonym—-neutral)*, par—-

*

ticularly that each wordvbe a _monQSyllable2 and that the rhyyes,be ortho-

graphically matched with the context word (last word *in' the sentence)>pre? ‘

2Th_ere were 6 bisyllabies among the antonyme. ’."&\; _

-



correlation simply indicates
;fre slowly ) For both Set 1
f‘e complex-syntax condition
(set 1: Complex syntax, r = - 177, p = .024, Easy syntax, r = .065, P= .””v _; _v;.;
:441; Set 2: Complex syntax, r = -.255, p Ié\\.OOI, Easy syntax, r =" «i' - |
-.123, p = .122). It is not surprising that iess'freqdent words should.

lead to longer RTs, since freouency.has long been known to'afﬁect RTs in
1exioal tésks, although demonstrations of'frequenoy effects have involvedo 'ﬁ.
words of lesser frequency than those in our materials'(cf. for example,

Foss, 1969) .- What is of interest is tﬁat.an‘effect of frequency seens to

s ~ ¢

e . 5

)

3The mean Kucera-Francis frequency and range'for the triples for each
- materials set is: _ . _ . o

x frequency _' range
SET 1 Rhyme 70 - 11-413
Antonym 234 (157)* 10-897 (497)*
Neutral 150 7 . 11—426 )
SET 2 Rhyme 79 , . 7—312 *
Antonym 182 (153)** .21-679, (366) **
Neutral 126 : 14-329 : 7

*Mean/highest frequency if the top 2 items are removed.
**%Mean/highest frequency if the top item is removed.

Ranges are similar to those .used in Warren (1977)

1'7
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take hold only where the naming word is preceded by a complex syntactic:con-‘

text.-)In some sense, then, lexical accessing and syntax are not totally in-
dependent (an explanation:of" this is suggested below). <

: 12
An 'analysis of frequency and RT correlations for the materials broken

down by time lag and naming word type (rhyme--antonym—-neutral) showed (i)
the ¢ msec 1nterval to show least effect of frequency and (ii) consistently

higher negative correlations or negative as opposed to pos1tive correlations

-

for the complex vs. easy subconditions, with the exception of (a) the ¢ msec
condition for Set 1, whege there are trends in the opposite direction (longer

RTs for less frequent-words in the easy syntax condition—-cf. complex syntax,
& - .
r = -.037, easy syntax, r= - 213 for all word/types combined (differences

\

in the same direction hold for the three nami. g—word types) and (b). a higher

N

-~

-negative correlation for eapy than for complex syntax for rhymes at the

50 m&ec interval in Set 2 (r = -.477 (easy) vs. r = -.198 (complex)). These
breakdowns are given in the Appéndix.
That the overall effect of frequency should be weak is not surprising,’

: : o 2
since the materials werejconstructed to avoid both infrequent words and

~ (with one or two exceptions among the.antonyms, see fn. 3)-words,of very

?igh f%equency.

Priming. The presence of frequency effects together with the asymmetry

~in frequency mej}s for the rhyme--antonym—-neutral word types argues that

any distinction An naming times for these word groups should be treated

] '
cautiously. What follows is some observations based on an 1nspection of e

overall means and individual subJect means. The two materials sets will
be treated separately, for the reason that they differ 1n the ste 111ty of
the RT patterns when a frequency—controlled subset of the data is inspected

18 7




U

the case for RTs ip'which éntonyms are faster than neutrals, since the

L 4

L) ’ .

Sét 1. Figure 1 shows the msec difference between namipg times for
‘ ’

s

rhymes and neutrals and for opposites and neutrals. A.plu3'value‘indi-
cates relatedness leads to facilitation (ﬁriming); Figure 2 shows‘the

differences for one-third of the data, consisting of RTs for six triples, ' S8
Dy S . ot :
~ i 4 . - ‘ .
each of which was matched within 15 Kucera-Francis frequency points. (The
, B

. ‘ _ . » \
mean frequency for the 18 wgrds in these 6 triples was 27.5 and the range

was 10-63.) The figutes for the frequency matched Eéiples'shdw an overall

-pattern similar to that for the figures for all 18 triples, suggesting

;Hat differences observed in the data %for the w$¥d types across the time

L

-lags are not solely a function‘bf frequéncy (as, for example, might be

former word group is overall more frequen;). - T ﬁ_
t 4

The patterns for both a&gonyms and rhymes acréss‘the time lags sug- & =

gests an immediate-access priming -effect at-@ msecs that dfbﬁg.off at

v N N a9
50 ms?cs, followed by some reactivation (inckease in priming) at ‘200 msecs.

'

(Whatquacgly this "immediate access" effect represents will be retyrned
to below.) For both rhymes and antonyms, at @ msecgieasy syntax appears

to sﬁéed naming relative to neutrals more than hardvéyntax doeé: At

50 msecs, tHis remains the case for rhymes, but; for antonyms hard syntax
speeds naming more than eésy.syntéxm At 200umsecs,>hérd syntax speeds
naming soméwha;,mofe éhap easy syngex for béth antonyms an& rhymes (with ‘

the proviso that the facilit%}ing,effect of complex syntax is not seen
o N L] f .

- for antonyms in the frequency-matched data). : - ‘ ' {;ﬁ

-

For rhymes, we observe a depression of RTs relative to neutrals at

50 and 200 msecs. Frequency may play a role here/(sinee ﬁhymes were overall -

A
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' syntax conditions than in easy syntax conditions. Thdre are only 5/24

|
. ‘ A4 .
|
. } - L
. L . . .
’ \ M : ’ ‘
. A I . .
L 8

least frequent and frequency had most effect at 50 and 200 msecs). ‘Addi-
- ' i .

tionally, naming may be subject to some kind of inhibition induced byrthev“

priming word (lastwgrd in the sentence) ; mamy subjects noticed the rhymee‘

e

(as they d#d the antonyms). and made comments to the effect that the rhymes: :
. o | B - ‘ - | 3y
were "hard to get out" after seeing a related word at”the end of the sen- :

-

tence. An inspection of the individual subject means for direction of

differeﬁ%e between rhymes and neutrals for the complete (non-frequency
. - :

matched) data sho%s a distribution- of plus/minus-differencee that fits

the trends for easy éno hard Syntex'across time lags in Figure 1la, with

the exception that the negligible'oifference for rhymee vs.fneﬁtrals in :
thevhard syntax condition at 200 mseg? corresponds with a moderately con- a
sistent tendency for the neutral-minus-rhyme means for individual subJectsA

to be negative (15721 differences) :

0

- For antonyms, the complete data set shows priming forbboth’easy and

complex syntax at all time lags (ép., however, the ‘equenc‘ matched data,

where there is no g&iQing for easy syntax at 50 m The §irection of
N -

1
g

AY

subjects with negative (neutral-minus—antonym) means f§r complex syntax
at @ msecs (cf. 7/23 for easy syntax), 7/23 for complex syntax at 50 msecs

(cf. 10/23 for easy syntax), and 7/21 for-comolex syntak at 200 msecs

-

4The numbers of negative neutral—mlnus—rhyme differences for the other con-"

ditiens are:

4

Complex: 11/24, ¢ msecs; 12/23, 50 msecs. = -
‘Easy: 8/22, ¢ msecs; 13/23 50 msecs; 14/22, 200 msecs.v~

Total number of differences less than 24 per condition are accounted for .
by ties and cases where only 1 data point was available for ‘a given sub-
ject and condition (cf fn. 1). L : ST

T2z
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/ L
(cf. 11/23 for easy syntax). These direction of difference figires fit
- Y X

the view that hard.syntak promotes and sustains priming and«suggests the
apparently greater priming effect for easy syntax at @ msecs 4n Figures 1lb-

.

and 2b be treated warily.

@

Set 2‘ Figure 3 shows the differences between/negggéls and rhymes

/

- ~

and neutrals and antonyms for the materials in Set 2. Figure 4 shows the

“ ‘ .
differences for 5 triples of rhyme—antonym—neutral words which were within
16 Kucera-Francis frequency points. (The mean for these 15 wo%ds was-35,

-

and the nq‘ﬁe 10-60.) The patterns for the complete data (Figure 3) for

.

Set 2 materials appear different from those for Set 1 materials Notably,A 7 s
there is a depression of ‘RTs relative to neutfals at ¢ msecs (cp. Set 1
materials, for which RTs are depressed for rhymes at 50-200 msecs), and,

for the opposites, hard syntax appears to promote priming most ‘at ¢ msecs

and least at 200 msecs (jn contrast to the trend toward greater priming for

hard syntax at 200 msecs for Set 1, modulo the reservation in the preceding

paragraph). However, when we look at the frequency matched data (Figure 4)

-

we see patterns that look more similar to™those for Set l,_with priming for

_ easy syntax at @ msecs and a trénd into/toward priming for hard syntax at
50/200 msecs. Set 2 materials are overall more complex syntactically than
Set llmaterials (containing thgee ratheg than two clauses) and the effects

of frequency were greater for Set 2 than for Set l, with négatiye.frequency—
RT correlations in both complex and easy syntax conditionms. These facts
suggest thﬁt frequency may be at work in-determining the overall patternsﬁin
Figure 3 and that the patterns in Figures 4 and 1-2 are a more accurate |

A}

reflection of the relatidn between word type, syntax,‘and naming condition

- . ‘

across the time 1ntervals.
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Plainly, nothing at all firm can be said on thé basts of this work,

since we have little.data that is not contaminated by effects of'frequency;

- Lo L#

’ -
aHowever both the relation we observe between frequency and syntactic cgm—

e g

plexity (a negative correlatlon between frequency and RTs in complex syn-.

‘tax conditions at 50/200 msecs) and the suggestion of differential effects
{ .
of'syntactlc complexity across the time lags (with naming facilitated more

by easy syntax at @ msecs and more by complex syntaxyat 50/200 msecs) deT:

serve attention, since they challenge in a grass way the view'that word

¥

recognition and syntactic processing are independent processes. (The dif—'

ferences in pr‘lm:%g &fects by complexity/time lag should be treated very~

skeptically, both because of the lack of consistency between overall means T

fo

and the individual subject direction of‘difference figures at ¢ mSecs,_Set 1,

. and because of therweakness/non—existence of the trend toward greater naming

facilitation for complex syntax at 50/200lmsecs for Set 1 frequency-matched
data.) The effect of frequency needs to be verified in an experiment in
whizh words of markedly different frequency are presented under conditlons

of differing syntactic complexipy. The effects of syntax need to be veri-.
fied in a study in which‘frequencyAis more tigptly controlled.' The ‘upswing
in/toward priming at 200 msecs suggests that a more marked effect ofﬂsyntactic
processing might be found if the time lag between the end of the senténce

and the word to be named \kre to be 1ncreased. (In earlier trials, we found
an effect of syntactic complexity on overall,RTs with a lag gf 300 msecs. ) |

Given.that there is some trade off between syntactic processing and’

Y

LT
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effect of clause boundary on lexical de 5‘ion times follows either from

the?independence of lexical access. from the particular syntactic variable

Swinney et al. manipulated, or from particulars of their’design.b Since
Swinney et al. asked subjects to make a lexical decision about the critical
i (primed) word only three syllables after the clause boundary, it is possible )
that the interval“between the boundary and the<decision‘word was too short
for the effects of clause structure integration (assumed to take place'at
clause boundaries and to be the source of clause boundary effects, ef.

'

Frazier, 1978) to show up. Assuming the trends we obSerVed reflect genuine

processes, how can they be fitted into a picture of the proCess of language
comprehension’ Lack of an effect of syntax on word recognition has in.the
past been taken to fall naturally within an autonomous"/"non-interactive

approach to language comprehension, wheré each of the lexical, syntactic,A

-

and semantic compOnents of the speech analyzer goes about its business with A
minimal;attention to the analysis performed at'otherjlevels (the ﬂmipimal" o

in mihimal attention covering the need for some semantic integration and

4

consistency ptinciples, cf. Forster, 1979; Frazier, 1978) , By‘contrast,
cases where processing time at one level has been shown to be affected by .

manipulations at another level (particularly where syntactic processing

v &

has apparently been affected by semantic.parameters) have been looked to

0 &

S by some as evidence in favor of an "interactive" view of processing, where

©

information at one leVel can critically~affect,the sequency of processing
gsteps at another’ level (cf MarslenJWilson and Tyler, 1980) . Despite the
tendency to correlate cross—component RT effects with interactiVe models,v
" the following account of the trends we observe seems workable, and compat‘ o
bile with the integrity~of~components property of autonomous models. _"

R Y . . . LI
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Agsume: Processing at different levels involves procedures and representa-
tions at least partially unique to the level involved;’computation at each

level is exhaustive (there is ‘no stage:skipping); in the normal case, lexi-

- K

"

cal access precedes syntactic processing and syntactic analysis precedes

semantic process1ng; the primary connections between 1eve1s are feed-forward;

although thencomponents of the processor are segregated, each will work

simnltaneously on whatever input is at hand; there is time-sharing between

components of the.total processing energy available 0 the processor. Within

n’#this general framework of assumptions, we might account for the fact‘that
frequency of a word to be named appears to affect RTs most in the complen?f
syntax conditions at 50 and 200 msecs in the following way:f Frequency

‘has been claimed to be a first stage organizing parameter of the mental
lexicon (Forster, 1976;. On Forster's acconnt, words are organized.in an
access~file along various dimensions’(phonological, orthographic, etc.) and
are listed by frequency»within those files. The files are the first‘access
stage and provide’a way into other networks.of relations in the lexicon. .
If complex syntax occupies more processing time than easy syntax and con-
sequently delays the search for the naming word in our experimental task
then we would expect negative frequency/RI correlations to show up more

| for complex syntax, since in the complex gyntax case less timehwill have
been ayailable for'accessing the wo;d to be names and the response is.made‘
at a relatively early (frequency-sensitive) stage in lexical search. Note

- that it is consistent with this account that, as noted above, there was a

weak reVerse—direction tendency at @ msecs for Set 1, with longer RTs for R

less frequent words in-the easy syntax c_ondition. The eésy Set 1 cOnd‘itiOn,y»

¥
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vis syntactically the least complex of the four syntactic conditions in the .
two materials sets. It shoold therefore delay the onset of accessing‘for

the word to,hernamei’least, and thus be the first condition to show freﬁuency
effects, i.e., it may show;frequency effects early on, at the @ msec lag:

How could the priming/nonpriming trends across time lags for easy/
complex syntactic conditions, which hold at least weakly for the frequency-
matched as well as the nonmatched Set 1 data and show up also for the matched
Set 2 data, be accounted for in the type of model sketched abOVe? éreater
priming at @ msecs for easy syntax Seems natural, given that easy syntax |
will delay accessing least-(more_on this' below). The fall—away of facilita—r
tion at 50 msecs and the upswing‘in/toward priming at 200 msecs, with
greater facilitation for complex Syntax, are harder to account'for. One
possibility is that the s&ntactic/semantic processing components continuously
reaccess the word that triggers priming (the last word.in the sentence) in'f
the course of performing whatever-analysis takes place;on the Way to_the

sentence's ultimate representation in memory--with, potentially, more re-

<&

accessing and hence more priming in complex syntax conditions, due to a
greater number of processing operations that must be carried out, ,(While
it might seem farfetched to assume that the processor keeps.looking up

the same word anew as it analyses the sentence, such reaccessing is not ob-
viously less plausible (toﬂme at least) than, say, the uéZ of aESpecial
buffer for WE}ds in use.) |

Although it seems plausible that there should be greater priming at -

¢ msecs for easy syntax than for complex syntax conditions, the fact that”

there is priming at all (or at least to a greater degree than at 50 msecs)

for the complex syntax appears to be a puzzle, if we accept the.account of -

29
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the frequency-complexity effect given above. Given that‘it is at the 50

and 200 msec lags that frequency (a first stage accessing. parameter) shows

most effect and that priming effects deriving from activation in the lexicon

require prior accessing, we would not on the fact of it eﬁpect to see greeterr_‘
facilitation at ¢ msecs than at 50 msecs, since the latter 1ag shows{greeter
effects of an early accessing stage (frequency). A way out'might,be to pto—
pose thet'any(priming at @ msecs is not a normal accessing effect, but rathe: g
the refleetion of a (conscious or uncbnscious) strategylfor guessing'the word.
to be named (consistent with our observation that subjects did notice the
rhymes and antonyms and might well have started‘generating hypotheses_abont

the word they would be require& to name). ThiS‘ie not a éatisfagtery pr04

;

posal, in that lexical-relatedness effects of short time lags (less then:

- 250 msecs) have been associated with automatic, non—attentional processing;

-

H 2

rather than with conseious, attentional mechanisms.5 A more satisfactofy
solution may: be to assume that‘thecfrequeney effects actoes time intetvals
reflect a-trade off between syntectic processing time and 1ex@ea1 aceessing
that we see because there was an overall greater ran%f in frequency_for the
nonmatched data (cf. fn. 3 and pp. 10, 12), and nonethelees:some ncrmal.

accessing./reactivation is going on at @ msecs as well as. 50 ana5200 msecs;

)

this normal accessing/feactivation will result in the priming/nonpriming

.

trends for the frequency-matched data and for the data as a whole (to

which of course the frequency—matched jtems are contributing)

Q

SNeely (1977) . found inhibition forvlexical decisions on words that vidiate§‘ L
(semantic) expectations generated by a prior stimulus word when the word to
be judged was presented at a 2000 msec lag, but not when the word to be judged

was presented at a 250 msec lag. Neely interprets this result as support for.

theories that posit two components of attention--"a fast automatic inhibition- e

less . spreading activation process and a slow limited capacity conscious atten~
tion"mechanism” (p. 226), the latter being responsible for the inhibition

- Neely observed at 2000‘msecs.

leini;_~v~ . _ }‘j' | ‘vv1,.; f:}v } J tiT :3()
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.done is su%gestive'of an intezylay»between lexical processing and,other

_then the particular focus of this study may not haVe been the most fruitful

23

Ontogeny v : ),

This study started out more or less as a reaction to some studies ofc

child and adult learners' word processing. such studiesilooked,at'theﬁway
learners handle words in memory tasks.and attributed primacy of a particular
type of word property (particularly phonological properties) to primacy of
such properties in the_mental lexicon. Changes over time in the (phonological-
semantic).properties.that have primacy were attributed toe changes in the

structure of the lexicon. Glearly, this. is not a necessary conclusion. The
structure of the lexicon may remain stable but the way our experimental tasks -
tap into lexical organization may vary over the course of development, due é’)é.f
vto factors such as the learner's distribution of processing energy. We had
hoped toisupport this view by showing }!at sensitivity to (phonological~
semantic)fproperties of lexical items varies as a function-of'the &omputa—

: .

G&onal;lo:d on other (nonlexical) components of the language faculty in a
way compajebleto ontogenetic'patterns in children. While the work'we have
types of ldnguage processing - perations,“therprecise nature of this rela-
tionship is far from clear, and more work would have'to-be done before
parallel studies could be carried out with children. If we aecept the
view that it 1is next to futile to attempt to study development in language ~

(3

br any other cognitive domain without! some sense of the adult end-state, ' ,5;
one at our present state of knowledge, since the organization and access:!ng ,

of phonological and semantic information in the adult's mental lexicon is -

one of the more contrgversial and volatile areas of adult psycholinguistic

[y
:
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studies (see Cairns, 1982, for a recent review). A backdrop of adult know- '_

edgl against which to pursue the study of development is consequently hard

to come by. With the benefit of hindsight, a better focus for child lexical‘

studies at present might be those areas of lexical processing—-such as the

decision processes involved in the choice between~1exicalbambiguities——which7

are relatively well understood in adults. ; ’

5

a

: : : . ~,‘.__"JJ
- 7

LA




References

r]

: ) : . o .
Qairns H. Autonomous theories of the 1anguage processor: Evidence from

the effects of context on sentence processi_g, Presented at the.

American Speech and Hearing Association Convention, Detroit, MI, Fall -

1980. New York: Queens'College and the Graduate Center of tle City

University of New York, 1982.

Fodor, J., Bever, T., & barrett, M. The psychology ofnlangnagg; New York:_
McGraw Hill, 1974. | | . |

Forster, K. Accessing the mental lexicon. In R. Wales & E. Walker (Eds.),

. ~ - . : R
New . approaches to language mechanisms. Amsterdam¢:v North Holland, ra
1976. | '
Forster, K. Levels of processing and the‘structufe of the language proé

cessor. In W. Cooper & E. Walker (Eds.}, Sentence processing' :Studies

Y

presented to Merrill Garrett. Hillsdale, NJ: -Lawrence Er}baum,_l979.v'

’ )
Forster, K., & Olbrei, I. Semantic heuristics and syntactic-analysiS-
{ . :

Cognition, 1973, 2, 319-344.

\\\)Foss; D. Decision processes during sentence comprehension: Effects of

lexical item difficulty and'position upon‘HecisiQn times:' Journal of

Verbal Learning and Verbal Behavior,{i969 8 457—462

Frazier, 1 On comprehending sentences: Syntactic parsing strategies

Indiana University Linguistics'Club, 1978.
AF

Kucera, H., & Francis, W. N. Computational analysis'of present;day‘American.'

English. Providence, RI: Brown University Press, L967

Marslen-Wilson, W., & Tyler,'L. The temporal structure of spoken 1anguage =

understanding. Cognition, 1967, 9, 1-71. . B

& -




26

A
-

Neely, J-. Semantlc priming and retrieval from lexical memory Rol s of

inhibitionless spreading-actlvathn and limited—capac1ty att tlonﬁw

Journal of Experimental Psychology:: General,;1977, 106(3), 226-254.
. : - ‘ = . :

Swinney, D., Onifer, w., Prather, P., & Hirschkowitz, M. Sepantic‘faciii—

! 14 ' ]
tation across sensory modalities in the processing of individual

words and sentences. Memory and Cognition, 1979,;2(3);ﬂ159-165.

oA

Warren, R.. Time and the spread of activation in memory. Journal of Experi-

mental Psychology: Humah Learning and Memory, 1977, 3(4), 458-466.

", )



H e . : o -
- ST v . [ ' 27
APPENDIX v :
Frequency/RT Correlations
.
SET 1

2

ALL DATA (word types) TIME LAGS POOLED

Easy ~~ r.= .065, t(160) = -0.82, p = .411 ;
Complex , —— r = -,177, t(160) = -2,28, p = .024
ALL DATA (word ﬁypes) BY TIME'LAG .
' ; § Msecs o S '
] , Easy  -- r = -,213, t(52) = -1.57, p = .121 .
2 Complex -- r = -~,037, t(52) = -0.27, p = .790 . S
' f 50 Msecs V o
o Easy -~ T - .005, t(52) = 0.04, p =..979
g Complex —-—- v = -.399, t(52) = -3.14, p = .003
. 200 Mseecs - - S B ' , e A
Easy . -- r = -.003, t(52) = -0.02, p = .982 R
Complex -- r = -,162, t(52) = -1.19, p = .240 ' -
'__--T_‘__--v._r __________ ) | . . .
RHYMES, ° TIME LAGS "POOLED “
Complex ~- r =%.090, t(52) = -0.66, p = .515
RHYMES, BY TIME.LAG | ,
. P Msecs , .
- Easy - r = -013900 t(l6) = 7_1069, p = .110 ! '
Complex -- r = -.069, t(16) = -0.28, p = .786 '
| o ) 50 Msecs | . IR //
| Easy - r= .064, t(16) = 0.26, p = .800 R
: Complex -- r = ~,194, t(16) =-0.79, p = .441, ‘
| s ’ i *
T ; . 200 Msecs ; ‘ . = - ' ( '
‘ ‘ -~ N . .
| : . Easy4  —— r= .002, t(16) = -0.01, p = .994
S - Complex -- -r = -,236, t(l6) = ~0.97, p = .346
S ‘ BN . o -
| =t OPPOSITES, TIME LAGS POOLED ; PR }'a?/ A
| ¢ Easy - r=-,036, t(52) = -0.26, p = .79 v
| Complex -- r = -.173, t(52) = -1.27, p = .211

OPPOSITES, BY TIME LAG V .
@ Msees . ' r. - - @,

-.212, t(16) -0.87,
0. 39’

'=_ .097, t(16)

Easyf e o
Complex -- r

el e)
non
L ]
~J
(=}
o

: \II

4'  o ' . 50 Msecs -
' ~ Easy . - ~0.09,

é;ooz, t(16)
~.552, t(16)

i

%
.
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L

i
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SET 1 (Opposite only by time.iags) Continued

28 | :
-« 200 Msecs . : | \ .
* Easy ~ -- r.= .066, t(16) = 0.27, p = .79 o
Complex -~ r = -,168, t(16) £ -0.68, p = '§04 o
NEUTRALS, TIME LAGS POOLED T e T R
Easy  -- \r = .098, t(gg)' =_0.71, p = .480 | o
Complex - r = -.001, t(52) =%0.01, p = .993 -
NEUTRALS, BY TIME LAGS - . _ .
P Msecs . ' 5,[ ] o A '_‘_-A .
Easy  -- r = -.062, t(16)” = ~0.25, p = .806 o
. Complex -~ r = ,060, t(16) = 0.24, p = .812 N
50 Msecs . - X
: . Easy -~ r = ,325, t(16) = 1.3;, p = .léév . I
Complex -~ r = -.292, t(16) = -1.22, p = .239 - ’ T
. 200 Msecs - j ‘ C
Easy -~ r = .072, t(16) = 0.29,.p = .775 T
Complex -- r = .200, £(16) = 1.21, p = .243 R
, _
SET 2 _ ' T X
I ~ ALL DATA <av$a types) TIME LAGS £OOLED . ' _
. Easy - r= —.123,yt(158)*= ~1.56, p = .122.
Complex -— r = -.255, t(159) = -3.33, p = .001
> ALL DATA (word types) BY TIME LAG | -
o‘ # Msecs “ . , , X
Easy - r = -.119, £(50) = -0.85, p = .399 N
Complex —- r = =,227, t(52) = -1.68, p = .099 o
) Sa'MseCS‘ b , o
Easy  -- r = -.149, t(52) = -1.09, p = .281 o
| : Complex —- T = -.269, t(52). = -2.02, p = .049 TS S
‘ ] o ‘ '200 Msecs _‘ ' | o : L .
Easy - -- r = -,107, t(52) = —0.77,,p ;vj443 s R
Complex —- r =~=.319, t(51)* = -2.41, p < ..020 . -
: RHYMES, TIME LAGS POOLED L
.  Easy - 1 =-.207, £(52) = ~1.53, p = .132 -
| Complex —- r =‘t§?84,-t(52)' = -2.13, p = .038
| RHYMES, BY TIME'LAG o :
P Msees -T% S o
: Basy - = -.007, t(16) = ~0.07, p = .97
Complex —~ 1 = -.347, £(16) = -1.48, p = .158
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| SET 2 ( Rhyme only by time lags) Continued - 4
! . T
_ \
50 Msecs o . : ‘
) Easy -~ r = —,477, t(16) = -2.71 p = .045 .
7 Complex —- r = -.198, t(16) = -0.81, p = .430 '~
200 Msecs _ f; o o
‘Easy  — r = -.204, t(16) = -.084, p.= (416 -
" i  Comp1ék — r = ~.365, t(16) = -.157, p = .136 '  3” R
o * OPPOSITES, - TIME LAGS POOLED , R o
' o R Easy rilu-r = -.101, t(Slf = ~0.73, p =>.47l >Q\' v
Complex -- r = -.241, t(52) = -1.79, p = .079 - Y
OPPOSITES, BY TIME LAG ' "
P Msecs ' . _ R S - ‘,i;ng,
Easy - r = -.105, t(le' ='-0.41, p = 1687 . Y o .

1l

Complex —- r = -.123,t(16) = -0.49, p = %627

) 50 Meecs S \ IR ;
Easy ~-r = .061, t(16) = 0.25, p = .809 . o
X Complex -— r = .311, t(16) =-1.31, p = .299 ' o
- 200 Msecs . » R R
Easy  —- r = -.239, t(16) = -0.99, p = .339 S
_ Complex —- r = -.349, t(lﬁjﬁ = ;1.49:_ix; 156
‘NEUTRALS, TIME LAGS POOLED ro ' e o
_Easy -—r= .079, t(52) = 0.56, p = .575 ' _ S
Complex —- r = -.145, t(51) 7= -1.05, p = .299 :
NEUTRALS, BY TIME LAG ' - .
. © Msecs Too. . T S
o " Easy . --rt=-.104, t(16) = -0.40, p = .692 Lo
) " Complex -- r = .019, t(16§, =.0.08, p = .941 SRR
: 50 Msecs . » .'~J - |
v . .~ Fasy  ——r=-.105, t(16) = 0.42, p= .679. I
|  “complex — r = -.374, t(16) = -1.61, p=.126
. (“_ o 200¢Msécs‘ " - | N ,; e o :Ta - | ‘; ' w
‘ ' ' 'Easy  ,~—‘r.=_».345, %(161  B 1.57, P =-,1§1 RS é:a‘ _’ |
Complex -- ¥ =.-.}21, t(15) = -0.47, p™= 645 - e
*.dfMiess'tﬁaﬁ 160/52/16‘are,due'towiiséing data'pdints;f;‘}" s
G' | - | L




