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‘ ’ -Repeated Measures

. . Abstract .

Alfhough it is widely known that qéecial assumptions are needed for

" univariate analysis of repeated measures data, researchers_seldom

examine their data for violatgoﬂ of these assumptions. In this paper, -

-
»

we review the ways in which repeated measures analyses are uéually

handled and desc¢ribe limitations of these methods. A design with two

4 -

within subject factors (3x3) was tested with a computer simulation of

’

1000 such experiments, each with 30 subjects. Two data structures -

were\used.‘with small ‘and large violations of the univariate assuﬁptions.

> . ~

_ e .
Four methods of analysis were compared: unadjusted univariate, Geiser-

Greenhouse conservative test,'gpsiion correction, and multivariate
anq}jsis. The multivariate test was the only procedure for which the
o - / f
empirical alpha error rate did not differ reliably ffom the nominal

@ ) \ V/l

alpha §br any éffect tested here. Our recommendation is that multi-

variate procedures should be used for analysis of repeated measures
/. N : Y

designs when sample size permits.
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A Simulation Comparison of Univariate and Multivariate Analysgs ‘

. . mﬂ
Qg a Multi-factdr Repeated Measures Design1

Dale E. Berger and Susan C. Selhorst, Claremont Graduate School
. - > .

L) * A) N . f . '
In this paper we will review the ways in which repeated measures
analyses are usually handled, describe limitations of these methods,l
L]

present the results of an empirical comparison of four procedures, and

p make recommendations: for the selection of a test.

’

Assumptions for Univariate Analysis , s

It is widely knoyn that the conventidgal univariate test of signifi-

\

cance for a within subjects factor may be positively biased when the data

"
//» R iolate the "symmetry" assumption. This assumption is satisfied if a) the
' IS ‘ S

popﬁigi;on variances within each treatment level on' the repeated factor

are hompgeneous, and b) the covariances between these treatment levels are

homogeneous, Together,‘these assumptions are also called "symmetry of
covariance matrices" (Kirk, 1968), or "compound symmetry" (Scheffé, 1959).
In addition, 1f there is a'between—groups factor (or factors), it is
necessary to assume that the coyariance matrices for the repeated measures
aré 1den;1cal for all groups.

It 1s less well known that the symmetry assumption specifies sufficient
but not necessary conditions for the conventional univariate tests of ghe
repeated factor to be valid. Thg actual necégszry and suf@ic{ent cong}tion
is that any set of k—llorthogonai normalized (orthonormal) contrasts on the
repeated factor with k levels should generate a covariance matrix that has
a "sphericity" pattern (i.e., equal varianc;a and zero éovariances) (Huynh

¥ .

& Feldt, 1970). This pattern is also called "circularity."
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In practice, researchers seldom exemine repeated measures data for
violations of assumptions. Jennings and Wood "(1976) tabulated the use of
repeated measures analysis in the 1975 vofqme of Ps;chophysiology. They
found that of 56 articles with repeated meeeures analysis, 47lignored the

sphericity (or symmetry) ‘Assumption; and 34 reported at least one F ratio

.« ’

that would not have been s{gnificant if the conservatlve Geisser-Greenhouse

test had been used. The severity of vfolation of sphericity can be very

substantial, as we discove'pd in our own longitudinal data from a develop—

mental study. On ‘reflection, it seems obvious that departures from
sphericity should be expected with longitudinal data since‘covariances
are naturally larger between measures close toéether in time than between
measures taken farthervapart.

The degree of sphericity of a covariance matrix of k levels can be
indexed by a coefficient epsilon, which varies from £=1 for perfect
spherieity, to a lower limit of 1/(k-1) (Box, 1954). Siﬁulation studies
have shown thatﬂthe standard unadjusted univariate testg are usually .
reaeonab}y accurate when epsilon is greater than 0.7 (e.g., Rogan.
Keeelman.’& Mendoza, 1979). Box (1950, 1954) developed methods for
testing whether epsilon differs from 1.0, but there are at least two
reasons why these tests are not likely to be useful: (1) the tests are
not very powerful for small samples, which'is where the bias in the uyni-
variate test is greatest; and (2) the teet of epsilen is about as complex
as using it to adjust the degrées of freedom, so one might just as well
make the epgilon adjustmeht and bypass the test of significance.

———

Analysis of Repeated Measures

Several approaches have been suggested to avoid positive bias in

repeated measures designs. In some applications, it may be possible to

(o4 I
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avoid heterogeneity among correlations between treatment levels by randomizing’
or countergtiancing the order of presentation. However, this procedure will
not remove correlations between similar é%eatment conditions, and it is not

. even possible in longitudinal studies. {; \

The sphericity assumption can be avoided altogether with, nonparametric '
‘tests, such as the‘Friedmnn two-way '"ANOVA." Nonparametric tests are’ not
attfactive substitutes because they test different hyTotheses, and they do
not make efficient use of datq.

PerhapsAthe simplest procedure is the Geisser-Greenhouse conservative
test wherein the degrees of freedom for the F test are multiplied by the
smallﬁét possible value of epsilon, 1/(1-k).. Although this procedure has
receivea wide endorsement, and it certainly does have the advantage of
simplicity, its disadvantage is that it is much too conservative when the
sphericity assumption 1is approximately satisfied. Thus, routine application
of the Geisser-Greenhouse conservative adjustment is inappropriate.

A more accurate procedure ig to}ﬁultiﬁly the degrees of freedom for the
F test by an estimate of the population value of epsilon Baned onvthe sample
variance-covariance matrix for the repeated factor (Box, 1954). This pro-
cedure 18 quite accurate;/dlthough it does not have good reliability when
the number of observatiodh p;r group is less than 15 (Collier, Baker, Mande-
ville, & Hayes, 1967). Probably the main reason the epeilon correction has
not been used more is that computation of epsilon is not easily done by hlnd,

A)

and /it hag not been provided by popular statistical computer packages.

L}
i

A three-step approach to testing significance of an F ratio for a
repeated measures factor was first proposed by Greenhouse and Geisser (1959),
and this approach has been endorsed by gome standard textbooks on analysis

of vafiqgce Qe.g., Kirk, 1968). If the F ratio is not significant with the

Repeated Measures




" have an inverse, and multivariate computations are not possible.
o
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unadjusted degrees of freedom, the proéedure is stopped an% the null
hypothesis 1s not rejected, sinée the null hypﬁiﬂés{; would not be re-
Jected withAreduqed degrees of freedom. If the F ratio is significant
both with unadjusted degrees of freedom and with the conservative Geisser-
Greenhouse adjuaement by the smallest possible value of epsilon, t;en the
null hypothesis can be rejected without further testing. If the F ratio
is significant with unadjusted degrees of freedom, but not significant with
the conservative test, then epsilon ehould be estimated from the data and
ugsed to adjust thé degrees of freedom,
The final approach to be discussed here is multivariate analysis. }In
this appfoach, the k measures from a given individual are regast into a set
of (k-l)‘contrasta. These co;trasts are used as multiple dependent measures
for each individual to test the'multivariate null hypothesis that the mean
of each contrast in the get is zero. No assumptions need to be made about
the form of the variance-covariance matrix, although the form is assumed to
be the same for all treatment groups; The method provides an exact test,
even for complex designs. A limitation is that the multivarlate test is
less powerful than the univariate tests when the sphericity gssumption ig
satisfied, especially when the eémple size 18 small. 1In fact, the multi-
variate test cannot be c#lculated at all if the sample size does not exceed

[ 4 .
the number of measurements Plus the number of treatment groups by at least

one. Elge, the pooled within subjects variance-covariance matrix does not

It ghould be noted-that it is not appropriate to make unqualified
statements about the relative power of the multivariate and univariate
approaches, since the null hypotheses are not the same. For different gets

of data, the multivariate test may be more powerful than the unadjusted

7
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univariate Eést, or less powerful than the cdnaervative Geisser-Greenhouse
test (Romaniuk, Levin, & Huﬁert, 1977). ;t 1B.P°t the caee.that-the multi-

variate test will always producé a probability value ﬁetween the extremes

of these two univariate test procedures.

Method . e

Rélatively little empirical work has been done with complex designs
with two or more factors with repeated measures. In the current study, we
used computer simulati?n té examine the bias of alternate test procedures
with data.similar to that which might reasonably be observed. We assumed a
research situktion in which measures are taken under three conditions (C

. factor) at each of three différent times (T fac;or), witﬁ‘gample N = 30.

We constructed two data structures, with .small and large depqrturee from
séhericity. Correlations wegg'constructed to var& inversely with geparation
in time, and were higher between conditions 1 and 2 than bétween 1l and 3 or-
2 and 3. The epsilon values for the factors ranged from .96 to .64, and‘

. for the 1nferactions were .71 and .54. The epst}on values for the inter-
actions were computed as products of the epsilons for the corresponding
factors (McHugh, Sivanich, & Geisser, 1961).

A total of 1000 computer gimulations were done on each data get, ueina'
four different methods:

1) unadjusted univariate;

2) Geisser-&reenhOuse conservative test;

3) epsilon correction using sample values of epsilon; and

4)‘mu1t1va;iate analysis, usfhg MANOVA. '

‘The actual population means were all equal, so that an unbiased test would

produce (false) "significant” results at the rate set by alpha.

\
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Regults and Conclusions

The results are summarized in Table 1, and can be described as follows:

1) The unadquted univariate test was too liberal, especially for

epsilon values below .7.

2) The Ceisser—Greenhoqse test was too conservative, especially for

epsildn larger than .7.

3) The epsilon ‘correction was reasonably unbiased except for very small

valuess of epsilon. The tabled values are for rounded degrees of freedom;

when degrees of freedom were truncated, the test procedure became much too

conservative.

4) The multivariate test was accurate throughout.

It should be noted that about & third of the tests that were gignifi-
cant with the multivariate test were not significant with the unadjusted
univariate test. We 1nte£pret this to mean that one does not have to -
struct highly artificial data to find a case where the multivariate pro-
cedure is more sensitive than the most powerful univariate test.

If freeddm from bias is &eeired, neither the unadjusted univariate

-

test nor the Geisser-Greenhouse conqg;vative test 1is appropriate. The
former can be much too liberal, while the latter is generally much too
congervative. The epsilon adjustmert ‘18 a great improvement, but it may

be’ too liberal for very small values of epsilon. The multivariate pro-

cedure did not depart from the nominal alpha at any level of epsilon tested

here.

L ]

With the recent addition of MANOVA to SPSS, access to the multivariate
test should no lqnger be an obstdcle. Our recoﬁmendation is that multi-
v
varilate procedures routinely be used for analysis of repeated measures

designs when sample size permits.
J

<t



. Repeated Measures

7

" References .
/ o, . ~

5 ’ ’ < ' d
Box, G. E. P. Problems in the analysis of growth and wear curves,

Biometrics, 1950, 6, 362-389.
22ometrics s 900

Box, G. E. P. Some theorems on quadratic forms applied in the study of ey
analysis of various problems, II. Effects of inequality of variance
<and of correlatidons between errors in the two-way élassjfication.
v

Annals of Mathematical Statistics, 1954, 25, 484-498.

Collier, R. 0., Jr., Baker, F. B., Mandeville, G. K., & Hayes, T. F.
Estimates of test gize for several test procedures based on conven-

tional variance ratios in tha&;epeated anéures degign., Psychometrika,
1967, 32, 339-353. .
Greenhousé, S. W., & Geisser, S. On methods in the analysis of profile

.data. Psychometrika, 1959, 24, 95-112.

x5 *Huynh, H. S., & Feldtf L. Conditions under which mean square ratios in

repeated measurements designs have exact F-distributions. Journal of

the American Statistical Association, 1970, 65, 1582-1585.

V4]
Jennings, J, R., & Wood, C. C. The E-adjustment procedure for repeated-

measures analyses of variance, Psychophysiology, 1976, 13, 277-278.

Kirk, R. E. Experimental design: Procedures for the behavioral scienceg.
Belmont, California: Brooks/Cole, 1968.
. . ' T
McHugh, R. B., Sivanich] F., & Geisser, S. 'On the evaluation of personality

fhanges as measured by psychometric test profiles. Psychological

Reports, 1961, 9, 335-344.
. g
Rogan, J. C., Keselman, H. J., & Mendoza, J. L. Analysis of repeated

measurements. British Journal of Mathematical and Statistical Psychology,

1979, 32, 269-286. '

-

10 .




r———4——————————__f___T_______________________f____::]-f-—,--------..-.
P . Repedted Measures

8

Romaniuk, J. G., Levin, J. R., & Hubert, L. J. Hypothesis-tlbtdng

"procedures in repeated measures designs: On the road map not taken.

Child Development, 1977, 48, 1757-1769.

Scheff&, H. The analysis of variance. New York: Wiley; 1959, ,”




’

. ! \ .
Repeated Measures

9 "
2

o ‘ Footnote ’ 0

.

L
1The computer simulation was conducted by the second d@uthor as part

of a master’'s thesis'unde; the supervision of the first authdr. Portjons :

of this paper were presented at the meefing of the Western Psychological
, .

Association in Los Angeles, 1981.




**Empirical probébility outside 99% confidence interval.

e

, | ‘ ‘ Table 1 .
—~— o, L :
| Empirical Type I Error Rates_for Each of Fbur Test.Pfoeeduresa
Unadjusted . Conservative Epsilon S
; Univariate Adjustment _ +  Adjustment . | MANOVA
Klpha: .05 0 .05 S0 .05 .01 05 Lot
Epsilonb. , .
960 .49 ~e07 014w 003% - .048 . .007 .04 .ol
865 - ,053 .017# .029%%- . 004 049 . .01 .047 .008
' ; C 7367 G -083 Lo17+ o3+ 004 © .043 _ .004 045 .007
{ ,.707 .074**{ . 028%*% :014** . 000** .047 .012 o .049 .013
T, . .636 L082%%  L028%% 048 ° . .o04 051 4 .009  .055  ..006
v .537 ©L107%x .055%% .035% .005 .067%  .026%* - .055 .013
.o~ , ag;ch entf& is based on 1009 replications; the design is 3x3 repeatedlmeaéures with 30 subjects.
v Pﬁksilon values for fdﬁtora Time‘(T), Conditioﬁ.(c), and TxC, respecti;ely, are .736, 960, and .707
" for Data Set 1, and .636, .845, and .537 for Data Set ?.
[ | *Empirical probabilitx outside~952 confidence interval.
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