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ABSTRACT

,In contrast, to the linear models of human judgment developéd for predictive 

purposes which are characteristically insensitive to the' exact values of the 

weights utilized in then, the Linear Multiple Regression (LMK) models used tor 

policy capturing are assumed to reflect, partly through them, significant

aspects of the subjects'  	judgmental policies. This latter kind Of modeling, be 

it Cor re•se:arch, for peuvidinL cubnitíve feed-baeh,, for trainin., or fur 

assessin,; the subjects' self-insi„ht, is therefore justified only to the extent 

that this underlyin,; assumption is found to be so. Its validity depends, 

however, on both that of the models' ß's, and of i:2 as a twig measure of the 

subjects' cognitive control/consistency and of one's success in capturin„ the 

jue!,;es' policy. The problematic nature of the beta taei1,hts has long, been known. 

The present study, based on 3 subjects, shows that R2 is no less a problematic 

measure. %oreove r, with the data of 4 of these subjects to one case, and with 

that of 7 1;i the other, it is shown that the way in which self-insiht is typi-

cally elicited'may induce a demand-response effect; additionally, the tradi-

tional manner of analyzint, and couparini, these data appears to be' flawed Ly a 

.,,rave. incuus'istency. To,;cther, these results indicate that current policy-

ca;.turin, research and findings cannot be accepted at face value. A'list of 

threats to the validity of these models and their application is offered. The 

-likelihood that studies which have disregarded their possible relevance and 

impact on the results obtained r.iay be reportinL r,;isleadin6 findings is stressed. 

In conclusion the dependence of the justification of the policy-capturin;, 

endeavor on confronting these problems is pointed out. 



IMAGES OR ABLRRATIONS? 

Human Judgment and Insight as Reflected 

' In Current Regression Analyses 

INTRODUCTION

Background 

Modeling human judgement by means of linear multiple regressions (LMR) has 

become a standard procedure. This technique is common to the tradition of 

research that Hammond and his colleagues (e.g. Hammond, McClelland and Mumpower, 

_1980) have labelled Social Judgment Theory (SJT), and to that which can be 

traced to Mechl's (1954) work through such studies as those of Dawes (1971), 

Goldberg (1970) and Hoffman (1960). These traditions of research have produced 

an extensive body of findings which has been surveyed in a number of articles 

and reviews, including Slovic and Lichtenstein (1971), Dawes and Corrigan 

(1974), Hammond,'Stewart, Brehmer and Steinmann (1975) and Brehmer and Hammond 

(1977). A salient theme in this literature. as a whole is a keen interest in 

three related issues; capturin, the judges' policies; determining; the degree 

of the judges' insight into these policies; and comparing the validity,of the 

decisions made by the LMR models of the judges with the validity of the deci-

sions made by the ,;udges themselves. The overall pattern of the findings 

,reported is rather consistent. It suggests three main conclusions which can be 

stHtiJ and concisely illustrated as follows: 1) LMRs yield efficient models of 

the judges' policies (e.g. "a simple linear model will normally permit the 

reproduction of 90-100% of (the clinical judges'] reliable judgmental variance", 

Coidbert,, 1968, p. 491; see also Hoffman, 1968, pp. 59-60; Einhorn, Kleinmuntz 

and Kleinmuntz, 1979, p.468). 2) Judges lack insight into their judgmental 

policies (specifically, "... a number of studies, varying in the number` of cues 



that were available [have shown that] three cues usually suftided to account for 

more than 80% of the predictable variance in the judges' response ... One type 

of error in self-insight has emerged in all of the studies. Judges strongly 

overestimate the importance they place on minor cues (i.e. their subjective 

weights greatly exceed the computed weights for these cues) and they underesti-

mate their reliance on a few ma,;or variables.", Slovic and Lichtenstein, 1971, 

p. 684 ; see also Hobson, Mendel and Gibson, 1981, pp.181-182, for the same 

conclusion based on the average use of tour rather than three cues). And 3) 

the models are usually more valid than the actual judgments from which they 

were originally derived (and, thus, "Oise is left with the conclusion that humans

may be used to generate inference stategies but that once the strategy is

obtained, the human should be removed from the system and replaced by his own 

strategy!", Dudycha and Naylor, 1966, pp. 127; quoted by Goldberg, 1970,p. 

431). 

These generalizations have been occasionally qualified. Thus, it has been 

shown that man can outperform his model (Libby, 1976a). Man is also able to 

simultaneously use at least eleven cues under laboratory conditions (Phelps and 

Shanteau, 1973). A configural model may at times provide a better fit than a•

linear one  (Hoffman, 1968; Einhorn, 1970, 1971; Libby, 1976b). On the issue of 

insight, Cook and Stewart (1975) found that statistical and subjective weights 

were in good accord, in contradiction to the bulk of previous research (ef. 

Schmitt and Levine, 1977, p 16); Schmitt (1978) also found that statistical and 

subjective weights is correlated highly, although the statistical weights were 

slightly but significantly superior to the subjective ones 'as predictors of the 

subjects' judgments; Cray (1979, p. 30) using a single cue experimental 

paradigm found that the judges' insight was limited. 11e concludes that his 

findings and the available evidence supports the composed generalisation that 

"people's effectiveness in predicting uncertain events exceeds their ability to 

express insight intotheir prediction process". 



'There have also been developments in the opposite direction, notably the 

sharpening of the proposition that man could usefully be replaced by his model. 

The clearest expression of this trend is found in Dawes and Corrigan (1974) and 

Dawes (1979) who have provided a rationale for usina, "improper" linear models-

with equal weights. Analytical considerations as well as nearly a decade of, 

empirical work suggest that this recommendation cannot be lightly dismissed 

(Einhorn and Hogarth, 1975, Dawes, 1979; Camerer, 1981). 

On the whole, then, the three generalizations noted above appear to be well 

substantiated and widely held (Slovic, Fischhoft and Lichtenstein, 1977; 

Hammond, McClelland and Mumpower, 1980, Hogarth, 1980; Shapira,1981); they are

moderately qualified, but more in the spirit of setting their practical limits 

than of challenging their veracity. 

The Focus of the Present Study 

The three 	issues of capturing the judges' ..policy, dete°rmi,ning their

insight, and comparing ,the validities of man and his models, are often empiri-

cally interrelated. Analytically, however, they*are distinguishable. The pre-

sent research focuses on -the two first issues, and deals only incidentally with 

the third. 

In well known papers, Hoffman (1960; 1968) and Darlington (1968) have 

warned against the pitfalls of identifying paramorphic models or their parame-

ters with the psychological processes•béing modeled. Schmitt and Levine (1977) 

have convincingly reiterated this warning. The heart of the methodological'  

argument is that currently there is no single statistical index for reliably 

and, therefore, meaningfully measuring (capturing) policies.' This argument has 

bee n,so compellingly presented, both theoretically and empirically, that the -



question arises as to the reason(s) behind th continued use of LMR models for 

this purpose, or for the related one of providing subjects with a yardstick for 

assessing, their self-insíght. The reason is certainly not theoretical in same 

substantive sense, for the two schools of thought which originated this line of 

reasearch explicitly disavow such a goal: Hoffman (1963) already went on 

record some fifteen years ado to express his distrust of the results that para-

morphic modeling was documenting. Dawes work has brought these reservations 

and the connection between substantive modeling and the issue of statistical 

robustness to their logical end. He views linear models as variously weighted, 

additive indices, justified by the degrece of their statistical efficiency, but 

not presumed to paramorphically or otherwise model whatever aspect or level of 

the judgmental process itself (Dawes and Corrigan, 1974; Dawes, 1979). 

Similarly, Hammond and his colleagues (Hammond, McClelland and Mumpower, 1980, 

pp. 61, 71, 105, 136) take great pain to make it clear that SJT has nothing to 

say About human judgment per se. They repeatedly emphasize that the logic of 

the cognoaraph and cognitive feed-back approach resta on what thid school of 

thought has been willing to extrapolate from what is in essence a learning 

rather than a judgwental paradigm of research. This emphasis is in line with 

the fact that the methodological pitfalls noted above concern primarily the 

estimation of the La's and that Brehmer and his colleagues (Brehmer and 

Qvarnstrom, 1976; Brehmer, liabafors and Johansson, 1980) have shown that cap-

turing the judges' policy involves precisely the estimation of these quantities 

rather than that of the leis controversial correlation coefficients. The 

foregoing position is also consistent' with the prevalent use of the lens model 

equation as reformulated by Tucker (1964) in terms of correlation coefficients 

only. 

Under these conditions of explicit lack. of theoretical grounds or patron-

age, the explanation for the ,continued "modeling" or capturing of policies and 



the: inferences about the judges' insight that they currently sustain can only be 

euessed..The best'avaitable clue is perhaps provided by the rationale offered by 

the authors of a recent study. In the process of reviewing some of the major 

ieaknesseá inherent in LMtt modeling, Einhorn, Kleinmuntz and Kleinmuntz (1979, 

pp.467-468) remark that "... indeterminacy in estimating weights when cues are 

correlated (Darlington, 1968), parallels the organism's difficulty in this 

matter...[a nd] The inconsistency and random error in judgment, resulting from 

the lack of cognitive control in executing one's strategy ... is explicitly 

defined and measured within regression procedures." They then go on suggesting 

that' when LMRs are viewed in the light of such characteristics, "...' they seem 

neither arbitrary nor ad hoc nor devoid of psychological content. Furthermore, 

the great success of such models in a wide variety of tasks strongly suggests 

that some fundamental characteristic of judgment has been captured...". The suc-

cess alluded to is presumably the remarkable ability of LMRa to explain most of 

the explainable variance of judges' responses, an ability which, in contrast to 

the problematic beta weights, has indead remained largely unquestioned. In this 

perspective, inferences about the judges' self-insight may be based on the 

discrepeney between the small number of cues with which a LAIR typically reprodu-

ces a jud;;e's decision and the more numerous ones that the judges report having 

taken into consideration, rather than on the problematic comparison of 0 

weights. Under the circumstances, the conclusion will remain unchanged: man 

lacks self-insight. , 

The •aim of the present study is to document that to the extent that the 

foregoing lint• of reasoning serves in this form or some related one as an 

implicit or explicit justification for the continued attempts•to capture man's 

judgmental policies according to established practices, it is problematic in its 



own right as.well. SpeciticAlly, the number of profiles typically used in LMR 

studies of human judgment and the fact that policies are not static (Brehmer, 

1978; Bucuvalas, 1978), on the one hand, and the manner in which self insiàhts

about the cues and weights used hy.the sub,;ects are elicited, on the other, Com-

bine to undermines and often invalidate such a rationale. The heart of the 

problem is that the pivotal measures of consistency or cognitive contröl (R) and 

the subjective information collected about subjects' reliance on cues can be 

shown to be at times artifactual. Pessimism about.man's cognitive consistency 

and/or insight into his policies may nonetheless be warranted. The two findings 

just alluded to suggest, however, that it is unsafe to infer this from current 

LMR analyses --and under most circumstances, neither is it wise to expect these 

analyses to be able to help remedy. whatever cognitive shortcomings man 

demonstrably has. 

A peculiarity of the research to which we now turn to document the two 

results just noted should be pointed out. The findings were accidentally docu-

mented in a study which addressed different issues. Becáuse by their logic 

these findings are independent of many specific characteristics of a typical 

policy-capturing study, they do not require a specially designed study for their 

demonstration. Fort the sake of convenience, they are presented with the data of 

the study in which they were originally documented. 

THE STUDY 

Overview 

The research under consideration involved eight subjects who acted as indi-

vidual judges. This investigation followed a pre-test which was conducted with 

the aim of applying the standard LMR paradigm of analysis to the judgments of 

both individuals and groups, the purpose was to investigate mismatches between 



certain findings and intuition (,.b. the differential number of cues in the sub-

sects' models and in their r.•trOspective reports) by means of process-tracing. 

As a result of this background, the study had a complex design with which we 

need not concern ourselves here. Suffice it to note that each subject performed a 

number of judgmental tasks over a period  of about three weeks. The findings and 

analyses which will be discussed pertain to the first of these judgmental tasks. 

Subjects 

Six undergraduates, one accountant and one MD acted as subjects. They were 

recruited through personal connections, and selected after having been made 

aware that the experiment would last several weeks and might at times seem repe-

titive. The subjects expressed their willingness to fully cooperate and were 

paid over twice the usual hourly rate (a lump sum); it seems likely that their 

motivation included an element of curiosity and of willingness to help provide 

data for a scientific study. 

The Task 

The judges were presented with a set of 72 profiles. Each profile, 

alledgedly of a prospective undergraduate student, was to be judged in terms of 

the likelihood (U-100) that the quality of the undergraduate work of this can-

didate would be compatible with future graduate work. There were 16 cues per 

profile providing the following information about each applicant: sex, age, 

ethnic origin, I.Q., high school graduation grade, socio-economic background, 

marital-status, health,' achievement expectations, nature of relations with high 

school teachers, time spent doing homework during last year of high school, fear 

of failure, living expenses arran,ements,.political activities, sócial connec-

tions with university staff members, and sociability. Some of the cues were 

given quantitative values (e.g., age), others were described by quasi-interval 



labels (e.g.,  no, some or intimate social relations with university staff 

members). The cues were moderately interrelated, the average of the absolute 

value of their intercorrelations bein, .132; the correlations ranted from -.71 

to +.62, with the hulk of thee. (112 out of 120)• ran;; in,, from -.31 to +.24. 

Procedure 

The task was individually explained durin, a practice session with 3-4 

profiles. It was then handed out to each subject to be performed at home; the 

completed assignment was typically returned within 48 hours. Upon completion of 

the experiment as a whole each subject was individually debriefed. 

Results 

Table 1 presents the beta weights and the multiple correlations pertaining 

Co the equations of thé eight subjects. The alternating rows, A, B, and C give 

the results of three possible modeling decision-rules: inclusion of the 

variables with a Leta weight significant at the :05 level or better only (A); 

inclusion of all the variables which contribute at least 1% of explained 

variance to the equation (i3); ihclusion of all the variables whicp'contribute 

any measurable amount of explained variance to the equation (C). A shared 

cónstraint is that the overall R2 of each equation he significant at the .05 

level or better. 

ÎNSERT TABLE 1 ABOUT HERE 



Choice of Equation

Each of these decision rules (selected for purposes which will become clear 

as the analysis proct. d , can hr criticrzed.1 TIC.' point h.r.• is not to repeat 

art,uments already, made (Darlington, 1968) but to introduce the main discussion 

by Illustrating, with the present data the kind of differences which can result 

from making one choice rather than another. Thus, is the case at hand, the 

average number of cues utilized which obtains for the three decision rules 

A,l:,and C, is-5.5, 7 and 14.7 respectively. A subject can therefore arbitrarily 

end up being categorized as utilizing relatively few or many cues, depending on 

the equation chosen; moreover, the beta weights which presumably capture his 

policy correspondingly change. These results highlight the fact that in any 

attempt to capture the policy of 'a Judge one difficulty revolves around the lack 

of objective criterion for selecting the equation which presumably best descri-

bes this policy. Note that since it is now recognized that the stepwise 

multiple regression procedure recommended by Darlington (1968) will often yield 

results which coupound the problems attached to the interpretation of the beta 

weights (Gordon, 1968; Cohen and Cohen, 1975), this procedure is not by itself 

an.acceptahle solution. By the same token, but more generally, any procedure 

relying on the amount of explained variance for selecting without additional 

rationale or safeguard the most appropriate equation, and by .implication the 

most descriptive beta weights, is questionable. The reason is that this cri-

terion will usually lead to the indiscriminate choice of the equation with the 

greatest number of variables, whether these are relevant or not. This follows 

from the fact. that to a multiple regression the addition of a variable, even if • 

'redundant or irrelevant, can never reduce the amount of variance explained; if 

the variable is utterly redundant it will have no effect; if it is utterly 

irrelevant, it may have no effect, but often will add a quantum of explained 

variance, however minute, to the equation owing to chance relationships; one of 



the'Situations noted in footnote 1 can then arise. When the sample size'is held 

Constant, the pdrpose of the adjusted R2 twhich, as far as it is concerned, may

decrease; get discussion below) is preisely to correct for the inclusion of 

ungecessary variables in this sense. Table.1 illustrates the effectiveness of 

this cotredvion. 7Although the Increase in 1 between equations A and 'C is on 

the average +5%, the corresponding difference between adjusted R2's. is negative 

(.002); this trend is even accentuated when equations B and C are' compared. 

The misguided (and unparsimonious).stratey,of including all the variables which 

contribute any Measurable amount 9f explained vartance in an equation haa there-

fore been properly identified by the values of the adjusted R2's. 

.AlCing such a line of reasoning, At could be argued that the mogt 

appropriate equation for describing ihe policy of a subject shduld be selected.,

on. the basis of the lai est adjusted g2. This is in fact the logic of the

strategy advocated by Nonnatott and Wonnacott (1979). This suggestion whiCh has

an undeniable appeal, has the substantive disadvantage that all stepwise proce-

dures'share (Gordon, 1963) and that the application under consideration does not 

avoid (but could minimize, a point to which we shall return). 

The-issue of immediate interest,.however, is that when such a strategy is 

followed, it underscores an often overlooked characteristic of multiple correla-

fion coefficients. Specifically, the use of adjusted R2's makes salient the 

fact that the difficulties involved in capturipg the policy of e judge are even,..-

more severe than is commonly realiked, 

«he Notion of Coleeltive Control , 

To put the foregoing in a concrete. context, consider the observation that 

the policies of judges chatvl.durinb.task perfOrmance Orehmer, 1978; Bucuvalas,1978). 



A reasonable question is to ask whether the change not attributable to unre-

liability takes the form of ad .a.)c applications of procedures as the need 

arises (ilre:hiaer and Kuylensti,.rnn, 1980) or of •a more systernatic'change of policy 

over l.ini , perhaps as a result of the processes of chunking and habituation. 

A simple way to begin the investi„ation of this question is to split a 

sample of judgments according to their sequential order. If there should be a 

systematic over time change in policy, and if the,split is adequately made, the 

equations developed within each new subsample should exhibit an improved tit 

over that found in the overall equation, within limits of sampling fluctuations. 

Operationally, therefore, one would expect the individual, and in any..case, the 

average of the R2's of the equations developed within the próperly split sub-

sequences of ,udgra:nts tofbe greater than the R2's> of the equations developed on 

the whole sequence. Conversely, if no systematic change in policy takes 

place over tLwe; no such expectation should be entèrtaincd. 

The simplest possible sequential split is to separate the judgments into 

two equal 4roups, in our case two subsamples of,36 profiles, according to the 

order in which they were processed. If there should be in the present task  only 

one major change in policy, and if it should typically take place about half way 

durinf, task execution (as' process tracing data sul,;ests this might be roughly 

the case), this procedure,admittedLy a. gross approximation, should nonetheless 

help cast some light on the nature of policy change and policy routinizat ion 

over time. 

Table 2 presents the equations of the subjects developed in such a manner. 

In the interest of space, only one class of equations is presented. The 

equations are those which correspond to the decision rule which yields the 

highest adjusted R-s in Table 1, decision rule B. The findings in Table 2 and2

the discussion Which follows apply equally,. however, in thé case of the omitted 



equations. 

Insert Table 2 About Here 

In terms of their ;'s, the twin equations are clearly very different from 

one another; similarly, they differ very much from the comparable equation 

developed on the whole: sample for the same subject. Note, in particular, the 

no uncommon shift of variaLl:s, as well as change in signs, which occurs bet-

ween the two sequential subsets of judgments. 

In the light of the unstabi lity of the beta wei5hts noted earlier, 

including, as we have just seen, in the case of relatively slight variations of 

definition of the sane equation (seé Table 1), these results art-neither 

surprising, nor necessarily indicative of any substantive process. 

The values of the R2's clearly suggest, however, that the policies during 

the first aut+ the second half of the judgmental task were distinctly different. 

In t* rms of summary ux•asures, the, average of the í:2's in the two object sub-

samples is .75, as compared to .66 in the case of the parallel coefficient for 

the single equations of Table 1, moreover, in every single case the former 

average is ;treater than the T2 of the corresponding equation developed on the 

:.whole object sample (see Table 2). 

These values could be misleading; this is not unlikely awing to the com-

bined effect of sample size and number of predictors in they new equations. The 

adjusted R2's which correct for these parameters (see' Table 2, column 20) 

suggest, however, that this is not the case. Although the adjusted values are 

noticeably reduced, the finding remains unchanged; the averages of the adjusted 

values of K2's correspondbny to those in the previous paragraph are, indeed, .70 



and .62 respectively. 

This finding has clearly potential implications for work on the modeling 

of polici. s and for the determination of the judges' insight into them. Becuse 

of the import.euc. of these Hit ications, it is prudent to do6ble check the 

results. One way tö accomplish this is to compare the results just obtained 

with those produced by splitting up the samples randomly. Table 3 presents the 

summary results of this analysis on subsamples divided by the odd even method; 

the relevant data from Tables 1 and 2 are included for comparative purposes. 

Insert Table 3 About Here 

Two results ire of interest. The first is that by this standard as weal, 

the evidence is that the subjects systematically used different policies during 

the first and second half of the task. The averates R2's in the sequential sub-

samples is .78 versus .73 in the case of the randomly split subsamples; the 

	
adjusted R2, .70 versus .66, respectively, corroborate these results (see the 

two penultimate rows at the bottom of Table 3).2 

The second is that the average across subjects of the adjusted R2' s for the 

randomly split subsamples (.66) is treater than the corresponding average for 

the single c.quations(.62). This result which holds systematically true within 

subjects as well .(with one exception, subject number 8, sec Table 3, columns I-2 

and III-2) , makes salient the often disregarded fact that the adjusted R2's may 

fail to adequately correct for variations in number of predictors and sample 

size. It is instructive to take á closer look at the reason 'for this failure. 



It's source can be traced to the nature of the formula that is assumed to 

correct for variations In the two foregoing; parameters (1 e. to correct for 

"shrinkage "). This formula which adjusts for degrees of freedom has several 

related forms (see.,, Cohen and Cohen, 1975, pp. 106-107	`:i.' Lt al, 1°75, l' 35"; 

Green and Tull, 1970, p.351). Because of the transparence of its structure, 

consider the form found in Wonnacott and Wonnacott (1979, p.1R1'): 

R2, a r r n - 1
I 1.2 - k.1 

n n - k - 1 _ (1) 

where R2 = adjusted squared multiple correlation, R2 = obtained squared multiple 

correlation, k = number of predictors in the equation,•and n = sample size. For 

instance, equation I for sqbject 1 in Table 2 yields a R2 of .82; with k=9 and 

n=36, they corresponding R2 is accordingly, 

9 36 '1
c'- = .82 - 36---- ï- 36-9-1 J~ C 

= .76 (2) 

The logic of this, adjustment becomes evident if we note that the 

expected R2 (R2) in a multiple regression where none of the predictors is 

actually    related to the dependent variabl#, i.e., where the true value of R2 = 0, 

will ,nonetheless be equal on the average to 

_ 
(3) 

This follows from the fact that one can i;et a perfect fit to n data points using 

n-1 different predictors, independently of any other consideration (cf. Greea 

and Tull, 1970, p. 351). Thus., with k=9 and a sample of n=10, the expected



it2. is 1.0, even though the actual relationship may be 0. The tirst pa rent heals 

on the right hand side of equation (1) corrects for this overestimation of 1:2 by 

substracting from it the quantity k/(n-1). If the predictors do bear some

substantive relationship to the dependent variable, this adjustment is overdone, 

however. The reason can be seen by assuming that the criterion is actually per-

fectly related to the predictors, that is, R2 = 1. Tht first parenthesis on tht. 

right side of equation (1) then yields the value: 

k 1 - 1 _ 	1c 	-I 
~ - 1 	ñ - 1 

r n-_ k -~ 
L n 1         (4)

which is necessaiily smaller than one, while by hypothesis R2=1. Under these 

conditions, we would nonetheless like' equation (1) to yield the value R2 =  1. To

insure that this is the case, the quantity (4) must be appropriately adJustedr 

This can be achieved by multíplyin„ it by its inverse --the operation that the 

second term on the ri.,ht hand side of equation (1) performs. 

The correction that equation (1) ,achieves is, however, approximate, for it 

is not possible to determine exactly the degree of overestimation of R (cf. 

Kerlinger and Pedhazur, 1973, p. 282). The approximate nature of the procedure 

is probably best illustrated by noting that R2 can be nedative in which case it 

is by convention reported as 0 (Cohen and Cohen, 1975, pp. 106-107). For 

instance, to use these authors' example, for R2 = +10, k-ll And n-100, equation

(1) gives R2 - -.0125. 

The crux of the matter, then, is that equation (1) is only an estimate of 

the likely value of 1:2 in.the population. It Lives a useful indication of the 

probable effect of cross-validation on any given R2 as a function of the degrees 



of freedom available when it was estimated. However, as the data in Table 3 

illustrate this correction is insufficient in the case of a stepwise analysis, 

the reason is that this kind of analysis afftcts the degrees of freedom by 

surreptitiously  increasing the number of, k's involved 	 in the ova lu.► tiou pr.,c.-

durc•, a difficulty which has led to the sub„estien of various heuristic safe-

.ua•rds (Kerlin,;er and i'edhazur, 1973, pp. 282-243, Cohen and Cohen, 1975, p. 

107; honnacott bind Wonnacott, 1979, pp. 146-137). There is Ro evidence, 

however, of Choir heirs;, used in research on hunan judgment, despite the fact 

that the cautious use of stepwise multiple regressions does present advantages, 

and the ol,survation that, whether critically applied or not, this procedure is 

commonly used for developing the models of the judges. Even more importantly, 

there appears to be a compart  mentalization regarding the use of adjusted and 
,* 

unadusted squared multiple correlations. While R2 is increasingly reported 

in recent research, this is done as an indication of the likely effect of cross-

validation on R2, rather than for the purpose of better assessing cognitive 

control. Indeed, the central, and in many studies the only, measure of the `con-

cepts of co native• control and consistency remains the uncorrected R2. 

This brings us to'the heart of our present concern. 

One important implication of the foregoing elaboration is that the nature 

. of R2 highlights       the fact that in its unadjusted form the magnitude of F2 is in 

part a. direct funct ioh of the values of k and n. An often overlooked conse-

quence of this relationship between R2 (and, as just noted R2 in-stepwis  

analysis) and.thesc parameters, is that the pitfalls attached to the direct 

interpretation of the explained variance as a measure of the strength of a rela-

xtionship are not without resembling these found in the case of 2• Indeed, both

types of measures reflect not only the strength of ê relationship, but also the 

size of" the sample involved in estimat„in,; it. •In the case of x2. the 



larger the sample, the greator the apparent, relationship, while for multiple 

correlations, the larger the sample, thie smaller ir .,I:H.irs tu be, other ,thins

being equal. (Incidentally, it is of interest to Hutt tat an informal survey 

shows that sophisticated researchers quite familiar with LMR techniques tend to 

'have mistaken Intuitions about the nature and direction of this effect of sample 

size on P..2). Another, more important difference is that the effect of sample 

sizt on the multiple correlation coefficient is for all ,.tactical pùrposes 

toundcd. As the sa;re,le size thcreases, the c,pectrd shrinka„e of this cocf-

ficient for any ;,iven number of predictors diminishes in direct relation to 

k/(n-1), while in the case of x2 the sample size's effect remains undamped. 

.Let us now refocus our attention on Table 3. 

The dependence of the maanitude of R2 on the values of k and n and the'fact 

that for small ratios of k/(n-1) (i.e. for few predictors and large samples) the 

effect of these parameters may become ne;;liaible, 'suggest that the kind of fin-

dinas reported ta Table 3 ought to b e interpreted in the light of the answers to 

two questions. The first is whether the artifactual effects illustrated in this 

Table are likely to be typical in LMR research on human judgment. The second 

concerns the practical implications of these artifacts. 

Because equation (1) shows that R2 is a function of k, n,and R2,, the answer 

to the. first question depends on the magnitude of these quantities in empirical 

research. One estimate (llammond, McClelland and Mumpower, 1980, pp. 132, 197) 

is that the typical values of k and n lie, respectively, between 5 and 8, and 20 

and 50. with regard-to R2, Camerer (1981) found that the average R2 « in 13

studies was .74; Shapira's (1981) survey of 22 (mostly different) studies 

'yields the value.78. Slovic and Lichtenstein (1971) provide a more differen-



tiated estimate. They note that the R2's they examined were in the .70's for 

complex, real-life judgments,       while they were in the .80's and .90's for the 

more artificial, laboratory-typc judoental tasks. The following discussion 

/ 
integrates these estimates of the sizes of R2's by preserving the distinction 

that Slovic and Lichtenstein rade on the basis of their detailed review of the 

literature. 

With this in mind, Table 3 justifies two conclusions. The first is that 

the trends documented on the basis of the subsamples of n•36 each, and the 

average number of cues in the equations developed on them of 6.6 (see column I, 

3), are unlikely to be atypical. The second, is that owing to the size of the 

R2's (tR2 • 1 .73 • .85, on the average, see table 3,- column I,1), the 

magnitude of the artifacts is probably more representative of that found in 

laboratory-type research, than in studies involving complex, real-life judgmen-

tal tasks or issues. Because the ma,nitude of the error is an inverse function 

of that of R2, the size of the artifact will be greater in the latter case. The 

extent of the expected difference is illustrated in Table 4. 

Insert Table 4 About here 

For the sake of legibility, the relevant data have been organized into con-

* 

secutiv..• submat`rices. The headings of these submatrices, R2 • `.30 to R2 •.80, 

give the "truc" values of explained variance that the selected values of the 

obtained R2's listed in,the corresponding submatrices yield by application of 

equation (1) or, equivalently, the values that the R2's listed in the sub-

matrices yield by a reverse application of equation (1) (i.e. R2 given and 



Ic2 .unknown) for combinations of values of k and n. For instance, the first 

entry in the first submatrix of Table 4 indicates that a n2 of '48' obtained when 

k-aied n were S and 20, respectively, is likely to be in fact .30; conversely, a 

"true" square; multiple correlation of .30 is likely to have a value of .4~ if 

it is estimated with S predictors on a sample of 20 profiles and, lookini, at the 

first entry of the last row of the same submatrix, a value of .37 if it is esti-

mated with k = 5 eind'n=50; ,the discussion is notional and assumes that the 

values of lt2 in the headini,s of the submatrices are not biased by a stepwise 

proçedure of estimation of the X2's:. 

If for the purpose of clarity we trade precision for simplicity, and take 

)( R2 = .90' as a point estimate to represent the typical range of values found 

in laboratory-type ,ud,mental tasks and ) R2 - .75 to represent that found in 

the .more corylt'x, rt.ul-life ones, the trends in Table 4 together with the main 

,point made in the foregoing analysis, lead to the following conclusions. 

Firstly, the effect of object sample size is greater across levels of k's 

than is that of the number of predictors across levels of n's. That is to say, 

in the ran.,e of values of k and n under consideration, a change in the size of 

,the object sample tends to be more consequential than a change in the number of 

cues, whatever the level of cognitive control_ considered.. 

Secondly, for the laboratory-type tasks in which R2 0.81 ( R2 - .90), 

and up, the magnitude of the artifact that relating undifferentially to k in'the 

range S to 8 and to n in the range 20 to 50, may introduce in estimating a sub-

ject's cognitive control , or in comparing the findings produced by different 

studies, is on the' whole relatively small. The, last.' submatrix (with values of 



R2 ranging from .82 	to •18, and !c2 =.RC) shows, indeed, that when cognitive 

control reaches such a level, tut maximum fluctuation in explained variance is 

3% of explained variance when 8 rather than 5 cues (or vice % versa ) are used in a 

model, 5%. when the object sample size chantes frw.i 20 to 50 (or vice: versa) and

67 when both changes occur concurrently and additively (set the right hand 

diagonal of the submatrix under discussion). While these maximal valuers are not 

insignificant, the lesser magnitude of the other pulisible variations (some of 

which are 0 because of roundinL necessities) may be regarded by the criterion 

suggested earlier as being of a magnitude where the advisability or not of 

distinguishing between discriiinability and substantive significance is a matter 

of opinion. 

Thirdly, for tasks in which subjects typically exhibit a 4-2 . in the 

.70's, that Is, to focus the discussion, where R2 in .56 (fR-2- as .75), Table 4 

shows that an empirical value of this magn1tude is compatible with a true coef-

ficiènt of cognitive control ranging from R2 -.30 to R24.50. The Submatrix 

headed,by'R2 -.50 which best, and most conservatively, approximates the distri-

.bution of lt2's having the notional value of .56 of interest, indicates, , 

moreover, that in this case the maximum fltuation in explained variance is 8% 

(as compared to 3% in the previous case) when k.varies from 5 to 8, 13% (versus 

5%) when the object sample size varies from 20 to 50, and 162 (versus 6%) when 

both changes occur concurrently and additively. 

It is probably noncontroversial to state that in this case neither the 

maximum potential magnitudes of the artifactual component of R2, nor several of 

the lesser_v8lues it can have, caïc be safely disregarded; nor can the wide 

range of imprecision (.20 of "true" explained variance) regarding the magnitude 



of the underlying coefficients of actual cognitive control (in this connection, 

another aspect of the effect of the size of R2 may be noted; if we adhere 

strictly to the notional value of .81 discussed earlier, Table 4 shows that it 

is found in one submatrix only, that headed by the value 1:2 - .70. That is to 

say, in the 'framework of the gross categories of Table 4, the imprecision 

shrinks in this case to 0, which by comparison with the previous value of .2C 

underscores the effect of the: level of cognitive control on the pitfalls 

attached to the uni:uardcd measurement of this concept). 

Practically speaking, the seriousness of the foregoing artifacts depends on 

the ma nitudes we have just docurie nted; their consequentiality also depends, 

however, on the manner in which the artifacts tend to come about in actual 

research. That is to say, to assess their actual implications it is also 

necessary to have an idea of the conditions. under which the quantities which 

determine the size of the artifactual component of R2, namely k, n, and the size 

of R2 itself, vary in empirical research in a potentially damaging fashion. 

Consider first k. There seen to be at least two main ways in which the 

-values of this parat,wter can undergo chan;;es conducive to misleading inferences. 

The first is common in the situation where two equations developed for different 

judges on identical profiles (i.e. with the same set of supplied cues) and'on an 

object sample of identical size, are directly compared. Under these circums tan-

.ces, two sub,;ects with identichl true scores of cognitive control could, nay, 

are likely to end up being categorized as having different degrees of cognitive 

consistency, merely because their policies might involve a different number of 

variables, i.e. might require for their expression a different number of predic-

tors in each equation. Similarly, the same subject studied on the same number 

of cases with profiles involving the'same number of. cues, but about a different 



real-life substantive-      issue, could end up with different scores of cognitive

consistency simply because of the numLcr of cues he might happen to need to 

express -- exactly as well -- each of• his policies. The second way in which k 

can change with confounding consequences is less insidious. The likely 

occurrence can be illustrated with a hypothetical study of transfer and genera-

lization of the effect of cognitive: feed-back that one may be tempted to carry 

out. In such a study, it could appear useful tocdesi¿n the criterion task with

a different number of cues. If this second task should include more variables, 

and under the assumption of a monotonic relationship between number of cues pro-

vided and number'of cues used in the judgmental task,.a training session of this 

kind could be expected td produce a gain in cognitive consistency, if for 

nothing else, because of the direct relationship between the size of the arti-

factual component of R2 and the number of predictors in a model. 

Consider now sample size. We have seen above that the confounding effect of 

this parameter is i,rcater'than is the case for k. The pertinence, arbitrariness 

or accidental nature of 'she considerations which lead to the determination of 

the object sample size: come also mote readily to mind in this case owing to our 

sensitization to the issue of sample size in general. Thus, a probably shared 

experience is *hat these considerations include primarily the time available for 

the experiment; a typical value being; one hour with students fulfilling a course 

requirement --with sometimes a follow up session of one more hour, often used 

for validating, purposes and debriefing. When research money is available, the 

limiting consideration appears- to be the anticipated,information-processing 

1 p
capability of the aid subjects; sessions are then more likely to extend to 11/2 

or 2 hours, with as many additional sessions as necessary. For real life tasks 

the decisive factor is commonly the anticipated cooperation of the prospective 

judges -- which may in turn be a function of the social relations and/or the 

rapport of the researchçrs with them. That is to say, depending on the means 



available to a researcher and to his perception of•the patienc.' of his subjectb, 

the measured co;nitive consistency of a judge can typically vary by as much as 

is made statistically possible by halving the size of an object sample, and even 

more than that if the combinations of sample sizeoand of later validation by 

the split-half method are taken into account. On the whole, the modal range of 

sample sizes of n=20 to n=SO may express the manner in which the considerations 

and constraints just noted lead to the typical object sample sitb s found in the 

literature. 

Be this as it may, when the artifactual effect of sample size runs the risk 

of reachinZ, the levels illustrated in Table 4, and when some of the controlling 

factors of this risk can be as irrelevant to the subjects' actual cognitive 

consistency as those we have just noted, it is clear that comparing levels of 

cognitive control across models without ascertaining the equality of the object 

sample sizes on which they were developed can be hazardous.  As .Table 4 shows, 

this hazard grows in direct proportion to the difference in sample sizes. It is 

noteworthy, however, that irrespective of the exact difference between n's, the., 

probability of making misleading comparisons is always facilitated under the 

present cjrcumstances by the fact that the sample size'artifact operates in the

'same direction as does a seemingly compelling explanation. On statistical

grounds, the greater the object sample size, the smaller R2 is expected to be; 

similarly, from a substantive perspective, the greater the object sample size, 

the lower the degree of cognitive control one expects from the judges, and hence 

the smaller the intuitively expected R2. A decrease in' the size of R2 observed-

in the context of a longer task lb therefore likely to be interpreted as a 

decrease of the subject's cognitive control, despite the fact that part or all 

of such an effect is a necessary statistical outcome. 



In short, not only are the artifactual values of R2 'we can expect to find 

in LMR'rescarc,h on•human judgment likely to be at times of a magnitude we cannot 

safely disreord, but the magner by 'which ,these ,artifacts tend to come about 

suggests that they could be widespread. 

Let us now summarize the main points of the foregoing discussion. 

. The pivotal observation is that the notion of cognitive control or con-

sistency as measured by R2 is ambiguous and problematic to an unexpected degree.

For the typical range of values of k and n found in LMR research on human•judg-

ment, this measure is artifactually affected to a significant degree by 

variations in the values of these parameters and of the obtained R2's. Table 3

(columns 1,1 versus III, 1) concretely illustrates the operation of these con-

founding effects which range in this case from OZ to 21X of explained variánce. 

The analyses based on Table`4 show that these values are recognizàbly close to 

theoretical expectations. Table 4 also permits one to phrase the problem dif-

ferently. Thus, this Table indicates that stating that one subject exhibited a 

degree of cognitive control of, say, R2 - .58 while that of another one was R2 =

.71,'may simply convey information about the object sample sizes used in the two 

sessions. On the other hand, stating that two subject's have the same degree of 

Cognitive consistency of, say R2 go .71, may conceal the fact ,that despite the 

identity of this measure and the fact that the two 'judges were studied under

identical conditions and on the same task (n= 20, k-8), they actually have dif-

* * 
ferent true scores of cognitive control (R2 x.50 and R2 x.60, which 

translate into "discrepencies of - 21% and -.11% respectively, with the measured 

score), a fact which is hidden by their,different policies, involving in one 

case 8 cues and in the other 5. 



1'hese'problems of intr•ri retation of 1t2 as a measure of cognitive control 

arc- colvoun.lt.d by thy (act thlit Tables 2 and 3 sue•at that sut•„e cts ray u 

changing their pOlicies over r ti in a systematic way. This points to the 

importance of determining the number of profiles which constitute a natural sub-

set or block for capturing  the policies between changes --an endeavor which 

could turn out tu he idiosyncratic for at least sone combinations of tasks by

subjects. iiccausc the: rance of. typical sample sizes may involve one or more such 

natural blocks, 'the mabnitude, of K2 is also likely to reflect-the chancy 

oerlap, or lack thereof, be:twe:en appruprintcly-cetermined subsatnplus in this` 

psycholobical sense, and, the actual sOt of profiles on which a model happens, to 

have beer developed. The way the over time chance combines with k,n, and the 

levels of obtained R2 in   affecting .the rrtifactual component of this coefficient 

is a tepic which c'eserve:s an analysis, in. its own right. Presently, it suffices 

to note that the la rse: r the obc et sample, the breater the likelihood that R2 

will also be reduced on this aecount as a resilt of the mixture of policies in a' 

sin,lc equation; :note: the implication that the dynamism of psychological pro-

cesses and thc' statistical requirement' of lame n's may beworking at cross pur-

poses fur the needs of modelinL. 

Vhcn we consider the affect of all the fore;oink factors, either indivi-

dually or in coLbinatton, the question eviclr.ntly arises of the meanin, and use-

fulness of 1:2 as a measure of coLnitive control, both to the researcher and to 

the subject. If we exclude a narrow range of values near the upper limit of its 

size, the absolute levels .of this coefficient, as well as .the possible changes 

observed in its values, are manifestly ambigous  to th e point where its 

interpretation for either theoryt f ca l or applied purposes is at best .uncocn-

pelling. 



The analysis has assumed all along that there is some underlying human•char-

acteristic operationalized by R2 which represents the subjects' true cognitive 

control and that R2 presumably measures. It could be argued, of course, that there 

are no psychological grounds to expect the notion of cognitive control to be in-

variant across combinations of values of k and n, even in the modest range con-

sidered. This, however, is obviously not the manner in which R2 has been used 

and reported in the literature on LMR modeling of human judgment. Such a view, 

moreover, raises with even greater acuity than do the indeterminacies and ambig-

uities discussed above the fundamental issue of what exactly is meant by the notion 

of cognitive control that R2 assumedly measures--and that R2 does not. 

The crux of, the matter, then, is that as a coefficient of cognitive control 

or consistency R2 is' a measure which in its current use for communicative pur-

poses as well as in its practical applications, conveys information which is 

extremely difficult to interpret. Uncritically related to, this coefficient may 

therefore have little informative value; worse even, it runs the serious risk. 

of being plainly misleading. 

Although this is probably obvious, it may be useful to note that from a

statistical viewpoint all that has been said above about R2 as a measure of cog-

nitive control or consistency, applies with equal strength to the interpretation 

of this coefficient as Qk measure of fit, that is, as a measure of success in cap-

turing a judge's policy (cf. Hammond, McClelland and Mumpower, 1980, pp. 121, 149; 

Lane, Murphy and Marques, 1982). Indeed, whether the size of R2 is attributed to 

the ability of the judge or to•that of the modeler is irrelevant to the operation 

and magnitude of 



the artifacts that we have discussed; clearly, this only affects the substan-

tive proc&ss which is in danger of being misinterpreted. 

Additional Results

We have seen earlier that according to one's choice of the equation which 

is deemed to represent, a subject's policy, the number of cues in the model can 

widely vary (specifically from 5.5 to 14.7 cues on the average per equation in 

the empirical example discussed in Table 1). This problem, together with the 

ambi;uities attached to the squared multiple correlation coefficient when it is 

used for the purpose discussed above, as well, as just noted, as in its use as a 

measure of success in capturing a judge's policy, lead to a self evident conclu-

sion. It is that the Grounds for determining whether a subject has or not self= 

insight into his policies are much less solid than is commonly assumed. 

Nonetheless, once an equation with its R2 is selected by whatever cri 

terion, the assessment of the subjects' insight requires that data be obtained 

about what they feel their policies were. Several data gathering methods have 

been tried, yielding very similar results (Cook and Stewart, 1975). One of 

'these methods, the scarcity scale, appears to have become standard procedure 

(Schmitt, 1978). The following discussion will focus on this scale. 

Eliciting the Subjects Self-Insight 

Consider briefly the structure of the scarcity -scale' method. The procedure

consists of instructing the subjects to allocate 100 points among the cues in a 

manner which reflects these variables' relative importance in the set of 

judgments just completed. Response-wise, the subjects tend to carefully comply. 

They are scrupulous in two senses. Firstly, they are careful that the points 

allocated do add up to 100. Secondly, they attempt to allocate weights to all 

the variables that they have considered. Some subjects are scrupulous in the 



first sense only, and do not allocate weights to "minor cues", although they are 

often hesitant about this and ask whether it is permissible. But many appear to 

interpret the instructions to include the second request as well, and attempt to 

allocate weights to all the variables, no matter how minute the discrimination 

they have to make and how uncertain they are about it. This part of the task le 

typically characterized by growing signs of hesitation, including erasures and 

the use as a last resort measure of some arbitrary rule for allocating a few 

points among the cues left over, or for redistributing the points so that every' 

cue is included in the allocation. 

By its logic, this extensive type of allocation clearly brings to mind the 

equations of type C in Table 1 where, it will be recalled, all the variables 

which can potentially enter into an equation are in fact forced into it by the 

nature of the decision rule. It was noted at the time that this is a misguided 

procedure. It seems peculiar therefore, that we should unwittingly put our sub-

jects in a structural situation where they are forced, in fact, to do what 

should not be done, neither during model development, as we have noted earlier, 

nor in all probability during insight elicitation, as we have just indicated. 

To put it differently, the findings obtained by means of the scarcity scale 

method could constitute a typical case of demand-response. This brings us to the 

second major topic of interest in this paper. 

To explore it, an alternative conception of the structure of the data which 

is required to assess self insight is desirable, for the situation just 

discussed is compounded by the fact that subjects keep insisting that their judg-

ments are configural, and that they relate to clusters of variables rather than 

to individual cues. That is to say, we cannot simply rely on the use of 



the most important of the subjects' introspective weights if we wish to go 

beyond the computational aspect of the demand reponse issue, and address the

potentially even more consequential substantive one. 

That subjects do often relate to combinations of cues is a common obser-

vation. For instance, in the case at hand, process tracing during the pretest 

showed that age, achievement expectations, high school grade and ethnic origin 

could be regarded by a subject as indicators of motivation, the concept he might 

say he was really trying to infer at that particular moment. Mere generally, 

the data also suggest that what the subjects actually attempt to do at this 

level falls into two'categories of information processing: the interpretation 

of cues by means of other ones, and the inference of core variables or 

underlying "factors" (e.g. motivation) by means of subsets of cues, some of 

which act as stable indicators, while other vary as a result of the aforemen-

tioned interpretations.

In terms of our current concern, gathering data about this dual process, 

especially about the stable underlying clusters and assessing the weights of 

these "factors" in the judgments, is clearly one possible alternative way of the 

kind alluded to above to confront the subjects' claim and to evaluate the extent 

of their self-insight into their.policies3. 

This approach to tapping the subjects' self-insight will yield a predictive

index, similar to that produced by the standard elicitation of subjective data

about the respondents' reliance on individual cues to which it is intended to be 

compared. This creates a problem in that there is no ready-made procedure for 

comparing the merits of indices. It would seem that a reasonable set of cri-



teria for the assessment of interest could include the following: the size of 

the correlation between the predictions based on the weights derived from the 

two types of self-insights and, the actual judgments; the simplicity/complexity 

of the two indices; their theoretical construct validity; and their usefulness 

within the modeling process. 

These criteria will be implicitly applied to the results of the analy-

ses presented below. 

Data Collection 

The data were gathered by means of the instructions that standardly accom-

pany scarcity scales. Specifically, after completion of the judgmental task the 

subjects were presented with a list of the 16 cues used in each profile and 

asked, in the case of insight about individual cues, tó "Please. allocate among 

the cues 100 points in a manner which reflects their relative weights in the 

judgments you made." After performing this assignment, the subjects were given 

a new list of the same cues with the following instructions: "Please consider 

again the 16 items of information. You may have related to clusters of  them, 

rather than to individual items in making your judgments. If so, indicate next 

to each variable with which others,you used it as a rule, by employing a common

symbol for each grouping -- say, different numbers. If an item: of information 

was used in several clusters, write down next to it the identifying symbol 

(numper) of all the groupings to which it belonged". 



After the completion of this task came the request to "Please give names to 

your groupings." This was followed by the concluding instruction to "Please 

allocate among these groupings 100 points iu a manner which reflects the rela-

tive weight of each cluster in your judgments". 

_In all cases the foregoing instructions were sequentialay handed out and 

explained to the subjects in a face to face session with an experimenter. 

Subjects 

Data are availabe for four subjects only. The idea of asking subjects to 

indicate how they had clustered the cues, if at all, and which weights they gave 

to these factor8 in their decisions emerged serendipitously during the 

debriefing'of subject number 2 (who sparked' the idea by spontaneously volun-

`teering some of this information in the course Of her justification of her 

objections to the questions asked about individual cues). ,The incipient idea 

quickly crystalliied,and was operationalised in time for the debriefing of sub-

ject number 4 -- its first application. All subsequent subjeci.•wre asked the 

foregoing questions about clusters. Subject number 6, however,.is an exception 

owing to a personal misfortune which interrupted her participation in the study 

just prior:to being administered the self-insigat (males. .Hence., the availabi-

lity of data for  subjects number 4,5,7, and 8 only. 

Procedure 

The general procedure for computing the predicted scores was the following. 

In the case of insight about individual cues, the z score of each cue (properly 



signed -- the sign  having been taken from the subjects' multiple regression. see 

Table i4) was multiplied by its weight (zero, if the subject had disregarded the 

cue), àùd the predicted score for a given profiles was the sum of these pro-

ducts. In the case of clusters, the z scores of the cues constituting a 

grouping; were first summed (after having been properly signed, as above), and 

each grouping was multiplied by its self-insight weight. The predicted acore of 

a given profile was the sum of these products. Note that by this procedure all 

the cues defining a concept were given equal weight --obviously a gross (but 

conservative) oversimplification. 

Findings 

A. Prima facie validity of the "factors" indices. Columns I,II and III .of 

Table 5 show that for three of the four subjects the judgments predicted on the 

basis of self-insight about the concepts inferred yield higher correlations with 

.,the actual judgments than is the case when the comparable predictions are made 

with data about individual cues. The tentative conclusion which emerges, 

therefore, is that information about clusterings of cues may bean alternative 

way of investigating the subjects' self-insight into their judgments, a way 

which in addition to being theoretically grounded appears to be empirically 

justified. Note thatj this conclusion is in essence similar to that reported by 

Cook and'Stewart (1975), who also found that probing the subjects self-insight 

about interaction effects --albeit about individual cue utilization  rather than  

for configural concept inference (operationalized here by a singe additive 

index)--yielded predictions which tended to correlate higher with the actual 

judgments than did alternatively derived predictions. 

Insert.Table 5 about here 



A related question is that of self-insight with regard to the substantive 

information taken into account (whether cues or clusters), versus self-insight 

concerning the weights given to this information. One way to address this 

question is to recompute the indices used in columns I and II, with exactly the 

same cues (properly signed, as before), but this time; without weighting them 

prior to summation. Columns IV and V of  Table 5 present the correlations bet-

ween actual and predicted judgments obtained with the indices recomputed in such 

a manner. The finding of interest which emerges is that the pairwise differen-

ces between these columns (see column VI) yield a picture which is practically 

the negative image of that found in column III. That is to say, disregarding the 

weights that the subjects give to the clusters leads to a greater relative loss 

of predictive pöwer than in the case of individual cues. This trend suggests 

that the subjects, or  at least some subjects, may have more self-insight about 

the weights they give to the concepts they use in their judgments, than to the 

cues which evoke theirs. This fact has evidently. implications for the assumptions 

embedded in the instructions commonly given to the subjects in studies of their 

Self-insight, 

It is noteworthy that the foregoing interpretation reeeives some small but 

non,-neglible support from examining the question of the tangible consequences of' 

the informatiom provided by the subjects about their self-insight. This issue 

is briefly examined below by using the subjects' self insight to see whether it 

helps increase the amount of explained variance obtained from the best available 

statistical model (see Table 1, 'decision rule B). One procedure to achieve this 

end is to add to the equations the variables reportedly having been used, but 

wh ell are. not in the statistically developed equations; in the. case of indivi-

dual cue utilization, this merely involves adding (forcing in) the cues the sub-

jects feel they have used and which are not in the used. For the concepts 



inferred, the procedure requires computing interaction terms representing each 

cluster, forcing into the equations the-cues involved in these terms which are 

not yet in the model, and testing whether the interaction terms add any 

explained variance to this recomputed base-line (Cohen and Cohen, 1975, Ch. 8). 

Column VII in Table 5 shows the result of this analysis using, the subjects' 

self-insight about individual cue utilization. The result is that in no case 

does the corrected measure of explained variance rise 'about the level previously 

achieved with the statistically developed model. In other words, in the 

occurrence the self-insight of the subjects under consideration is useless for 

attempting to improve on this model. In the case of clusters, on the other 

hand, column VIII shows that in three of the four cases at least one interaction 

effect does increase the corrected amount of explained variance by at least one 

percentage point. While this figure is admittedly low, the results are in lft e 

with the magnitudes we habitually encounter in the studies reporting success in 

detecting interaction effects by means of standard statistical analyses 

(Goldberg, 1968; Ogilvie and Schmitt, 1979). In terms of the substantive pro-

cess of interest, therefore, this modest finding, together with the pattern of 

the data exhibited by Table 5, suggests that the subjects' self insight about 

concept inference is likely to be grounded in reality; as noted earlier, this 

conclusion is by no means new (cook and Stewart, 1975).         . However, the phrasing 

of the question by means of which it has been replicated here does hove 

interesting implications for the problem at hand. Specifically, the-view of the 

subjects' use of information just examined recasts in a very differint light the 

famous discrepency between the number of cues the subjects typically report 

taking into account and that which is sufficient for accounting for the bulk of 

the explainable variance of their judgments. This becomes clear below. 



B. The demand-response issue.  The comparison between cumns I and II 

of Table 6 shows that subjects attempt to infer relatively few concepts, between 

3 and 5 in the present cast., as opposed to nn average of over 12 cues when the 

question they answer is put to them in terms of individual cue utlization. That 

is to say, the image which obtains regarding, the size, and even the very 

existence of the discrepency noted above, is antithetically different depcndint, 

upon one's choice of perspective: number of.individual cues or number of con-

cepts used. Note, moreover, that if the comparison is momentarily kept, at the 

level of individual cues only, the subjects indicate that they use' less cues 

when the question is phrased in terms of underlying concepts, than when it is 

phrased in terms of individual cues. Specifically, in contrast to an average of 

12.75 cues in the latter case, they report using an average of 10 cues (if we 

recount a cue each time it is used.in•a different, cluster), or an average of 

8.25 cues (if those relied upon are counted only once, independently of the 

number of concepts on which they "load", to use an enticing analogy; see Table 

6, columns I, IV and III, respectively). This latter finding is of enough 

importance to warrant a brief comment. 

Insert Table 6 about here 

There appears to be two main reasons which could explainthe difference

between the average number of cues found in column I (12. 75) on the one hand, 

    and in columns III and IV(8.25 and 10., respectively), on the other. One possi-

billy is that when asked to indicate  the clusters to which cues might belong, 

the subjects have omitted to mention those they may have used as single measures 

of concepts. The other, is that the difference, especiall}i that between 8.25 

and 12.75 duds, may be indicative of the demand-response effect hypothesised 

earlier --even when subjects do not interpretthe instructions to mean that -

weights should be allocated to every cue; in such i case, they could tend to 

interpret the instructions as a request to make an effort to allocate weights, 



if not to every cue, at least to the maximum possible niu,her of them. The data 

for subjects 5 and 8 are compatible with such an interpretation (see Table 6, 

column I versus columns III and IV). 

Although the nxrits of the two foregoing (non-exclusive) explanations can-

not be decided with the data at hand, the impressionistic evidence available 

from the debriefings suggests that the second explanation comes closer to 

describing what is actually happening. 

Be this as it may, we have to contend with the fact that depending upon the 

instructions given, subjects report using, 3 to 5 concepts in their judgments or 

an average of over 12 discrete cues. It could be argued that this comparison is 

unwarranted. Indeed, it can be held that the figure of 12.75 cues (Table 6, 

column I) should be compared with that of 10, or at least with that of 

8.25 cues (Table 6 columns IV and III, respectively). While this is a tenable 

position, this remark does not affect the essence of the argument madein this 

section, but simply rephrases it. The reason is that this criticism implies a 

call for a proper comparison, a request to which it is only appropriate to 

respond by pointing out that to be consistent the foregoing figures should in 

fact be compared with those in Table 1, especially with those of egyation C. 

In particular, the foregoing data and analyses lend support to the view that,'at 

the level of individual cues, the correct comparison is probably between man's 

average of 12.75 (Table 6, column I) and that of his "C" models of 14.70 (see

bottom of Table 1 , first row of summary data); the similarity of the order of 

  magnitude of these two figures hardly 'requires emphasis. Moreover, it is of 

interest to note that the fizures even suggest that contrary to the prevalent 

imagery, the Id1R procedure may be less discriminating with regard to the margi-

nally relevant predictors it includes than Are the human judges. 



C. Transitional remarks. The crux of the foregoing discussion is that in 

order to be valid, the conclusion that man lacks self-insight should rest on 

comparisons which are internally consistent. In the light of the preceding 

remarks, it appears that appropriate comparisons could include the following: 

firstly the comparison of the factors extracted from the analysis of the 

matrix of cue intercorrelations of a task with the clusters obtained from 

answers to questions such as those illustrated above; secondly, the comparison 

between the "best" cuts of a 1.:1R with the subset of those selected. by the sub-

jects as also being the most important, either by their response to a direct 

question, or as implied by the relative weights given tó the cues in the process 

of allocatint, among them the points of the scarcity scalp. 

To the best of my knowledge, neither of these internally consistent methods 

has been applied in studies of man's judgmental self-insight. Iri the case of 

objective and subjective factors, there is a practical explanation: the data 

required for such a comparison are rarely available. The reason, is that the cue 

intercorrelations are typically predetermined by the researchers' and factor ana 

lyzind them would produce an objective image of the clusters chosen by the 

experimenters,, rather than one of the subjects' objective clustering policy. 

Rare ;studies where this is not the case include those by Phelps and shanteau

.(1978), Holbrook(19 81) and Einhorn and Köelb (1982). 'These researches -- none 

of which, incidental ly, directly_ address " the-issue of self-insight are' 

instructive in that they suggest that in the kind of tasks under discussion sub-.. 

jectsmay typically infer between three and sfx-seven concerts. By this stan- • 

dard, the figures obtained in column II of Table 6 are compatible with the view 

that the subjeetsmay have a rather accurate perception of the number .of 

clusters/concepts that they use in!the type of judgmental tasks under considera-

tion (although it must be noted that the. difference between the findings 

reported by Phelps and Shanteau, 1978, and those documented, in the two 



other studies just, referred to suggests that the.number of concepts inferred may 

Also be a function of the number of cues presented). 

In the case of:objectively versus subjectively identified "best" cues

however, feasibility is not an obstacle. One simply needs to set up a procedure 

for selecting the most important subjective cues. In the present case, the 

method chosen for constructing the abridged subjective indices which will be 

shortly analysed, takes advantage of the information available about subjects' 

clustering. Thus, for each respondent, the number of clueters he or she had 

reported to have used serves as the theoretical rationale for determining the 

number of individual cues to be included in .the condensed index. Operationally, 

these cues and their subjective weights-come fro& the responses to the probe 

about individual cue utilization (cf. Table 6, column I). In each case, the 

appropriate number of cues --inferred, as just noted, from the respondent's 

clustering, policy, e.g. 4 for subject number four (see Table 6 column II) was 

selected by including the cues subjectively given the highest relative weights, 

or by random choice among the equally weighted ones in case of a tie for the 

last needed cue(s):The z scores of the selected cues were theh properly 

signed, as described earlier, prior to being multiplied by their subjective 

weicht and summed., In:euch a manner, the number of cues incorporated into the 

selectively recomputed indices range from 3 to 5, with an average of 4.25 cues 

per index (cf. Table 6, column II); . in constraat, the standardly computed indi-

ces range from 7 to 16, with an average of 12:75 cues per index(Table 6, column I). 

D. Subjects' self-insight revisited.` The'findings resulting from the 

fore,;oinc procedure can be summarized as follows. The average squared correla-

tion of the abridged indices just described• with the actual judgmefts is .38. By 

comparison the average r2 of the full fledged indices with the actual judgments 



is .46 (cf. Table 5, column I). The observation of importance is that the 

,ratio of these figures is .82, a result which is very close to the widely quoted 

conclusion of Slovic and Lichte:nsteºin (1971, O. 684; sde also Robson, .";endel 

and Gibson, 1981) that a few selected cues identified by I1IR analyses generally 

suffice to account for over 80% of the explained variance of the subjects' 

responses. As it turns out, these authors' conclusion sounds more unusual than 

it is, for the indices based on man's self-insight appear to behave in exactly 

.the same manner. That is to say,- it is passible to speculate that for many 

empirically developed indices 3 or 4 items might well turn out to explain most 

.of the variance that enlarged indices might be able to explain (see supportive 

indication below). Be this as it may, the finding just discussed indicates that 

the results documented in the context of thR analyses cannot serve as an encri-

tics]. basis for inferring; that subjects lack self insight into their judgments,' 

in particular about the number of cues they use. It is of interest to note that 

this. conclusion is buttressed by the data of the other three subjects for whom 

,data about individual cue utilization are also available --although without 

information about clustering for guiding the choice of the number of cues to 

include into the abridged indices. The absence of these guidelines turns out, 

however, to be informative. Takin;; the three most important cues of each sub-

;ect for computing, out of necessity, uniformly abridged indices leads, indeed, 

to the explanation of 79% on the average of the variance of the actual judgments 

explained by the full fledged indices; with indices based on the four most 

' important cues, the figures rises to 82%   . Evidently, the important implication 

of this finding is that the indices measuring man's self-insight may be quite 

tnse:nsitivt. to the decision rule used to-abridge them, (i.e. a uniform number, 

or vue derived from other considerations, e.g; ei,idence about clustering), as 

yell as to the axact number of ,cues selected to recompute them,--in the range of 

roughly 3 to 5 for the type of tasks under discussion. 



Recapitulation 

The.; findinl;s presented in this section rest on .a :limited date -base, and 

must therefore be regarded as preliminary; nonetheless, they are instructive. 

In conjunction with the underlying argument these findings can be summarized as 

follows. 

The subjects that we have studied assert that they utilize between 3 and 5 

concepts in the fairly typical-judgmental task that was used in the present 

study. The alternative mode of elicitin their self-insight which produced 

these data appears to be grounded in reality; in particular it can be used tö 

improve the predictive power of straight LMR models and yields predictions 

which compare favorably with those derived from the traditional indices based on 

the subjects' reliance on individual cues. 

The figure of 3 to 5 concepts is incompatible with the accepted view that 

judges tend to misperceive the extent to which they rely in their decisions on a 

few major variables. The likelihood that the prevalent portrayal of people's 

judgmental self-insi;;ht is mistaken is further buttressed by the fact that a 

closer examination of the way data are gathered for building the traditional 

indices suggests tliItt the procedure may induce a demand-response effect. 

tloreover, merely by being consistent and computing predicted judgments with 

these standard indices exactly as one does in the case of LMRs, that is, by 

usina, selected cues according to the magnitude of their weights, shows that the 

"hest" subjective cues appear to behave exactly as do the objective ones; in 

both cases 4 + 1 cues explain about 80% or more of the variance explainable with 

the full fledged indices or the  extended LMR's . 



In short, whichever yardstick one adopts for evaluating man's 'self-insight 

-- the number of concepts inferred, or the number of cues that is sufficient for 

explaining, the bulk of the variance explainable by the enlarged indices -- there 

does not appear to be serious grounds for asserting; that LMR research provides 

evidence that man confuses all the cues he processes with the most important 

variables he actually takes into account to making his.judgments. Ile may sorely 

lack self-insight. But, as. I have endeavorèd to show , the results produced by 

the traditional type of analysis of his capability in the context of L1F. 

judi;mental tasks cannot provide the evidence necessary to establish this fact." 

The reason lies in part in the need to properly conceptualize what is being 

measured. In part it lies in the insufficient attention paid to the necessity 

of making comparisons which are internally consistent. And it also lies in the 

fact that in a world characterized by a tulticollinearity and monotonic rela-

tionships, most indices could well turn out to behave as do LMRs, that is, 

increasing either the number of index items or that of, the variables entered 

into a LNR might well lead in both cases to rapidly diminishing returns, perhaps 

at comparable rates. 

Be this as it may, one overall conclusion stands out --however the 

reader assesses each of the two measures of self-insight considered in this sec-

tion and ranks then, in the light of the four criteria discussed earlier. The 

conclusion is this: the manner in which the subjects' self-insight is commonly 

elicited and computed raises as many questions concerning its meaning-and vali-

dity as do the values of the parameters embedded in the LMR models discussed 

earlier in terms of which this self-insight is appraised (cf. Part One of the 

analysis) . 

DISCUSSION 

We have seen that the meaning of policy capturing by means of LMR models 



turns out'to be vary ambiguous. This stems from the fact that there are several 

plausible rules for choosing between equations, none of which is compelling or 

standardly agreed upon by students  of human judgment by means of l2iRs. Often 

the dectsiun.rule use& to select the equatiun(s) deemet! to capture the subjects' 

policies is not even reported. In the judgmental task that we have considered, 

the decrees of freedom resulting from this situation translated into equations 

which could arbitrarily include from 5.5 to 14.7. cues per equation, on the 

average. 

To compound the problem, a close examination of R2 shows it to be a very 

problematic measure of the notion of cognitive control or of success in fitting 

a model to the judgmental data. This statement does not overstate.the case for 

the typical range of values of n and k found in LMR research of human judgment, 

although it does so for a narrow range of values of R2 near the upper limit of 

its maximum magnitude (Table 4). Outside this range, however, that is for the 

bulk of .complex, real life tasks, the foregoing characterization is justified. 

Note, incidentally, that it is precisely under such conditions that measuring 

accurately cognitive consistency for providing cognitive feedback is not merely 

of academic interest. 

Consistent with the foregoing results, it is worth noting that, stepping
l 

outside the limits of the present research, we find that across a number of 

published studies, R2, n, and k are related in the predicted statistical manner. 

Thus, in 21 studies reviewed by Shapira (1981) for which data about the afore-

mentioned parameters are presented, we find the following correlations: 1) bet-

ween it2 and sample size, -.52 and between F.2 and number of cues +.27; 2) between 

R2 and sample size, controlling for number of cues,--.61 and between R2 and 

number of cues, controlling for sample size, +.44. The anticipated artifactual 

relit tonships thus emerge as a clear trend. 



Under these circumsta c s,. it to evident that referring to the number of 

cues in a UIK or to the equation's R2 as to descriptive measures of the judges' 

policies is far from being as en].ightenin.; as it has come to be held to be. 

<1loreover; and although we have not touched upon these topics, three related 

issues make the informative values of current 11IR analyses of human judgment 

even more problematic. The first is that cue-intercorrelations and cue redun-

dancies affect very significantly the value and stability of beta weights (for 

an,excellent analysis of this'problem, see Gordon, 1968). The spreading repre-

sentative design philosophy (Brunswik, 1955a, 1955b; Hammond and Wascoe, 1980; 

Hammond, MacClelland and Mumpower, 1980) of profile construction may therefore 

be in fundamental conflict with the methodological requirements of LMR modeling 

of human judgment --except when one deals with a judgmental task whose ecology 

is well understood and documented. The second is that whatever the quality of

the estimated wei,;hts, there is no a,;reed upon standard way to report them. As 

is well known, the possibiities which include r2 , ß2, ß / (E ß ) and 
yi.k i j 

($ )(r )/R2 (Einhorn and Koelb, 1932; Hobson, Mendel and Gibson, 1981; ' 
i yi 

Roffman 1963); yield measures which do not necessarily rank order the cues in 

the same order of importance (Darlin,ton, 1963). The third, is that if the fin-

dim pertaining to r2 can be extrapolated to F2 (as some empirical evidence 

suggests this May be the case --see Coldberg 1976, Table 1), the number of cate-

gories included in the judgmental response scale further complicates the 

situation by introducing another way whereby the quantity of explained variance 

ca'n be arbitrarily affected to a significant degree. Thus, in the bivariate 

case, the effect takes the form of a systematic' reduction of the explained 

variance;, the latter shrinks.increasingly as the number of response categories -

diminishes and as the size of r2 ;,rows. To illustrate, the same relationship

which would yield a value of r2 • .65 with a five point response-scale, will 

produce one of r2 s .76 with a ten point response-scale, or vice versa (see 



Martin, 1973, Table I). This effect which compares in magnitude with those pre-

viously' dncumentrvt but which is independent of them, is therefore potentially

-strictly additive. 'Iortwver, its impaçt re:ºclli':, it:: ,l:lxl"'u:! As the 01..001q r!' 

oxi,laint',' vr,rianc. a11'roaehc•r its limit, that is in the range of. values wPiere on 

tbe basis of Table 4 one might have concluded that because of the reduced effect 

of k and n on the explained variance, it becomes relatively safe tomrelate to 

R2 as to a measure of cognitive control or of success in capturing a judge's 

policy. Obviously, this restricted assumption, too, is unsafe. 

Another result further obscures th`e meaning of current LMR models of 

policies. This is the findt that the assumption that subjects can be charac-

terized by one overtime policy may be questionable. We have seen that the 

equations developed on the whole• object sample and those developed •on sequential 

subsets of it exhfl,it differences which include the variables that characterize 

the pollci,?s, their wei3hts, signs, and the amount of (adjusted) explained 

variance already noted. 

That is to say, not only are there problems of measurement, but the very 

notion of policy that LMRs presumably capture turns out to be elusive. What is 

the proper amount of profiles and/or time spent.judging them which yields a 

meaningful image of a subject's policy, or at least reflects a natural segment 

of it? Evidently, what the analysis of data gathered during a typical 

experimental session produces is often a statistical average which needs not 

bear a direct resemblance to any of the policies' involved, in particular the 

latest one being implemented. Under such circumstances; the yardstick used for 

supplying cognitive feedback to the subjects is obviously very problematic. 

For the purpose of asseasinb the judges' self-insight, the foregoing dif-

ficulties which are inherent in the nature of LMR models of human judgment, 

are compounded by those created by the manner in which data about self-insight 

are vlLcited. In particular, the evidence is that the findings documented to 



date involve a demand-response effect. Thus, taking the subjects' claim that 

they relate to clusters of cues rather than to individual ones AM a working 

hypothebis, one finds that in the present judgmental task their intuition is 

that they utilized between 3 and and 5 conceptual variables in their decisions. 

These values are at variance with the image of people being'unaware of the 

extent to which they rely in their judgments on a few major variables. 

Moreover, constructing traditional indices which are simply consistent with the 

LMR'-s computations with which they are to be compared, reproduces the famous Lt•IR 

finding, namely, that a few selected cues suffice to account for about NA or 

more of the variance explained by the' full-fledged set of cues. 

In sur,, the grounds and rationale for building LMR policy-capturing models 

and for providing subjects with feedback to improve their cognitive awareness 

and/or có,nitive control turn out to be questionable in the extreme. This holds 

true in terms of the objective model, in terms of the subjective data gathered 

about self-insight, and with regard to the wanner in which the two are then com-

pared. In licht of this situation, it is inescapable that the original aim of 

policy-capturing cannot be said to have been achieved. This aim was stated by 

one of its pioneers to be the confrontation of the problem from which all others 

may be held to step, namely, that judgment is a process that we cannot trace: ' 

"It is as if we put our empirical data into a computing machine, the pro-

cesses of which we did not understand and which frequently produced dif-

ferent results depending on which machine we used and when we used it." 

(Hammond, 1955, p. 255). 

This characterization of udies applies evidently as well, if not better, 

to the proposed solution --the present day LMR models. Indeed, there is little 

doubt that for many applications, we have replaced one black box by another. It 

Is intriguing, therefore, to observe that the use of LMR models for cognitive 

feedback is spreading (Hammond, Rohrbaugh, Mumpower and Adelman, 1977), and 



appears to lx well:receiv:d by th, sub'ects, soÑetitncs with impressive results 

(iíammonc' and Ad elatan, 1976, .nderscn et. al. 1961). On the back&round of the 

current shortcomings  of the approach that e have discussed, weakneses which 

tFe;:e their iui'l e,'.tcci;t„ in thc li,;ht of th.: ~:x,.Sicit theorttical disavuwals 

y,nt(($ in the Irtrue'uction, nnc Is puzzled by the situation which has drvnloped. 

It could be that its explanation lies in the Subjects' Cavoraile reaction that: 

it is t: tin, to regard as an implicit indication that something is fundament-

tally right in the, 6nduavor, in spit;' of all the present arguments to the 

contrary. But it is cl, ar that this react ion of the sub c.ets should Le checked 

for a possible artifact which appears to have been completely overlooked in the 

li.tcrotor. ---dcseit.. its Lein,, a familiar one. This artifact can be odtrationa--

lized by the following • questions: how woule the subjects react to, anc+ accept, 

raadon!ly ;eneratee models substituted for theirs? Or, similarly, how woulc' suh-

ject relate to their own models, if, adapting one of  Milgram's (1974 r.•srarch 

designs, they were  presented to then not at the terminal of a computer, and in 

an ac• &r,ic coctr%t, ►•ut in a less authoritative erviron:;er.t, and without tL, 

cu,71,>uter aura? Without :vidence to the contrary, it is hard to escape the 

fee lie►„ that what we may presently L: witnessin„ is the effect of the principle 

that for lany suh,ects a sufficiently sophisticated u:.thodolooy is 

inc!isti:t„uishable from oaeiic, to paraphrase an aphorisn quoted by Parker (1976, 

,t. 1) . 

There Is a. whole literature dealin• with models developed for the purpose 

of predictini, an ob,;ect.ive criterion, rather than for that of reproduciniy or 

cal;turin, a ,;ud;,e's policy on which our discussion has focused. flatly of the 

issues that we hav, raised have been addr'.ssed in this literature. In par-

ticular, the question of the sample size and of the number of predictors in an 

.:;uatiou have bei n discussed or noted by Einhorn and itoorth (1975; 1982), 

Curans an.l L'ras, u'i (197°), and Keren and New:,ean (1973). Similarly, the problem 

ni the instability of tht' beta wei ,hts has been stressed in this context by iaany 



researchers since Darl ington (1968), including the authors just referred to, 

Schmidt (1972), Schmitt and. Levine (1977), and Schoemaker and Wald (1982). 

With regard to ¡t2 Cattia •(1^.w) has recommended the general use of a corrected 

measure of this coefficient and suggested a more accurate way of computing R2 

when n 50. The issue of self-insi,,ht, too, has bien investizated in terms of 

this subjects' ability to predict an objective criterion. To date, the evidence 

for this Lied of self-inslht is mixed, with findings which sometimes reflect 

favorably on clan's ability, and sometimes 1. as so (Schmitt and Levine, 1977; 

Schmitt, 1978 Cray, 1979; Shoemaker and Wald, 1982), in part, perhaps, because 

of the effect of the values of n and k used in the models (Cattin, 1980, p. 

413). 

The i;uplicatlo►.s of the findings and warninls'found in this literature have 

not been generalized to the activity of policy-capturing and insight deter-

ruination, however. Piodelina policies is,therefore an endeavor which currently 

not only lacks a theoretical justification, but which also involves many serious 

practical problems. The result is that policy capturing is presently an acti-

vity with a very questionable rationale. The quality of cognitive feedback 

given to the subjects is anyone's guess. And whether or not man has self-

insight into the policies he applies iri his judgments remains a cluttered and 

unsettled issue, despite the pivotal• importance of this question for some 

research (Stillwell, Seaver and Edwards, 1931). 

From a remedial perspective, some of the problems that we have considered 

are procedural, e.,. number of response categories in the judgmental scales, 

replacement of ít2 by a measure corrected for degree of freedom, manner in which 

data about self-insight are elicited and analyzed. Others are inherent in the 

Ll1R methodology, for instance the fact that --to úse Kerlinger'and Pedhazur's 

(1973, p. 442) words-- "A serious. weakness of multiple regressions is what can 

he called the unreliability of regression weights." 



The 'first class of prçble,•ms can be readily dealt with without great dlf-

,ficulty, for independently of whether or not they have a solution in soma deep 

sense, they can be fairly effectively controlled by holding their effect 

constant. On the other hand, the second category of problems requires serious 

analytical and methodological work which may take years to bear fruit. It is 

possible for some time to "look at the other side of the coin", to continue 

quoting; Kerlinger and Pedhazur (1973* p.-444 ff.), for LMR's have indeed 

strengths which could be taken advantage of, if proper caution is exercised. In 

the long run, however, it seems clear that if Lt•IR modeling of . human judgment 

for policy-capturing purposes is to be regarded as a justified endeavor, the 

validity of the models as a reflection of the judges' policy must be 

demonstrable. Here the likely equivalence of various types of weights for pre-

dictive purposes clearly defines the problem that must be confronted: in the 

light of the current inability of policy-capturing models to effectively compete 

with these alternative schemes in terms of relative (and at times absolute) 

levels of achievement, one of the two following, alternatives must evidently be 

faced. The first is to convincingly capture man's judgmental policies, and thus 

show that what is offered as an aid to the limitations of his self-insight is 

valid feedback, and not some mixture of elements of a policy with statistical 

and methodological artifacts, the latter unextricably intertwined with, and 

possibly completely overshadowing the former. The other is to accept the 

prospect that the endeavor may increasingly be seen as devoid of a defensible 

scientific Justification. 

The seeds of this conclusion are implicitly found in the points made in' 

the literature on predictive linear models to which we have referred above. 

These points have tended' to be discussed as discrete issues, however, a fact 

which explains perhaps the lack of sufficient attention paid to them for the 



topic nt hand. This assuMption underlies the present attempt to bring them 

together and to spell out their implications for current policy-capturing work. 

Looking back at the picture which emerges from the discussion, it is not far-

fetched to say that these implications could be regarded with some justification 

by a critic of policy-capturing work as suggesting that the king is currently 

naked. 

Lest this remark be misunderstood, let me hasten to add that I emphatically 

do not believe that this is the case. I am convinced that policy-capturing 

research is theoretically important, and that the aim of providing subjects with' 

cognitive feedback is of practical significance. More importantly, past studies 

which have avoided some or all of the pitfalls that we have discussed have made 

significant contributions to our knowledge. The point of the foregoing remark is 

to call attention'to the fact that once this has been said there is, however, 

only so much which can be accomplished without confronting the key. problems 

involved in the 1.NR modeling approach. It is in this perspective that it is 

important to realize that the list of threats to the validity of current policy 

capturing work and its applications create a situation which is not a strategic 

one for complacently continuing carrying out research in the habitual way, and 

thus risking the prospect of having to face the accusation just noted. Put dif-

ferently, the insights and findings accumulated to date clearly need to be scru-

tinized and consolidated in the light of the potential threats to their validity 

that we have discu ssed:. 

SUMMARY MD CONCLUSION 

tic have considered a number of problems which contitute validity threats to 

current LMR models of human judgments. These include: 



1.The. lack of unambiguous criteria for including variables. in a Idiot model 

and for choosing the equation deemed to reflect the judges' policy, a 

problem which creates an unstructured situation that needs to bu given 

attention and corrected. 

2.The necessity of agreeing on an operationalization of the notion of 

weight, and of presenting evidence of their stability; at least that of 

reporting the weights in a manner which permits one to recompute them 

differently within the LMR paradigm. 

3.The qeed of documenting the effect on R2 of the nur.► ber of categories in" 

the response scales given to the subjects. 

4.The necessity of clarifying what is meant by cognitive consistency and 

by success in modeling a judge's policy. In particular, the need•of 

examining whether R2 should replace: -R2 as a standard measure of these 

notions. And, ii so, which,nethod should be used to correct for the 

biases involved in the stepwise development of equations 

. The necessity of determining the appropriate sample size for model(s) 

building, in light of the evidence that subjects may systematically 

change their policies in the process of judging a set of profiles. 

And, after clarifying and improving the models along such lines, and in the 

rocess increasing their claim to trustworthiness, 

6. The need of eliciting the subjects" self-insight according to a theore-

tical conceptualization of the process investigated. At least, that of 

eliciting the relevant data in a manner which does not induce a demand-

response effect, and of computing the predictions derived from sélf-

Insight in a fashion which parallels in its logic the procedure used 

with LItR models. 



In sum, one of the centräl problems of LMR models of   human judgment is that 

for thi typical 'values of n and k used for model building, regression wei;;hts 

art unreliable. Their stability, however, is of crucial importance for the 

tenability of the assumption that a policy has been captart d and 6serves, 

therefore, to he fed-hack to the subjects. With the beta weights defaulting,, a 

retiAinint, indicator of the quality and stability ,of a model is potentially the 

value oe R2, as we find, indeed, that this coefficient is used in the literature 

--in general implicitly, but on occasion explicitly (Hammond and Marvin, 1941). 

llowever,.we have seen that this coefficient can be seriously misleading for a 

number of reasons. These include the object sample size used for, model develop-

ment, the number of variables included in the model, the number of categories in 

the response scale, etc. The interpretation of current U1R models, of human 

judgment is therefore in litany cases uncompellin0. This situation is compounded 

by problems in the manner in which the subjects' self-insight is elicited and 

analyzed. Togetiier these difficulties raise fundamental questions.about the 

accuracy of the characterization of human information processing.de'rived from 

this evidence, about the validity of the portrayal of the subjects' self-insight 

it sustains, and about the usefulness of the feed-back provided to the subject. 

This situation needs evidently to he remedied. 3y spelling out the extent • 

to which it is problematic, this paper will hopefully contribute to the stimu-

lation of. the necessary corrective work. In the meantime, it should serve.as a 

warnig against accepting with too much faith some of the conclusions which stem 

from current URI models bncritically related to and used as dependable descrip-

tions of human judgmental policies. 



FOOTNOTES

1. This holds true for most decision rules owing to the fact that we can 

encounter situatins where R2 is statistically significant, while none of 

the tests for the individual X's are, and conversely, situations where the 

t tests for on or more ,individual predictors are statistically sijnifi-

cant, while the overall R2 is not (see Cohen and Cohen, 1975, section 3.7, 

especially pp. 108-109). Not surprisingly, proposals to safely deal with 

these problems are open to' the criticism that they are overly conservative. 

2. Cne prohi mt in cor:p acing the R2's of independent equations is that 

the significance of differences between amounts of explained variance is 

not readily determinable. One common heuristic procedure Linder the cir-

cumstance s,is to regard a diffetence of 17 of explained variance as 

noteworthy. However,.nany researchers often seem to interpret this rule of 

thumb as reanin;, that such an amount is noticeable, rather than necessarily 

of substantive importance. As a result, there is a zone of ambi8uity in 

the interpretation of the significance of a gain/loss of explained varianee 

which extends at times to 2-3%. Workers specializing in the use of Llms 

often regolve it (especially for lare values of R2) by applying, the 

following, principle: a difference equal to or lar;;er than 10% of the quan-

tity 1-R2 is ri.,arded as "si,nificant". In the case at hand; the values of 

the n2's under consideration spread around .70; consequcntlj'3 (1-R2)/10 

3%. L'y this criterion, a difference of approximately this size, or 

greater, between two R2's may be regarded as being, unambiguously 

"significant" . These  guidelines are offered with no stronger claim for 

them than the fact that they are couuKenly used and may be useful to fix ideas.



3. In practical terms this task can be carried out in two ways. The first ap-

proach is to get continuous data on the process, a task which turns out to 

be very difficult and cumbersome, owing to both problems of data recording 

and analysis. Note that this difficulty is also encountered when data are 

gathered about individual cues; this has led in this case to the current 

use of the scarcity scale method referred to above. In particular, the sub-

jects are requested to allocate pointk in retrospect, i.e. the data elicited 

are about the weights of the cues psychologically averaged after the fact across

profiles. This method is used despite its imperfections, both substantive and 

procedural (cf. Ericsson and Simon, 1980), the overriding consideration being 

its practicality, And the,supporting rationale that in matters of policy, there 

.is also a substantive interest in the validity of insights as recollected and 

communicated in retrospect. Along a similar line of reasoning, it can be 

argued that if the information about clusters,is conceptually important and 

different from that about individual cues, and if this difference is observ-

able and robust, the application in this case as well of the second (retro-

spective) approach just noted could yield informative results--despite its 

acknowledged imperfections. At the very least, the results would be directly 

comparable with those obtained about individual cues. In a nutshell, this is 

the rationale on which the forthcoming analyses rest. 

4. Because, as we have seen, cue signs may change according to the data base used 

for model building, this procedure assumes that the sample size used in Table 1 

is an appropriate one for the purpose at hand, an assumption which is of course

open to question. However, the implication of interest of the findings to be 

discussed turns out to be independent of this assumption. This will become 

clear as the more general analysis and argument presented later will show. 
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Table 1  Variation in  Judgmental Policies (Cue utilization and beta weights) weights) According to 

three Decision-Rules for Model Building

*
Clues

.. b. c. 4. o• ``'w t. {• h. 1. j. k. 1. n. s. o. p. ¡, 

A -.I! .24 .60 -.34 .21 .20 .27 .67 	.64 7 

1 1 -.10 .26 .N -.36 .24 .28 .30 .14 -.13 .70 .66 1 

C , -.14 -.11 .17 .21 .64 .06 •.20 -.07 .16 .34 .33 -.11 .10 .23 -.07 =.17 .74 .67 16 

A .20 .76 .2) .32 .61 .67 4 ' 

2 { .23 .56 .22 -.21 .17 .71 .41 S 

C . 	.07 	.0$ 	.23 .33 .21 -.24 .11 .10 -.07 .03 .16 .04 -.06 -.OS -.03 .71 .M IS 

A .69 .21 .21 .20 .22 .?^ .78 .76 . 

3 0 .61 .21 .21 .28 .22 .30 .70 .76 * 

C .03 .06 .03 .60 .27 -.10 -.03 .26 .27 .10 .21 -.05 .il .00 .75 11 

A -.IS, .30 .41 .I5 -.27 .1$ -.16 .74 .71 7 

4 6 -.15 .30 .41 .1S -.27 .1$ -.16 .74 .71 7 

C .03 -.11 -.10 .27 .41 .05 -.03 .20 .02 .07 -.35 .10 -.11 -.01 .01 -.22 .76 .70 . 14 

A -.27 .24 .40 .11 .34 .32 .41 S 

S O -.1S` -.10 .24 .42 - 14 .30 .28 .14 .57 .52 S 

C -.11 -.22 .10 .23 .43 .06 -.14 -.06 .20 -.03 .26 .18 -.02 -.09 .51 .41 14 

A .40 .24 .24 .22 2 

6 O .28 .30 .44 -.12 .14 .30 .21 S 

C .03 .14 -.04 .31 .20 .30 .13 -.10 -.08 .17 .02 .06 -.06 .33 .10 13 

A -.21 .62 .20 .21 .63 .61 4 

7 { -.20 -.17 .72 .23 .12 .32 .66 .63 6 

C -.02 -.16 .00 -.16 .76 -.02 .O6 .11 .14 .00 .31 .11 .17 -.04 .03 .61 .60 IS 

6 -.31 .33 .33 ./4 .21 .24 -.22 .17 -.36 .71 .76 i 

S 0 -•20 .31 .33 .18 .21 .36 -.22 .11 -.42 -.17 .00 .77 10 

C -.OS -.27 -.04 .30 .34 .10 .11 .» -.H .18 -.42 .01 -.22 - 06 - 00 -.0S .02 .77 16 

{M0e7 Oats 
beeis/as Soles 

$----.1-___S 
Average sober el cuss be g  eotte.s 3.3 7.0 14.7 

Average 02 .632 .457 .683 

Avedp Abeeted 82 AN .604 .007 

	

(a) 4441 (b) got (e) .12íe *Hgla; (6) 1.Q.; (e) bip sebeel gr1otiee grade; 

+ (t) Nets-.cles.ie baetgiwM; (0) aerate' steins; (b) heeltht (t) achievement 44rettetI.e.: 

(3) severe st re/edam vitb hip school t.ac6Mt (h) time Neat doing honwiorb dories 1.A1 

7sM0 et hip sob0411 (1) (ssr e2 (oners; (a) living sq.eaes .rseOpasatst (a) policitol' 

activities; (ó) sects' ewn.etMn with university Mesh eves; (1Z  esctebill17• 

os 
Oaelefas nlee ter nodal buildings by Leine se i0 W Mustias et (A) the vsriablee pith e 

a/rtttlMM.e bete weijst at eis .63 10016l la 6088 40171 (0) ell tbe variables able) erntribett 

st las01 12 01 MNLiead v0144cE te 00104.0140011 (C) ell des veMabl s die) esetribute 

soy n.rnn►le meet et 44164!004 ,.riiaee se the gashes. 

064 
See sent ter deeadlo 0 Miasma. 



Table 2

Subjects' Judgmental Policies as Reflected in the object samples 

split into two Sequential Subsemplss 

A 
Cues

• b c d e f / h i j k 1  m a o p 

I -.:2 -.29 .16 .64 -.48 .44  -.16 .12 -.26 .82 .76 9 

1 11 .92 .23  .10 .90 .89 3 

R -.18 .26 .64 -.36 .24 .28  .30 .14 -.13' .70 .66 9 

1 .32 .51 -.18 .13 .16 -.11 .73 .67 b 

2 II .65 .34 .46 .81 .79 1 

g .23 .56 .22 -.21 :17 .71 .69 ' 5 

1 .12 -.10 .32 .41 .13 -.15 .15 .17 .33 -.25 .14 .84 .76` II 

3 11 t16 .66 .28 .31 .82 .79 4 

II .69 .29 .21 .28 .22 .30 .78 .76 6 

I -.28 .32 .38 .17 -.14 .19 -.19 .83  .78  8 

4 11 .18 -.14 .60 .41 -.22 .48  .15 .21 .12 -.18 .81  .73  10 

8 •-.IS .30 .41 .15  -.27  .15 -.16 .74  .71  7

I I -.11 -.22 .30 .42 .15 .23 .29 -.26 -.13 -.23 .79 .70 10 

5 II -.13 .46 -.32 .21• .20 .32 .16 .64 .55 7 

8 -.15 -.18 .24 .42 -.14 .20 .28 .14 .57 .52 8 

I .30 .64 -.12 .32 .28 .38 .38 .41 .21 .17 .49 .29 10 

6 ti -.14 -.14 .18 .58 .22 .21 .20 .29 -.16 -.19 .71 .60 10 

8 .28 .30 .44 -.12 .14 .30 .25 S 

I -.14 .23 .57 -:11 .20 .46 .39 .31 .34 .24 .72 .61 10 

7 I1 -.15 -.13 -.19 .83 .33 .19 .24 -.12 .76 .69 8 

8 -.20 -.17 .t2 .23 .12 .32 .66 .63 6 

T -.45 .38 .43 .23 .19 -.33 .24 -.22 .91 .88 8 

8 Ii -.19 .54 .21 .29 .18 .22 .12 -.19 .84 .79 8 

8 -.28 .31 .33 .18 .21 .36 -.22 .19 -.42 -.I7 .80 .77 10 

Nature of Sample: 

Suasiary Data I II I+II 1 

Average R2 177 .79 .78 .66 
Average Adjusted 12 68 .73 .70 .62 

Average number of cues in equations 9 6.6 7.8 7 

* See key in Table 1 

•• I. Sequential profila 1-36; II. Sequential profiles 3i-72; 1. whole sample of 72 (Taken frai Table 1) *** See text for details of adjustment



TABLE 3 

Summery Date of Subjects' Jud .sstal policies 

Ai Reflected i. I) The Randomly Split Objeéi Samples 

2) The Sequentially Split Object Samples 3) Tb. Mal. 

Object Semple (All tes Au.tioas is accordance with 

modally decision-rule S t. Table 1) 

   

(I) 
Av.r.p is Readsaly 
Split Su►aaaples 

(21) 
Avaige La Squ.ati.lip 
Split lenqamples 
(aaa_TMIr i) 

(III)
Value is obole 
Sample 
(a.. Table Lt 

Subject number 

.78 .66 .70 

I .72 .83 .66 

7.3 6.0 9.0 

.77 .77 .71 

2 .71 .73 .6g 

6.5 6.5 5.0 

.82 .83 .71 

3 .77 .78 .76 

6.5 7.3 6.0 

:78 .82 .74 

6 .76 JS .71 

6.5 9.0 7.0 

.68 .71 .57 

S .60 A2 .32 

6.5 8.5  8.0 

.51 .60 .30 

6 .33 .44 .25 

8.5 10.0 5.0 

.71 .74 .66 

7 .6S .65 .63 

6.0 9.0 6.0 
ti 

.80 .88 .80 

S .77 A4 '.77 

5.0 8.0 10.0 

Averese Across Subjects .73 .78 .66 

.66 .70 .62 

6.6 7.8 7.0 



TABLE 4 

Values of R2 's for Selected Values of 

R2, and combinations of k and n. 

*2 R2 Jr .30 .40 = *2 = .50 

5. 6 7 8 5 6 7 8 5 6 7 8 n 

20 .48 .52 .56 .59 .56 .59 .62 .65 .63 .66 .68 .71 

30 .42 .44 .47 .49 .50 .52 .54 .57 .59 .60 .62 .64 

40 .39 .41 .43 .44 .48 .49 .51 .52 .56 .58 .59 .60 

50 •.37 ..39 .40 .41 .46 .47 .49 ..50 .55 .56 .57 .58 

*2= R .60 R2 = .70 R2 = .80 

5 6 7 8 5 6 7 8 5 6 7 8 \:\\( 

20 .71 .73 .75 .77'- .78: .79 .81 .83 .85 .86 .87 .88 

30 '..67 .68 .70 .71 .73 .76 .77 .78 .83 .84 .85 .86 

4Q .65 .66 .67 .68 .74 .75 .75 .76 .83 .83 .84 .84 

50 .64 .64 .66 .67. .73 .74 .74 .75 .82 .82 .83 .83 



Table 5 

Relationship Between Actual Judgments And Self-Insights About the Cues 
And the Clusters Used in Making These Judgments 

1 = Actual Judgments; 2 = Judgments Predicted From Self-Insight About 
The Individual Cues Used And Their Weights; 3 = Judgments Predicted 
From Self-Insight About Inferred Clusters And Their Weights; 4 = 
Judgments Predicted From Self-Insight About Individual Cues Used (un-
weighted); 5 = Judgments Predicted From Self-Insight About Inferred 

Clusters (unweighted).  

(I) (II) (ÍII) (IV) (V) (VI) (VII) (VIII) 

R 2 R2 0 R 2 
1,2 1,3 1,4 1,5 

cR ase (Squared Corre- (Squared Corre- Direction (Squared Corre- (Squared Corre- Direction InncRa se In
lation between lation between of dif- lation between lation between of dif-

obtained actual judgments actual judgments 'ference actual judgments actual judgments ference obtained 
from i judgments pre- 6 judgments pre- between 6 judgments pre- 6 judgments pre- between from 
self-dicted from self- dicted from self- columns dicted from self- dicted from self- columns self-
insight insight about in- insight about in- II-I insight about insight about V-IV ' insight 
about     dividual cues '6 ferred clusters 6 unweighted indi- unweighted about 
clusters their weights) their weights) vidual cues) clusters) indivi-
inference dual cue (Subject utiliza-

Number tion 

* 

4 .4.5 .55 + .51 .38 .00 .02 1 

5 .36 .40 +' .40 .39 - .00 .01 

7 .38 .43 + .37 .34 - .00 .00 

8 .63 .56 - .61 .61 = .00 .01 

*2
* Decreases in R are reported as zero gain. 



TABLE 6 

Number of cues and concepts used in Judgments 

(Data from Self-Insight) 

Number of 
Cues Reported 
Having Been 

Used 

Subject 

Number of 
Clusters 

Identified 

Number of Cues In 
Clusters: 

Counted Counted as 
Once Many times 

As Used 

Number I II III IV 

4 16 4 7 9 

5 12 5 7 11 

7 16 3 14 15 

8 7 5 5 5 

Average 12.75 4.25 8.25 10 
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