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The Use of the General Rasch Model
with Multidimensional Item Response Data

Citent trait theory has become an increasingly popular area for research
and application in recent years. Areas of application of latent trait
fheory have included iai1ored testing (McKinley and Reckase, 1980), equating
(Marco, 1977; Rentz and Rashaw, 1977), test scoring (Woodcock, 1974), and
criterion-referenced measurement (Hambleton, Swaminathan, Cook, Eignor, and
Gifford, 1978). While many of these applications have been successful,
they are limited to areas in which the tests used Measure predominantly one
trait. This limitation is a result of the fact that most latent trait
models that have been proposed assume unidimensionality. Because of this
requirement, in some situations latent trait models have not been successfully
applied. For examPle, in achievement testing the goal is not to measure a
single trait, but to sample the content covered by instruction. Therefore,
most latent trait models are inappropriate since tests designed for thiss
'purpose generally cannot be considered-to be unidimensional. Even when the
goal is to measure a sihgle ttait, if dichotomously scored items are used
no gepprally accepted method exists for forming unidimensional item sets,
for'ittermining_the dimensionality of existing item sets, or for-testing
the fit of the unidimensional model to the data.

An alternative to trying either to construct unidimensional item sets
or to fit a unidimensi-onal model to already existing item sets is to develop
a multidimensional latent trait model. Several such models have been
proposed (Bock and Aitkin, 1981; Mulaik, 1972; Rasch, 1961; Samejima, 1974;
Sympson, 1978; Whitely, 1980), but little research has been done using
these models. Some work has been completed on the estimation of the parameters
of the13ock_and Aitkinmodel (Bock and Aitkin, 1981), the multidimensional
Rasch mo el (Reckase, 1972), and the Whitely,lodel (Whitely, 1§80), but no
extensiv resehrch-has been completed44'the qharacteristics and properties
of any of ese model's. The purpose of thrsliaper is to present the results
of research on the characteristics and properties of the multidimensional
Rasch model. Before presenting these results, however, the multidimensional
models that have been proposed will be briefly discussed, as will the

, research that has investigated theNchar.acteristics of these models.

Multidimensional.Latent Trait Models

Three of the multidimensional latent trait models thst have been
proposed have been extenions to the multidimensional case of the unidimen-
sional Rasch model (Rasch, 1960). The unidimensional Rasch model is given
by

.

. exp(x (0 + cy
i
)) .

P(x I ) ='
ii i

. (1)
11 °.i i 1 + exp(O + )

i
i

4

where0.is the ability parameter for Pergon j,-0, is the item easiness

parameter for Item i, and lAx.
1 0

j i
,0.) is the probability of response xij / j

(0 or 1) to Item i by Person j. The multidimensional model proposed by
lysch (1961) is given by

1
1,(x ) ,\ ttxpWx)'3 + 0'.)((x)0. 4- :(x).1 (2)'jj'-j Yk(2.15f1i) - -j - -1 - j-, -1
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where 6 G. e and P(x 6 ,cr.) are as defined abov; I, x, and p are
-1 -1

scoring functions which are functions,of x,only; and y(0 ,a.) is..a normal-

izing factor necessary to make the,probabiIities of the response alternatives .

sum to 1.0. The scoring functions and X act as weights for the

parameters, while the p teTm is used.to adjust the scale for different

scoring procedures. Both'th'd scOring-functions and fhe p term.depend ox

the score obtained by a person on the item. In brdet to apply this model

to multidimensional data, G., I,.and are defined as column vectors,

I(x)-6 and (x)-cr. are inner products of vectors, and i(x) is defined as a
-1

matrix. The\terms I and now represent vectors of weights for the different

elements in the cr-,and 6-vectors. The x matrix is a matrix of weielts.

Rasch never attempted to apply this model.. :

.

Reckase (1972) tried to apply the generalized Rasch mOdel,to real and

simula'ted item response data with'limited success, In this study, the

multidimensional model fit multidimensional data no better than did the

unidimensional Rasch model. hoWever, Reckase did"not include the 6 -x(x)(3.
-1

term in the model, which may,have resulted,in the poor fit of the model to

multidimensional data. In additibn, several methodological problems may;

,
have contributed to the poor results of the study. First, the sample size

used to estimate the parameters of the model was relatively small for the

number of parameters estimated. Second, in addition to estimating the'
parameters of the model, Reckase also estimated the values of the I and

scoring functions. ' Finally, in order to estimate the parameter,vectors,
the dichotomously s'cored items used in the study were combined into clusters

,to form nominal response patterns. The most appropriate way to form the

, cluAers, was not known, which may have caused problems in the estimation of

.
the/parameters. :Pespite these difficulties, a least squares estimation
procedure was developed which did yield somewhat reasonable parameter

estimates.

Mulaik (1972) also proposed a multidimensional model that is a
generallzation of the Rasch model. The model proposed by Mulaik is"given

by
J

2:exp[(0. )x ]

3k ik ij
k=1

P(x le ;C1 )

1 + Eexp(e.
k

+ a
ik

)
j

k=1
4

where
t)j

th
k ikis e ability parameter for Person j on Dimension k, and

,
the difficulty .rameter for Item i on Dimension k. Although Mulaikjiever

applied this mod 1, he did suggest procedures for estimating the parametet.s

of the model far hree separate cases: when item responses are normally

distiibuted and ha e a common variance for all items apd,subjects; when
item reponses follo a Poisson distribution; and when item responses are

dichotomous.



-3-

Samejima (1974) proposed a multidimensional latent trait moderthet is
. a generalization of a different unidimensional model. The model.proposed
by Samejima is1based on the two-parameter normal ogive model: This model

' is given by

= V[a.-(9. b.)) (4)

where4)00-isthe,dormaldistributionfunction,a.is a column vector of

item discrimination.parameters, b, is a column 'Vector of item difficulty

-parameters, and 0, is a column vector of abiaity parameters for Person j.

Unfortunately, the basic derivation of this model used the continuou
response version of the normal ogive, model. Therefore, its.use with
dichotomous data requires that item scores be translated to the continuous
scale. Since no procedure for translating item scores to the continuous
scale is available, the moAel cannot at present be applied to dichotomous
data. Like Rasch and Mulaik, Samejima never applid this model, but only
suggested how the parameters might be estimated.

Sympson (1978) proposed a multidimensional model based on the three-
parameter logistic model. The Sympson model postulates that the probability
of a correct response is determined by the product of the conditional
probabilities of a correct response on each of the imensions being measured.
The three-parameter logistic model is gively

P(x. =1 18. a.,b ,c.) = C. + (1 c )ij j' i

I + expfDa.(e.
11):))

j

expplai(ei - b.)j

(-5 )

,

where' is the ability parameter for Person,j, a
i
is the item discrimination

.

parameter for Item i, b
i

is the item difficulty parameter for Item i, c. is

a pseudo-guessing parameter.for Item i, and D.= 1.7. The three-parameter
logistic model is used-to model the conditional probability for each dimension,
although the c

i
parameter does not, have a separate value for each dimension,

but rather is a scalar parameter related ,to the item as a whole. The
multidimensional model is given by

m expCa (9 b I

F('-.1 a. ,b.,c.) = - c . ) IT ik jk ik 1j
x . 0,1 (6)

k=1. 1 + exp[a.
k
(9
jk

- b.
ik

)]
i

where the parameters are as defined above and m is the number of dimenpions.
Although Sympson has 'done'some work on estimating the parameters of this
model, no application of the model to multidimen&tonal data has yeC been
attempt9d.

The model proposed by Whitely (1980) is somewhat similar to Sympson's
model. This model, called the multicomponent latent trait model, defines
the probability of a correct response to an item.as the product of the
probabilities of-performing §uccessfully on each cognitive component of the
item. The Whitely model is given by
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m expi(9 b )x. 1

.p(x. 1r; jk ik 1j

k=1
1 + exp19. - b

Lk

where all th parameters are as previously defined, Itican be seen't at
this model :s essentially another extension of the Rascfi model. The model
focuses on t.he different cognitive skills required to perform on an item
rather thad the global dimensions hypothesized by Sympson. Estimation '

procedures/have been developed for the model and some applications have
been made 6 rear data. However, because of the emilhasis placed on identi-
'fying the !different cognitive skills required by an item, the application
of this model is limited to data collected under very restricted experimental
conditions.

, x = 0,1 (7)

Bock and Aitkin (1981) have proposed a multidimensional two-parame
nor9011 ogive model for,use with dichotomously scored response data. Thi
model is given by

P(x..=11 0.,y.,a.) = + a.'0.) / ac] (8)

where
Y $
.is the difficultarameter for Item i, a. is a column vector ofi

y p
-1

discrimination parameters for Item i, 0. is a column vector of ability
-J

parameters4or Person j, 4)(x) is the normal distribution function, and a
. sis given by

= (1
1 ik

) (9)

Bock and Aitkin described a method for estimating the parameters of
this'model, and presented the results of the application of the model to
the data for the Law School Admissions Test (LSAT) presented in Bock and
Lieberman (1970). The results of the application of the model to the LSAT.
indicated.that a two-dimensional solution fit the data better than a one-
dimensional solution. Fit was assessed using a likelihood ratio chi-square
test.

Summary

Six different latent trait models have been Proposed for use with multi-
dimgnsional item resporise data. .0f these six Models, two are of little
idterest here. The Samejima model is not designed for use with dichotomously
scored item response data, and the Whitely model is appropriate only for
special experimental conditions. Of the remaining four models, only the
Bock and Aitkin model and a specialtcase of the Rasch moderhave been
applied, and no attempt has been made to extensively investigate the ,

characteristics and properties of any of the models. The purpose of this
'research is to extensively investigate the characteristics of one of those
models, the generalized Rasth model:
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Method

Design

The design of this research was to start with the most simple formulation
of the multidimensional Rasch model, investigate its ability to describe
multidimensional item response data, and if necessary to investigate increasingly
more complex versions of the model until good model/data fit was obtained.
At each level of complexity We properties ot the model were investigated,
and the reasonableness 4nd usefulness of the model were explored. This was
done by generating test data to fit the particular form of the model being
investigated, and analyzing that data in an attempt to assess how well the
characteristics of the data matched the characteristics of real data with

14

multidimensional charecteristics.

The most general formulation of the model investigated in this research
is the model described by Rasch (1961), given by Equation 2. The simpler
formulations of the model used in this Yesearch were obtained by eliminating .

different terms from the model statement by setting the appropriate scoring
functions equal to zero for all item scores.

For each model statement that was obtained, simulated tet data were
generated to fit the model. Using the known parameters and mcidel stetement,
predictions were made as to.the dimensionality of the generated data and

1'the characteristics of the hypothetical items. Analyses were,then performed
on the simulation data in order to teSt the predictions. If:1j were found
that a model statement could not be used to generate realist. data, in
terms of either dimensionalitY or item characteristics, .then e model was,
rejected, and a different model statement was investigated.. s involved
alteriag the terms of the general model (Equation 2) that wer ncluded and
those that,were zeroed out.' In some cases, all of the terms a particular
rejected model statement were retained, and one or mire addit al terms
from the general model were added.

Analyses

The first analysis performed-on the simulation data genera
the models was a factor analysis. Factor,analysis, in this caa
being used as a means of validating thq mopels, but as a proced
determining whether the data generated from the models have cha
similar to those of real,test data. All of the factor analyses
in this research were performed using the principal components
phi coefficients. When the obtained and expected factor structu
data did not match, follow-up analyses were performed in an atte
determine why the obtained factor s,tructure was different from w
expected.

Follow-up analyses included plotting the true item partAmete
the factor loadings and against traditional item statistics such
correct difficulty values and point biserial diCrimination valu
analyses were performed using both the unrotated factor loading m
the factor loading matrix rotated to the variMax criterion. The
of these analyses were three-fdld. ' One purpose was to determine

using
is not

e for
cteristics
erformed
hod on
s of the
t to

was

against

proportion-
These
ix and

poses
ther
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the obtained factor structure was a result of the model statement, the
values used for the model parpmeters, or both. The second purpose was to
facilitate interpretation of the model parameters, and the third purpose
was to determine whether the model yielded items with reasonable characteris-
tics. ln many cases it was necessary to generate additional data, using
different values fox the parameters of the model, in order to answer specific
questions about a paqicular model statement.

Using the results of all of the analyses performed for a particular
model, a decision was made as to whether the model adequately generated
data similar to real test data. If a model statement were rejected, an
attempt was made to determine from the results of the analyses what changes
in the model would yield a more acceptable model.

Results

Vector Model

4
The first model that was investigated was a simple vector parameter

model. the 0. 'x(x)P. and p(x) terms were' eliminated, yielding the model
given by

-1
.

P(x..1=3 ,s7 ) =11'-j exp0(x)"". + ;!(x)''.)
_ _1 _

,ce )

where all the terms areNts defined for Equation 1, and 0., G., 1 and are
-3 -1

vectors. For this model the scoring functions all took on values of One
for a correct response and zero for_an incorrect response. This model was
selected first because it appeared to be a straightforwaxd extension of the
unidimensional Rasch model (Rasch, 1960) to the multidimensional case. .The

dxpectation was that data generated according to this model vouldhave a
dimensionality that wOuld vary with the number of elements in the parameter
vectors. For instance, when data were generated using two elements in both
the item and person parameter vectors,- it was expected that the data would,
yield a two-factor solution when factor anagrzed. This was not the case,
however. Regardless of are number of elements in the parameter vectors,
this model yielded one predominant factor. This was true regardless of the
actual values of the parameters or the values sthat were used in the scoring
functions.

Table 1 shows the first two .eigenvalues from a typical principal
component solution for the vector model. As can be seen, there is a Oominant
first factor, with one minor factor. Table I also shows the unrotated
factor loading matrix obtained for these particulan data, as well as the
proportion-,correct difficulty and-the inner product of the item parameter
vec.tor and scoring function for each item (sum of the item parameters). As

can'be seen, thee.is little variation in the loadings on the first factor,
while the minor factor is related to item diffitulty. Factor Irgenexally
has pos,itive loadings for easy items and.negative loadings for hard items.
Once ct was ascertained that the vector mbdel would not yield multi-factor
data, i was not difficult to determine why. Equation 8 can be written as

1
PU... ,c7 ) exp(a. 4-- .,.)

1.] j _i y(0 ,u.) j t

--i 1.

:
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TABLE 1

Princip'al Component Factor Loadings Based on
Phi Coefficients with ttle Sums of the Item Parameters

and Observed Prdportion Correct for
Two-Dimensional Vector asch Model

Item Sum of Item
Parameters

Observed
Difficulty

I

Factor I Factor II

1 .89 .65 .57 .28

2 -.89 .33 .52

3 .43

4 2.02 .80 .47 .29

5 .59 .60
c--)

.59 .27

6 -.91 .3 .52 -.14

7 -1.44 .24
. .51 -.27

8 .47 .58 .56
.

.13
.

9 -1.05 .30 .51 -.24

10 -1.76 .20. .48 -.19

11 .98 .64
. .58 .07

12 2.58 .88 .43 .35

13 -1.31 .25 .50 -.34

14 1.22 .71 .53 .29

. 39
te

.

16 .05 .48 .56 .06

17 -2,33..

s ,-

.15 .46 -.36

.39

4 .
, .38 -.53 .

20 2.26 .82 .43 .39

1Eigenvalues 5.42 1.18
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WherelY1 =100-e..al (x)-G. . Equation 11 is the unidimensional
. -1 -1

Rasch model, with inner producs af vectors as parameters. Therefore,
regardless of the values.of thpeftedel parameters, as long as the inner,
prodiict remains the same, the probability of a,response is the same.
Therefore, the dimensionality of the vectors is unimportant, only tile
product is critical. The'model is still a unfdimensional model. The

factor analysis* results typified by the solutidn,shown in Table i serve as
. 'an empirical:demonstration that the vector model is a.unldimensional model.

It can also be empirically demonstrated that the inner p.roducts of the
. scoring function and parameter vectors serve as parameters for the model.

Pi.gure 1 shows a plot of proportion-correct difficulty by the inner product
of the scoring function and item parameten vectors, which for this case is
just the sum of the item parameters.. As can be seen, .there is an almost
perfect relationship between the inner products and the proportidn-coerect
scores. When data were generated using the unidimensional Rasch model,
with the inner products from the two-dimensional model as parameters,
exactly the same plot was obtained.

,i'igure 1

Relationship Between the Proportion Correct and the Sum
of the Item Parameters for the Two-Dimensional

Vector Model

co

j 0 33
s

- J
16

o
1

a.

ci

17

II 1

14

20

12

I 1 1

9-3.00 -12.00 -A.00 o'.00 1.00 2.00 3.00
SUM OF ITEM FARRMETERS

Note: The numbers in the plot are the item numbers,

1 3
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,f

Product Term Model

It was clear from the resulbs just reported that using parameter
vectors in an otherwise unidimensional model did not make it a multidimensional
model. Therefore, the vector model was rejected as a multidimensional
model. The nexf model that was investigated contained only the 0 'x(x)G.

term. This was the next model investigated because It involved more than
simple inner products of scoring and parameter vectors, but was simpler
than using both inner products and the 0,-x(x)G. term.

-J -1

When 0, and G. are vectors, x(x) riust be a matrix. The product 6.0.
-

-J -1 -j-i
represents a matrix of products of all possible pairs of the elements in
the - and G.-vectors. For two-dimensional -.and G.-vectors,0j ei

i

.0102,

L2 1 2 21

The x(x) matrix is a scoring mptrix having an element for each element, ,

'of the 0.0. matrix. If the x(x) rfiatrix for the matrix in Equation 12 were-j-i

x(x) =
0 1

(13)

A

foPa particulaeresponse x, then the numerator of the model statement for
that response would be exp(01G1 + 0202), The nonzero elements of the x(x)
matrix indicate which elements of the 6.G.- matrix are included in the

exponent. It is clear from this that by selectively using zeros in the
X(x) matrix, various products of 0 and G. elements can be selected.

-1
Varying the values of the nonzero elements in x(x) assigns different weights
to different combinations. Thus, the product term model, given by

*-'

- 1p(x le ,o ) .
exp[0" '(x)(-' 1 '..ii -.i -i- j- -iY (0 ,(3 )

-i -i-

.
.

is a very rich model in terms of the number of alternative formulations of
the exponent of the model that are available. Unfortunately, when data
were simulated using some of these
14

alternativ s, it was discovered,that
ts model had an inconvenient property. Rega dles's of which formulation
of.thi44,model was used, and regardless of what values' were taken on by the
iteM parameters, the item proportion-correct difficulties were an approx-
imately equal to each other. A closer examination of the product term
model indicates why this occurred. Using the item parameters shown in
Table 2, data were generated using

.

(14)

1

1 0

(15)
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for a correct.response, and

01
v(x. = 0) = (16)

I 0 0 I

for an_incorrect response. This yields a model given by

exp(9.
1

a. 4. '3j 2%.-1)

p(x.. = 1
1

-1 1
. +

5j1"-Ii2)
13

(1'7)

where! the, EIJI( and . terms are elements in the 6- and a-vectors. From
ajk

Equation 17 it,can be seen.that the item parameters are similr to the
discrimination parameter in the'uni.dimensional two-parameter logistic (2P0
model presented bY Birntaum.(1968) 'since they are multipliers of the person

parameters. In tact, if written as

P(x =
-3

+ 0) + j
i2

(0
j2'+

0))ij -1
--4:- Y(e ,c )

, 11 j1

.4,.. --j -i
,

the model is essentially b two-dimensional two-parameter logistic mode,1
wig.' both of the difficulty parameters equal to zero for all items. Because
the data used for Table 2 were generated using a bivariate N(0,1) with

p = 0 distribution of ability, difficulty parameters of'zero.yielded a
predicted Proportion-correct difficulty of .5.

(18)

A principal components analysis of phi coefficients yielded evidence
that the use of two item Parameters resulted in a two-dimensional model.
The first three eigenvalues obtained for the data generated using the item
Parameter values in Table 2 were 4.0, 2.4, and .9. The role of the item
parameters as-discrimination parameters in'this model is indicated by
comparing the item parameters shown in Table 2 with the rotated factor
loading matrix, also shown-in Table 2. The correlations between the item
parameters and the factor loadings indicaced that there was a strong linear
relationship between the item parameters and factor loadings r = .98 for

al with Factor II, r = .99 for a2 with Factor I), supporting the conclusion
that al and a2 are acting as discrimination parameters.

Vector and Broduct Term Model
?

The vector model that was investigated first was essentially a uni-

dimensional model that contAined a'difficulty parameter (the inner product
as the only item parameter. The product term model is a multidimensional

mode), that contins discrimination pardmetes as the only item patameters.
In order to obtain a multidimensional. modelAich contained a difficulty
parameter, the vector and product term models were combined. A combination

of these two models is given by
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TABLE 2
. .

Item Parameters, Ptoportion Correct Item Difficulty and Factor L9adings
from a Varimax Rotated,Principal Components Solution on

Phi Coefficients for the Producct Term Model

.

Item al p Factor I
,

'
Factor IT

1 0.150 1.150 .48 .52 .11 ,

2 1.280 0.200 .50 .08 .56

3 0.260 1.350 .51 .57 .09 ,

4 1.000 , .0.300 .52 .14 . .52

0.250 . 1.050 .49 .47 ' .09
,).

6 1.040 0.100 .51 .03 .57

7 0.110 1.150 .47 .52 -.01

8 0.200 1.200 .49 .57 .09

N
9 1.400 0.300 .50 .12 .58

.q

10 . 0.300 1.200 .48 .54 .07
.

11 1.350 0.150 .51 .08. .59

12 0.400- 1.200 .50 .53 .14

13 1.150 0.250 .50 .01 .52

14 - 0.150 1.300 :49 .61 . .04

15 1.000 0.250 .51 .11 .49

16 0.100 1.400 .46 .61 .04

17 1.3.50 0.150 .50 -.01 .59

18 1.250 .0.100 .52 7.03 .59

19 "0.200 1.500 .48 .62 .03

20 1.150 0.500 .51 s, .25 .46

'N

\
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, 4

1
P(x.. e.,a.) exp (x)'a. + 0.'X(x)o.j. (19)

13 -3 -1 -1 -3 --3 -1

As can be seen in Equatiop 19, the (x)-6. term was eliminated when the two
-Jmodels were combined.

Table 3 ghows the item parameters used to generate data to fit the
vector and product term model. These data were-generated using two-dimensional
pargmeters. The scoring functions were also two-dimensiohal and were
vectors of ones'for,a correct response and vectors of zeros.for an incorrect
response for all elements. Table 3 also shows the rotated factor loadings
obtained for the first two factors from the principal coMponents analysis
-of phi coeffiCients obtained for that data. The first three eigenvalues
from the solution are 5.26, 2.28, and 1.07. Initial analyses indicated
that this model coal& be used to model multidimensional data, and that item
difficulties were not constant (see Table 3). However, these analyses also
indicated that it was hot realistic to use the same item parameters in both
the parameter vectors and the product term. The problem is indicated by
the magnitude of the correlation of the item proportion-correct difficulties
with the item point biserials. Because of the double role played by the
item parameters, the proportion-correct scores and point biserials had a
correlation of r = .94. That is not a very realistic situation. Therefore,
this model was also 'rejected as.a reasonable method for describing multi-
dimensional item response data.

Reduced Vector and Product Term'Model
-

Since the analyses of the vector and product term model indicated that
the same item parameters should not appear in both the parameter vectors
and the product term, the item parameter vector ahd the scoring funCtions
were altered so that parameters appeared in one or ,the other, but not both.
In order to facilitate this, two additional elements were inserted into the
item parameter vector. For a correct response the first two elements were
zeroed out of the product,term, while the last two were elements were
zeroed out of the vector term.. This procedure results in the first two
item parametert acting as difficulty parameters and the last two parameters
acting as discrimination parameters. 'Although four item parameters were
used, only two dimensions were modelled in this case. For an incorrect
response all of the-parameters were zeroed out. All nonzero elements in
the scoring functiiig were set equal to one. The resulting model is given
by

P(xii = 118j,21.) = exp[ail + a.1.2 + 0130j1 + a.i.40j4] (20)

-3 -1

where ,the 6 and crterms-are elements of the corresponding vectors.

The first three eigenvalues obtained from the principal components
analysis for this model are 5.39, 1.30, and .99. Table 4 shows the item
parameters that were used to generate the data, as well ai the factor
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TABLE 3

Item Parameters, Proportion Corr'ect Item Difficulty,
and Rotated Factor Loadings for

the Vector and Product Term Model

Item

1

2

3

4

5

7

8

11

e

12

13

14

15

16
.

1f7

18

19

20

1 a2 Factcal I Factor II

.230 .190 .56 .63 .12

.880 2.180 .77 .73 -.10

.900 -1.920 :35 :08 .71

-.900 -.110 .32 .39 -.22

-.640 .830 .52 .58 -.35

-.540 -1.040 .16
, _

.10
4.31

1.730
i -1:350 .54 .34 .65

.946 .630 .69 .69 .21

.036 -.110 .46 .56 .11

-1.610 -.570 .13 .01 -.37

-1.170 1.260 .74 .75 .05

-.550 -1.070 .17, .04 .22

-.420 -.480 .31 .32 -.01

.220 -1070 .53 .60 .15

-.020 -1.676
-

.21 -.04 .55

2.420 .370 .78 .61 .40

1.230 .400 .69 .68 .28

.250 .410 .58 .65 .08

.140 .760 .64 .67 -.10

-1.770 .550 .30 .27 -.60

6



TABLE 4

Item Parameters and Rotated Factor Loadings
for the Reduced Vector and Product Model

Item a
1

a
2

a
3

. Factor I Factor II

14 .206 -.503 .373 .997 .51 .01

2 -.164 .888 1.205 1.832 .60 .32

3 .448 .261 .766 .876 .34 .36

4 .814 -.008 1.321 1,714 .55 .34

t 5 .111 -.908 1.344 1.216 .41 .42

6 . -.947 .044 1.758 1.694 .46 .51

1

7 -.490 .111 .687 .738 .40 .24

1

8 P.553 -.502 .347 1.454 .61 , .07

9 -.344 .639 1.307 .127 -.06 .64

4

10 -.257 .303 .11 .824 .26 .39

11 -.069 -.542 .472 .404 .22 .25

_ 12 .779 .432 .392 .656 .30 .13

13 -.611 .571 .578 .1.252 .59 .13
.0

14 -.140 -1.032 .334 1.066 .60 7.04

15 -.705 .Q81 .821 -.480 '.07 .44

.....

16 =.386 -.164 1.912 .24/ 4. .03 .71

17 -.154 .044 1.193 .537 .16 .56

-18 .474 .249 1.385 1.287 .49 .44

19 .438 -.210 '1.320 1.110 .42 .45

20 :294 .190 ' 1.634 1.492 .45 .49

1 4t
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loadings obtained from a varimax rotation of the first two principal components.
The item parameters that were used as multipliers (03 and G4) were all
positive in order to avoid having items with negative discriminations.

The results of the factor analysis of these data indicate that a
dominant first factor is present. However, there was a second component
present in the data which wa's strorigly related to the item parameters
(r = .87 fcr 03 and Factor II, r = .87 for 04 and Factor I). The item
parameters in the product term were related to the factor loadings, while
the sum of the item parameters in the vector term were found to be related
to the proportion correct difficulty. The correlation between the sum of
the parameters in the vector term and the proportion correct difficulty was
r = .98, indicating that the sum of the vector parameters act as difficulty
parameters. There was not a significant correlation between the item
difficulty and point biserial values (r =' .12). The sum of 03 and 04 had a
correlation of r = .96 with the item point biserials.

The analyses of the model set out in Equation 20 indicate that it has
Any desired characteristics. The rotated factor loadings are highly
related to the item parameters in the product term, the item difficulty is
highly correlated with the sum of the item parameter vector elements, and
there is no correlation between item difficulty and item discrimination.

One prob,lem that does exist with the data that were generated Is that
the factor analysis resqlts indicated that the data had only one predominant
factor. One possible reason for this is that so many of the items had
large values for both of the'item pxrameters'in the product term. In order
to test this, data were generated for the set of item parameters shown in
Table 5. The eigenvalues from,the principal components analysis for these
data are 2.49, 2.28, 1.05, and 1.03. As can be seen, when using the item
parameters from Table 5 to pnerate data, there are twq factors of approxi-
mately equal magnitude present in the data.

Ttem Cluster Model

Although the reduced vector and product terfn model appears to adequately'
model multidimensional data, the presence of the produCt term compflcates
parameter estimation, since the separation of the itemCand person parameters
is not possible through techniques of condit,ional estimation. Because of
this, one more model that does not have a product term was investigated.
This model is the item cluster model.

One'of the reasons the item vector model, given by EquSion 10, doek
not adequately model multidimensional data is that no information about the
different dimensions is preserved in the item score when the-item is dichoto-
mously scored. The elements for the different Aimppsions are summed, and
the sums are treated as parameterS. If qt were paeSighje to score the
dimensions separately, then the vector model thight.be able to model multi-
dimensional data. This requires, however, polychatomous item scoring.
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TABLE 5

Item Parameters for.the Reduced
Mector and Product Model

Item a
1

a
2

a
3

a
4 .

1 .977 .258 1.000 .000

2 .359 .728 .000 . 1.000

3 -.322 - .377 1.000 .000

4' -1.289
.

1.128, .000 1.000

e
5 -.613 .219 1.000 .000

6 1.299 .797 .000 1.000

7 .029 -.213 1.000 ' .000

8 -.360 -.862 .000 1.000

9 .769 1.000 .000 '

10 -1.447 2.092 .000
'

1.000

11 -1.252 -.24 1.000
.

.000

*1

.12 - -.778 -1..426 . .000 ,t, 1.000

,

:1'13 .668 -160 Lobo .000
. .

14 2.102, -.025 .000 1.000

15 -:724 .968' 1.000 .000

16 1.230 -.535 .000 1.000

4

20 -.206 -.525 .000 1.000

r

17 .260 -1.216 1.000 .000

18 -1.092 -,432 ' ..0,00 1:000

19 ' -.994 1.479 1.006 .000

-
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Scoring an item on each dimension would require 2n 'response ca.tegories,
where n is the number of dimensions. UnfortunatelY, most test data are not
scored polychotomously.

r

An alternative to haviag polychotomous item scoring is to consider
more than one item at a time. If twp dichotomously scored items are clustered
together, area the cluster is tteated as a single unit; then the,cluster has'
22 or 4 response categories - (0,0), (0,1), (1,0), and (1,1). The model
given by Equation 10 can then be applied, with the exception that the
a-vector now represents a cluster rather than a single item, the scoring -
functions now take'on values for 4 response categories instead of 2 and the
response x is a vector with two elemehts. Further, the number of elements
in the a vector need not be the same as the number of items in the clusqr,
but rather should reflect the dimensionality of the cluster. .

The procedure by which this model was investigated is as follows. Fon the
two-dimensional case, item parameters were selected for 20 items. The ,*

items were paired so that Items 1 and 2 formed Cluster 1, Items 3 and 4
Pormed Cluster 2, and so on.until 10 clusters were formed. For each cluster
there were four response categories, which Pere scored as follows:

a) t(x) = (x) = (81 for x equal to both items incorrect;

b) t(x) = t(x) = [(11 for x equal to the first item incorrect, the
second item correct;

c) t(x) = (x) = N51 for x equal to the first item correct, the second
item incorrect;

and d) t(x) = (x) = [1] for x equal to both items correct.

For,prey one cluster two responses were generated, one for each dimension,
using th6 parameters shown ift Table 6. Table 6 also cohtains.the unrotated
.factor loadings for the first two fagors from a principal components
analysis of phi coefficients obtained for these data. The first four
eigenvalues were 3.61, 3.06, 1.33, and 1.21.

As can be seen, for the factor analysis the simulation data were
treated as 20 items, rather than as 10 clusters. The eigenvalues listed
above indicate that there were two roughly equal components,in the data.
Table 6 shows that the first component was defined bythe items that were
placed first in the clusterrand the second component was delined by the
items that were in the second position in the 'ciluster. Consistent with the
scoring functions, there were two equal independent factors.

In order to demonstrate that the factors need not be independent, the
same item parameters were used to generate data using the following scoring
functions: g,
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TABLE 6

Unrotated Factor Loadings,on First Two Principal Components
for the Two-Dimensional Item Cluster Model

/O.

/
Item

Item
Parameters

t

Indapendent Model Dependen't Model

Factor I Factor II
A

Factor.I Factor II

V

1 .893 .56 .00 .40 .21 ,

Is
2 -.850 .02 .65 .33 -.36

3 1.892 .66 -.02 .38 '.24

4 .690 .01 .66 ) .33 -.33

.430 .64 .00 .41 .20

6 3.200 .02 .19 .25 -.24 ..---

7 2.016
,.

.36 -.04 .36 .16

-3.310 ..07 .22 .10 -.35

9 .594 .61 -.05 .40 .33

10 . ' .470 .00 .69 ..26 -..39

11 -.913 .66 .01 .47, .30

12 , 1.220 .06 .55 .32 -.38

13 -1.437 .58 -.01 .37 .20
,-

14 -1.260 , .00 .58 .32 -.43

15 ' .467 .65 -.07 .45 .28

16 .880 .04 .62 .28 -.36

17 -1.048 .66 -.04 .44 .28

t.....

18
1.,

-.970 -.02 .64
_

.28 -:37

19 -1.760 .56 .07 .43 .10

20 -2.140 .01 .42 .20 -.31

/
,
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a) 1(x) = (x) = [8] for x equal to both items incorrect;

.1
b) 1(x) = (x) = [

.9
) for x equal to the first item incorrect,

the second item correct;

.9-
'c) 1(x) = ()(') = [

.1
I for x equal to the first item correct,_ _

the secona item incorrect.f\

and d) 1(x) = (x) = [1] for x equal to both items correct.

The principal components analysis of phi coefficients for the data
generated according to this model yielded.six factors with eigenvalues
greater than one [2_46, 1.83, 1409, 1.08, 1.01, 1,00). Table 6 shows the
unrotated factor loadings. As can'be seen, there are still two factors
present in the data. However, the factors are no longer defined only by
the items in the corresponding position in the cluster. The first .component
is a general factor, while the second component indicates the position of
the item in the cluster. Clearly these two sets of items are not independent
in this case.

Discussion

"The use of simulation data to study the characteristics of a model
before selecting it for application is perhaps atypical of research on
latent trait models. Usually a model is aoropted, estimation procedures are
derived, and the model is applied without ever going through the process
this study has employed. 'In this study this approach has been taken for
two main eeasons. First, it was felt that when dealing with multidimensional
latent trait models much of the acquired wisdom concerning latent trait
models might no longer apply. It was felt that considerable iresearch was
necessary in order to gain an understanding of how these models work and
what the model parameters represent before they could be applied. This
belief has been borne out several times in this study by findings indicating
that the models were not behaving in fhe anticipated manner.

1

A second reason for taking this approach wat that it seemed impractical
to attempt to develop estimation procedures for some of these models.
Specifically, the general model set out by Rasch has'a very large number of
parameters. It seemed impractical to try to estimate all of them, and it
was hoped that research on the model could help simplify the estimation
process by eliminating some terms from the model and by discovering restrictions'
on the range of values for the parameters. With these considerations in
mind, the results of this study will now be discussed.

Vector Model 4

fhe simplest formulation of the general model that was investigated
was the vector model. This model is simply the unidimensional Rasch model,
but with vectors for-parameters instead of scalars. This mookel was found
to be totally inadequate for.modelling multidimensional data. When data
were generated according to this model, the resulting data were unidimen-
sional, with item characteri'stics determined by the inner'product of the
item parameter vectors and scoring functions. From this it follows that

. this model would fit multidimensional data no better than a unidimensionai
mOdel having pararlieters' equal to the.inner -products from the vector model.

2,1
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Product Term Model

Because of its slight similarity to Birnbaum's two-parameter logistic
model, it was felt that the product teim model would be better able to
mddel:multidimensional data. It was anticipated that the item parameters
,in the product term would behave as discrimination indices, and that is how
they did behave._ Unfortunately, without the vector terms in the model

, there were no terms playing the eole of difficulty parameters. The data .

generated for this model had items of constant.difficulty. From this it
was concluded that this'model would be ,useful only for modelling items of
constant difficulty, and when items have varying difficulties this model is
inappropriate.

Vector and Product Term Model

B sed on the findings for the vector model and the product term model,
it was hypothesized that a combination of the two models woulebe necessary
to mad t items that were both multidimensional and of varying di;fficulty.
Analys s of the vector and product term model indicated that it would model
multiqmensional data, and that it would model items of varying difficulty. .

licowever, it was also found that, as long as the item parameter vector
elements appeared both in the vector terms and in the pioduct term,°the
item difficulties.and disciminations would be highly correlated. Since
this i rarely the case in real test data, it was concluded that this model
would be useful only in a very limited number of circumstances.

Reduced Vector and Product Term Model

In order to overcome the deficiencies of the vector and product term
model, it was clear that a given item parameter vector element should
appear only in the vector term or the product term, but not both. It was
anticipated that similar problems might exist if the person parameter
vector elements occurred in both the vector term and the product term, so
the same restriction was placed on" the person parameters as was placed on
the item parameters.

The resulting model appears to be quite successful at modelling realistic
multidimensional data. It is capable of modelling correlated as well as
independent dimensions, and the item parameters are-readily interpretable.
The only real problem there seems to be with this model is with the estimation
of the parameters. Although there are fewer parameters to estimate than is
the case with the general model, there are sfu1l a lair number-to estimate.
Moreover, there are no observable sufficient statistics for the parameters
in the product lerm. These problems do not make estimation of the model
parameters impossible, and probably not even impractical. However, they do
make estimation mckre diffichlt.

Item Cluster Model,

. The item cluster model was proposed as an alternative to the vector
model. This model 'does not involve a product term, but it still can
successfully model multidimensional data. However, it does involve clustering



-21.7

items, which gives rise to a number of new problems. For instance, as yet
it is unclear what the effect is of forming different combinations of.
jtems, or whether all items should be clustered with the same item.
Preliminary investigations seem to indicate that the optimal clustering
procedure is to cluster all items on a subtest wip one item taken from a
,different subtest. Another alternative, which has not been explored, is to
apply the model only in situations where items are already clustered, such
as is the case with passage units. Clearly more research is needed on this
type of application of the item cluster model.

Summary and Conclusions

The purpose of this study was to investigate the application of the
general.Rasch model to multidimensional data, Several formulations of the
model, varying in complexity, were investigated to determine whether they
could successfully model realistic multidimensional data. Also investigated
was'whether the parameters of the models 'could be readily interpreted. The,
models investigated included: a) the vector model; b) the product term

del; c) the vector and product term model; d) the reduced vector and
roduct term model; and, e) the item cluster model.

f.

Of the models investigated, all but the reduced vector and product
m model and the'item cluster model were rejected as being incapable of

'mo lling realistic multidimensional data. The item cluster model appears
to be a useful model, but its applications may be limited in scope. Of the
models studied, the reduced vector and product term model was found to be
the most capable of modelling realistic multidimensional data. Arthough
the estimation of the parameters of the reduced vector and product term
model,tmay'lloe more difficult than it would be for other models, this model
appeaN to be the model that is most worth pursuing.

,
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