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ACADEMIC WORK
Walter Doyle
. A R & D Center for Teacher Education
University of Texas at Austin
This paper is focused on the nature of academic work

contained in the curriculum of elementary anqosecondary schools,
how that work 1s organized and accomplished in classrooms, and
what modifications in academic work are likely Q& increase student

— . achievement. This concern for academic .work represents a

relatively new emphasis in educational research. Traditionally,
investigators have concentrated on general characteristics of
teachers or instructional programs, such as the amount of praise,
the frequency and types“of questions, time spent lecturing, and
ways of providing feedback and reinforcement (Anderson, et al.,
1969; Rosenshine, 1971). Recently, attention has expanded to
include student perceptions and behavior in classrooms as well as
the cognitive operations involved in learning the school
curriculum (Anderson, Spiro, & &ontague, 1977; Doyle, 1977; Levin
& Wang, 1582; Rosenshine, 1979; Weinstein, 1982). With this
expansion hag come an awareness of the need to understand more
fully the intrinsic character of academic work and how that work
is experienced by students in c¢lassrooms.

The paper 1s divided into two major sections. The first
gection is devoted to an analysis of the intellectual demands

inherent in different forms of academic work. Of special
. ’

importance to this section is the recent work on cognitive \\\\ .
processes which underlie school tasks. The second section 18 N
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directed to studies of how academic work 1s carried out 1n
classroom environments. Particular attention 1n this section 1S
given to the ways 1n whlchlthe soc1al and the evaluative
conditions 1n classrooms affect students' reactions to work. Each
sect1lon contaips an analysis of implications for improving the
quality of academic work 1n classrooms and thus 1ncreasing student

achievement.

The Intrinsic Character of Academic Work

- .. For several years sociologists and historians of education
have called attention to relationships -between schooling and the
adult world cf work (see Barr & Dreeben, 1937; Dreeben, 1968; ’
Hurn, 1975; Tyack, 1974; Westbury, 1979; Willis, 1977). These

analyses have focused on the extent to which the regularities of

schooling, by placing emphasis on p;nctua11ty, patience,
production schedules, and obedience, provide training 1n a work
ethic uniquely suited to the requirements of an 1ndustrialized
society. In other words, school "work" often appears to .inst1ll
dispositions appropriate for entering the labor market. But this
relationsh1p between schooling and work is generally thought to be
an 1ncidental or "hidden" aspect of school experience, an effect
that occurs ind1réct1y from the way schools are orginized and
menaged. The focus of the present paper is on the direzt effects

of the curriculum, on what students learn by studying language or

°

@ mathematics or any »f the other contents of the school program.
Nevertheless, the concept of "work" provides a useful metaphor for

approaching an analysis of what students do 1n school.
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The Curriculum and Academic Tasks

In very broad terms the curriculum of the early élementary
grades reflects an emphasis on fundamental operations 1n reading
and mathemat1ics, the so-called '"basic ski1lls." In add?t1on,
pupils are exposed to informat ion about social studies, music,
nutritiom, art, and physical fitne 3. The emphasis on basic <
"skills is apparent in the way time 1s allocated in these grades.

In the Beginning Teacher Evaluation Study, for ethple, it was
found that approxi&ately 55Z-Pf the day in second and\fifth grade
°class€s was spent in language arts and math, and these, figures are

<

generally consistent with those obtained in earlier studies (see

-

Borg, 1980; Rogenshine, 1980) . . ' . _ .

As students progress through the grades,’ the emphasisu
gradually shifts from basic skills to the content and methods of
inquiry embodied in the atademic disciplines. Older students are
expected to learn algebra, his;ory, biology, and literature,
rather than simply practice reading and computational skills.
Also in the middle school or junior high school years, students
begin to develop the capacity for formal operational thought,-that
is, the ability to think abstractly and use general strategies to
analyze and solve problems (see Johnson, 1980). Clearly the
expectations for school work become more technical and more
demanding over the years.

This brief topical description of the curriculum provides a
useful overviéw of students' work at different gra&e levels, but

it gives little sense of the inherent demands of that work. For

this latter purpose it is necessary to view the curriculum as a

ve
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collec;1on of .academic tasks (see Doyle, 1979b, 1980b). The term
"rask" focuses attention on three aspects of students' wérk: (1)
the products students are to formulate, such as an original essay
or answers to”a set of test questions; (2) th; operat}ons which
are to be used to génerate the product, such as memorizing a list
of words or classifying examples of a concept; and (3) the
"givens'" or resources 8V8113$1e to students while they are
generating a product, such as a model of a finished essay supplied
by the teacher or a fellow stude&c. Academic tasks, in other
words, are defined by the answers students are required to produce’
-and the routes which can be used to obtain these answers.

Tasks 1nfluence learners by directing attention to particular

aspects of content and by specifying ways of processing

. -~

1nformat1on. These effects are clearly apbaren; in the contrast
between semantic and nonsemantlc processing, i.e., the processing
of information-for meaning versus the processing of 1nformat ion
for surface features (see Bransford} Nitsch, & Franks, 1977;
Postman & Kruvesi, 1977). 1If subjects in an experiment are
required to count the number of X's embedded in & photograph, they
are not likely to remember much about the scenes or faces
depicted. 1If they ;re asked to 1dentify words that rhyme 1n a
passage, they will remember less about the main 1deas than 1f they

are 1nstructed to summarize the gist of the passage. Similar

effects have been reported 1n other areas. Several investigators

8

have found that pupils adjust strategies for selgccing and
processing information depending on whether they expect a test to

measure recall, recognition, or 1nferences (see McConkie, 1977,

*
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for a review). There 18 even evidence that eye movements and the
width of gazes are affected by the nature of dlffer;ntopead1ng
tasks (see Gibson & Levin, 1975, pp. 360-372). In sum, "the
nature of exploratory behavior with respect to any stimulus
configuration 18 modulated by the task 1n which the subject 1s
involved at Ehe time of encounter! (Nunnally & Lemond, 1973).

A’good example of how tasks affect information processing 1s
Barr's (1975) study of'egrors made by first-grade pupils when
trying to pronou&ce unfamiliar words during oral reading. Barr
found that pupils taught by a sight-word method (which focuses on
whole words as the basic unit of reading) subst1tuted‘words from
the sample of reading words contained 1n the 1nstruét10na1
Qater1als, made few non-word responses, and showed little
létter-sound correspondeqcé 1n. attempts to pronounce the
unfamiliar words. On the other hand, pupils taught by a phonics
method (which focuses on sounds as the basic unit of reading) made
more non-word or p;rt1al-word responsés, showed high letter-sound
correspondence 1n making substitutions, and substituted words not
contained 1n the instructional materials. In these results, 1t 1s
clear that pupils used p;oblem—solv1ng strategies that were
consistent with the way 1n wﬂ;ch each method defined the reading
task.

The resources available to students also affect vhe nature of
academic tasks. Writing an original descriptive paragraph can be
a challenging task for studeats 1n upper elementary grades or

junior high school. If, however, the paragraph can be produced by

combining short, simple sentences supplied by the teacher 1nto




s

v ® .

more complex sentences, then the. demands of the task on students’

writing abilities are reduced substantially. In other words, :
"griting" in the two situations (original essay vs. sentence

combining exercise) refers te~ fundamentally different tasks. For
@

this reason, content labels, such as "grammar," "multiplication,”
or "current events," are not very useful for describing the
academic tasks stugents are ‘required to accomp.ish.

This preliminary section can be summarized in two basic

propositions:, ) )

1. Students' academic work in séhool is defined by the
academic tasks that are embedded in the content they
encounter on a daily basis, Tasks regulate the selection
of information and the choice of strategies for
prqcessing that information. "Thus, "changing a subject's
task changes the kind of event the subject experiences"
(Jenkins, 1977, p. 425).°

2. Students will learn what a task leads them to do, i.e.,
they will acquire information and operations which are
necessary to accomplish the tasks they encoun}ﬁr\(see
Frase, 1972, 1975). In other words, accomplishing a
task has two consequences. First, a person will acquire
information-q;fa;ts, concepts, principles, solutions-=
involved in the particular task that is accomplished.
Second, a person will practice operations~-memorizing,
classifyingf{ inferring, analyzing--used to obtain or

produce the information demanded by the task.




' Types of ;cadém1c Tasks .
\ : _ Considerable effort has been expended 1n recent yeéis to
define the cognitive components of "real life'" school task% (see
Anderson, Sp1ro,i& Mongague, 1977; Calf%g, 1981;“C1aser, 19?8;

Klahr, 1976). This work is part of a broader movement 1n

psychology toward the analysis of cognitive processes which
s ! ©o.
underlie various aspects of human aptitude and performance (see

Curtis & Glaser, 1981; Greeno, 1980; Resmick, 1976). In this
. ‘/"\

gection, some of the general cgacepts and findings emerging from

" this research will be reviewed and illustrations from the- fields

1 of reading, mathematics, science, writing, and literature will be

o .
given.; The central purpose of this selective review 1s to define

more fully the nature of school work, that is, the character and

range of learnings that are explicitly or implicitly contasned 1n
. -
) !
the curriculum of elementary and secondary schooling.

<

General categories of academic tasks. The academic tasks

embedded 1n the curriculum can be di1fferéntiated 1n terms of

' general categories of cognitive operations which are involved in

task accomplishment (see Greeno, 1976; Merrill & Boutwell, 1973).
For 1llustrative purposes, four of these general.type; will be
1dent1fied here (see Do&le, 1980b):

1. memory tasks in which students are expeccéd to recognlze

. o ‘o,
or reproduce’ information previously encountered (e.g.,

memorize a list of spelling words or lines from a poem) ;

R
.

2. procedural or routine tasks 1n Which students-are

expected to apply a standardized and pre?iccablé formula
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0 or slgorithm to generate answers (e.g., solve a set of . .
v v

N -

subtraction problefus); =
3

4013. comprehen51oh or understanding tatks 1n which students
~ A )

are expected to (a) recognize trinsformed or paraphrased
versions of information previous encountered, (b) apply '

procedures to new problems or ;decide from among several

A

3

procedures those which are app11ééb1e'to a particular

A

I
.

problem (e.g:, solve "ygrd problems' 1n mathema§1bs), or
(¢) draw 1nferences from previously encountered
1nformation or procedures (e.g., mak? Predictlons about a-
chemical reaction Qr devise an alternative formula for
squaring a number ) ;.

4. gp1ﬁldn tasks 1n wh'ch students are expected to state a W

preference for something (e.g., select a favorite short

story).
; These general catgories can be specified more fully by

contrasting 1ndividual task types. A useful place to begin 1s

Y

with a basic distinction between tasks which can be accomplished
by verbatim reproductior of content previously encountered (memory

tasks) and tasks which can be accomplished by understanding*the /f
. A

A
gist of a text (comprehension tasks).

“

Memory versus comprehension. The contrast 'between memQry and

comprehension tasks is based on a distinction between Surrace

structure (that is, the exact words printed on"a page) and

_conceptual structure (that is, the underlying network of

propositions that define meaning of a text). Memory tasks direct

attention to the surface of a text and to the reproduction of

.
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- words; comprehension tasks diréct attention to the conceptual
P . ©

- » ’- » A ! . .
s _« ‘'structure of the text and to the meaning which the words and

e

N - - o 4 .
' . ’ + . .
sentences convey. In other words, "verbatim information consists
. 4 .. 7

v

-4

of propnsition: about the physical senteﬁcés;nwhéreas‘gist

‘ ~,. inf%rmatioﬁ consists of propo;itions about the refé;ents of the
sentences" (J. R.’Andgrson(é Paulson, {2]7). ’ -
Ri’C”‘Anderion’(i97i) has approached the distinction betw;en
. mqpo}y snd coﬁprehehsion from the perspeétive of fest item:.

.

A
"~

.

- -Verba;im items- (that is; items which contain-the same exaumplesd or

the same language used in instruction) measure recall but-not

’

I . - . . -~ .
nesessarily compreliension. DParaphrase items (that is, items. which

contain new examples or a transformed version of the: language used
: Y ‘ * .
in instruction) allow a more confident inference that students

b

,understood the irformation. To this list can be added inference

’

items, that is, items which ask for information not ;xplicitly
stated in the tex; but availeble ‘through infere;cgs from what 1is
-stated or items which require\usew of- the information in the text
to for@ulate new propositioﬁs or relationéhiés (see Gagne & White,
1978; Trabasso, 1981). . i ®
One of the essential differences Petwéeen'meﬁory and’
comprehension tasks is that they requice different strategies for
. processing information (see Brown, 1975; Craik, '1977). In
comprehension tasks, the ideas represented in the surface
structure of a text ave decontextualized and orgaaized into a

high~level propcsitional network or schema (see Bransforu &

Franks, 1976; Kintsch, 1975; Rumelhart: 1981). (The concept of

"ERIC C

s 1 {
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"schema'" 1s discussed more fully 1n a subsequent section.) Such a
~ !

. .
: networc contains little .of the original surface features of the
-5

>

-

-

text from which the abstract propositions were formed. Schemé are
generaC1ve,<Bowever (see Shaw & Wilson, 1976; Wittrock, 1974).
That 1s, scﬂéma can be used with greét flexibility to interpret

< unencountered 1nstances with ease or to generate inferences about

the application of concepts and propositions to new gituations.

In other words, 1t 1s possible to answer paraphrase and inference

- 1tems using a schema which serves as a generator set for such

\
answers. \

In comprehension tasks, remembering 1s an incidental product
of comprehension (Brown, 1975). In Norman's words, "If I fail to

understand, I will also fail to remember" (1975, p. 531). Memory

»
-

for 1nformation acquired by comprehension 1s more durable, but

there 1s a leveling and sharpening of the original text so that

12

= reproduction of the surface structure of “the text becomes

difficult. In other words, semantic integration takes e}ace 80

’

that a, person remembers the gist of the text rather tham the

precise words or examples used originally (see Bransford & Franks,

N

—

1971; Paris, 1975). v

To accomplish comprehengion tasks, then, a student must build

Y
W
e

a high-level semantic structure or schema that can be- 1nstantlated

1n several ways' as particular circumstances demand. The

hl «

construction of such schemata 1n academic ‘areas is likely to be

difficult and to require extended experience with the content (see

o
-~

ERIC . 12 o '
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Bransford & Franks, 1976; Nelson, 1977). Before such a schema 1is

constructed, involuntary remembering is not likely to operate
efficiently. . ¢

Memory tasks come into existence under three condiéions.
First, a task may require an exact replica or a‘;efy close
approximation of the original form of the inéd(mation, such” as
dates, quantities, names, terms, or other facts.\ Man& la$oratory
studies of memory use tasks of this character. In addition,

r—

portions of many school subjects (e.g., multiplication tables,

names of “elements in the periodic chart, etc.) require“

memorization, Second, a task may be heavily dependent on recall

0y
-

if making an inference or applying a formula requires that
students remember a large amount of factual information. Finally,
a task.may require that a s}udent know information which he or she
cannot understand (that is, assimulate to a gchema). In such a
situation, the student is likely to accomplish the task by
memorizing the text. For ;¥amp1e, the sentence ''Groundwater
returns to the ocean during the hydrologic cycle" might well be
learned by memorizing rather than understanding. Rote learning of
inherently meaningful material is likely to happen when a student
does not have sufficient background or time to construct a
semantic representation of the information.

.

In any one of these circumstances, deliberate memorizing is

required sd that a person can “#t least reproduce the original
.v (%4 *
information. Deliberate memorizing requires at least two

processes (see Brown, 1975). First, a person must resist semantic

~
R
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1ntegration, that 1s, separate the new 1nformation from what 1s

already known, in order fo preserve 1n memory the surface

features of the text that 1s to be reproduced (see Dooling &

Christiaansen, 1977; Spiro, 1977). Second, a person must use some '

type of mnemonic strategy Lo generate rich associations for the \

wnformation to make 1t more durable 1n memory (see Craik, 1977;

ﬁ;v1n, Shr1berg,\M111er, McCormick, & Levin, 1980; Réhwer, 1973).

In some cases, 1nformation might be linked 1n memory to 1its

location 1n a passage or 1ts place on a page (see Just &

Carpens:r, 1976; Rothkopf, 1971; Schulman, 1973; Zechmexstgr,‘

McK1llip, Pasko, & ?espalec, 1975). Recall of information that 1s

learned 1n this manner 18 often dependent on the similarity

between the conditions of testing‘and the conditions of studying.
The distinction between memory and comprehension tasks must

te viewed as a matter of degree. Some tasks are weighted toward

verbatim reproduction of the language used in instruction. Other

tasks are weighted 1n the direction of paraphrases or 1nferences.

In addition,scomprehension 1tems under some circumstances may be

answerable b; recall, thereby allowxng memory to be a route to

accomplishing what :8 nominally a comprehension task. If, for

1nstance, an item that requires a pergon to élve an example of a

concept can be answered by reproducing an example used 1in

1nstruction, then the item can be answered by memory. In such a

case it is not necessarily appropriate to infer comprehension from

a correct answer.

Procedural versus comprehension tasks. A distinction between

procedural tasks and comprehension tasks is especially clear 1in
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the field of mathematics. There is a difference between (a) .
knowing an algorithm, such as the computational steps for.adding a
column of numbers or multiplying -two-digit numbers, and (b)
knowing why the procedure works and when it should be used (see
Davis & McKnight, 1976; Glaser, 1979; Greeno, 1978). Procedural
tasks, then, are tasks which are accomplished by using a spandard
routine that produces answers. There is typically little
unpredictability in such cases because the routines or algorithms
are very reliable, that is, they consistently generate cor;ect
answers if no computational errors are made. Comprehension tasks,
with respect to procedures, are tasks"which are accoﬁplished by
knowing why a procedure works or when to use it.

Although procedural tasks are especially evident in
mathematics, they also operate in other academic area; in which
rules are used to produce answers. Grammar, for example, consists

largely of procedures for classifying components of sentences.

Similarly, reading at the level of decoding letter-sound
1

correspondences is a rule-like process for naminé words
correctly. »
In a very broad sense, a large part of thinking is

algorithmic (see Davis_& ixKnight, 1676). Nevertheless, there are
\ levels of specificity that must be considered in distinguishing
between procedural and understanding tasks. A procedural task is
one which can be accomplished without understanding by simply
knowing how to follow a series of computational steps.

Understanding tasks, on the other hand, require knowledge about

why the computational steps work. Procedural tasks are often \\r
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limited to content for which speci1fic algorithms can be

constructed. In some areas, such as composition, specific

formutas for generat1§§ paragraphs may not exist. Yet even 1n -

this case procedural tasﬁ@ can be created. Sentence-combining, 1n

which simple sentences are combined 1nto more complex sentences

(see O'Hare, 1973), has many of the properties of algorithms 1n :
mathematics or grammar.

To accomplish a comprehension task related to procedures, a
student must be able to construct a cognitive representation of
the 1deas embedded 1n the algorithm or conceptualize a protlem in
terms of the procedures which are likely to apply (see Gagne &
White, 1978; Greeno, 1978). As was true of comprehension of
1nformat1o;, constructing a high-level schema necessary for
underst anding a procedure and the circumstances under which 1t

appliec 1s a more lengthy and difficult process than learning to

follow a largely 1nvariant sequence of steps to produce 8é"

e
answer. )

P

The relationship among different tasks. A comparison of

memory and comprehension tasks suggests that preparation suitable
for one type may not necessarily be suitable for the other (see
Bransford & Franks, 1976; Kintsch, 1975). Accomplishing a
comprehension task can, because of the effects of semantic
integration, interfere with the abi1lity to reproduce specific

- facts or the surface features of the original text. On the other

hand, accomplishing a memory task can produce knowledge in a form

ERIC . : 1o
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that 1s not easily applied to recognizing new 1lnstances or making

inferences to new situations. Thus, reading for comprehension may
be 1nappropriate for a recall task. It 1s probably for this
reason that students typically adjust study strategies to fit the
nature of the test they expect to take {see McConkie, 1977).

A parallel argument can be made for procedural and
comprehension tasks. Learning to use an algorithm does not
necessarily enable one to understand why the algorithm works or
when to use 1t. Similarly, learning to understand why an
algorithm works or when 1t should be used does not necessarily
lead to computational proficiency (see Resnick & Ford, 1981).
Greeno (1976) has pointed out, for example, that numer1cal
representations of fractions (e.g., 172 or 1/6) are efficient for
producing answers to textbook problems but do not necessarily ’
deélct the nac;re o}'fractions or facilitate transfer to new
concepts related to fractions. For these latter purposes, spatial
representations (e.g., squares or circles) are more appropriate’
although they are cumbersome for computation.

It 1s often argued that extensive drill and practice with
computational procedures 1s a prerequisite for acquiring ;h

understanding of the material. The present analysis suggests,

however, thaf accomplishing one task does not automatically lead

to the outcomes of the other. Indeed memory, procedural, and
comprehension processing may interfere with each other in

accomplishing a given task.

L L
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Some Emerging Themes

Analyses in such curriculum areas as reading, mathematics,
science, writing, and literatufe, have produced some common
insights concerning the character of academic work and students'
performance on tasks. In this section some of this research is
summarized. As before, the review 1s not intended to be
comprehens%ye. Rather, some of the main lines of inquiry
delineated and the maﬁor promising directions are indicated.
Giv;n the preliminary nature of much of the_researdp in this area,
such selectivity is justifiéd.

Comprehension of texts. Work in modern cognitive psychology

has had a major impact on knowledge about the processes involved
' \

in comprehending ‘texts. A central premise of cognitive science is

-

that comprehension is a constructive process (see Bransford &

Franks, 1976; Kintsch & van\ Dijk, 1978; Schank & Abelson, 1977).
According to this premise, meaning does not result from a passive
reception of information from the gnvffonment. Rather,
understanding involves the construcricq,of aléognitive
representation of events or concepts and their relationships in a
specific contexg; t

The process of constructing a cognitive representation is

-
»

interactive and sequential, involving information from the
environment and from semantic me;ory (Rumelhart, 1981). 1In
comprehending prose, for example, a reader gradually builds a
model‘of the semantic structure of the passage.v Information from

the environment makes contact with information from semant ic

memory to suggest a likely interpretation. This interpretation

-
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*
establishes expectations about what subsequent events will likely
be. These expectations, 1u turn; guide procesing of new
inforpation 1n working memofy, that 1s,” they restrict the options
for interpreting 1ncoming data. Thus, the 1nterpretation of the ~
word "saw" depends upon whether the passage 1s about looking or \\\\
cutting a board. Finally, new 1nformation 1s used to update the
1nit1al 1nterpretation as tke reader progresses through a
passage.

A person's knowledge of the world is organized into
associational networks or schemata (see Rumelparc, 1981). A

schema is a relatively abstract representation of objects,

episodes, actions, or situations which contains slots or variables

1nt$ which specific instances can be fit in a particular context.
This organizational view of knowledge emphasizes the multiple

associations of information in long-term memory. The word .
"abple," for 1nstance, 1s embedded 1n a network of asso;iations

: referring to shape, color, texture, use, and relation to other
foods. 1In contrast, the word "brick" elicits §uice dlffer;nt
associatons. [Schemata also exist at the level of stories (Stein,
1979), episodes (Bower, Black, & Turner, 1979), and social
situations (Schank & Abglson,‘1977).] As words are encountered 1n
a text they activate associations which establish expectacioné and
enable the reader to construct a propositional reppesentation of '
the text in memory. The process of coﬁprehepsion, then, "cantge
consi1dered to consist of selecting schemata and variable bindings

A

that will 'account for' the material to be comprehended, and then

-

verifying that those schemata do indeed account for it. We say

El{fC‘ ‘ 1y | |
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that a schema 'accounts for' a situation whenever that situation
can be 1nCerpreFed as an instance of the concept the schema
represents" (Mumelhart & Ortony, 1977, p. 1.

Schemata play an especially important role in accounting for
ambigulties ln passages Or sityations and 1n making inferences
(see Schank & Abelson, 1977; &rabassou 1981). Passages or
episodes are seldom fully specified. In building a cognitive
representation, therefore, a person must make 1nferences to
complete the picture of as;oc1aC1ons and causality among concepts
and events. Thus, in reading the sentence "Gecrge entered a
restaurant" a reader can use a restaurant schema to f11l 1n what
1s likely to happen. Similarly, the sentences:

- Michael took the key from Steven.
Steven called the police.

l

permit the inference that Michael probably stole the key. This

process of making infeggnces appears to play a central role in —
2 )

what is known as "semantic integration" of information from
stories (;ee Brown, 1976; Paris, 1975).

. i In addition to knowledge structures in long-lerm memory,
readers use structures embedded in texts to guide compr ehension.

Meyer (1975; see aiso”Meyer, Brandt, & Bluth, 1980) found, for

- [

example, that concepts high in the organizational structure or

£

conceptual hierarchy of a passage are recalled better than

coficepts lower in the hierarchy. These findings suggest that
‘ readers use the semantic organization of a text to select and
3 . . L. N N H .. ". N |
process infarmation. Similar results have been reported for story

~
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not know the code of letter-sound correspondences, then access to

N

- batween the performance of experts and novices as well as the
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structures (Stein, 1979). 1In other words, compgehension 1s not
solely a matter of mposing personal knowledge\on the world.
Passages and eplsodes carry instructions which readers use to
construct meaning.

From this perspective, then, the task of learning to read
means learning to construct semantic representations of passages.
0f course, beginning re;ders/must also learn letter~sound
correspondences or "code breaking' processes (see.Beck, 1977;°
LaBerge & Samuels, 1976). That is, a r;ader must be able to
recognize that printed symbongrepresent sounds and then become
proficient in interpreting these symbols rapidly in continuous
text. These decoding operations are not completely separate from

comprehension processes for two reasons. First, if a pupil does .

the content of a passage is obviously impossible. Second,
comprehension of a passage often facilitates decoding by creating
expectations about what items of information are likely to be -

presented next. 2

The central role of prior knowledge. Work on general

comprehension skills in reading has been extended recently by
research within part{bular'subject matter domains, such as science
and mathematics. Much of this work is' focused on differences

. .

effects of the understanding which novices bring to content. The

l ’

purpose of this work is to identify the competencies and‘ knowledge

™~ .

structures required for gaining mastery in these domains. Giveh

both the topical focus as well as an interest in direct

~

: o




applacation to real life 1nstructional problems, this work 1s an_
& ' .

1mportant resource for understanding and 1mproving academic work
1n schools (see Glaser, 1978). )
" One of the major findings of research in this area is that

domain-specific knowledge plays a central role 1n problem solving v

and learning within a content area. Domain-specific knowledge .

[s

consists not only of a well-formed semantic network of valid
information in an academic discipline but also strategies for
using this 1nformation to represent:(comprehend) problems, search
for and select algorithms, utilize resource; from the task
environment, and evaluate the adequacy of answers (see Resnick &
Ford, 1981, pp. 196-237, for a discussion of this point with
reference to mathematics).

The operat1aﬁ of these factors is evident in studies

comparing the performance of experts and novices in solving
physics problems. In a series éf studies Larkin (1981) found
geveral differences between experts and novices in speed, number:
of errors, and the 1mmediacy of access to & variety of solutioﬁ

strategles. Her results also hinted at a qualitative difference -

~

in the way problems were initially analyzed and represented by the:

~

two groups. Chi, Glaser, and Rees (1981) conducied studies

"

designed to explicate more fully how experts represent’ problems. .
They found that the difficulties novices encountered in solving
physics problems stemmed primarily from deficiencies in their

knowledge of physics rather than in their information-processing

strategies or capacit1e§. Experte, because 'they understood

physics better, were able to represent problems 1n terms of

- . . «
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underlying principles. Novices, on the other hand, focused on the
literal details ;f the problems and their knowledge seemed to be
organized around isolated events and concepts rather than
under lying principles. As a result, ;hey were unable to make key

inferences necessary for arriving at a solution or know when to

\

use what they did know.
Similar results have been reported for expert-novice.

differences in cognition during writing (see Flower & Hayes, 1981;

. .
r~ >

Perl, 1979; Matsuhashi, 1981). Both experts and novices spend a

good degl of time thinking about individual senterGes as the§
actually produce text. But experienced writers comb}ne sentence

s planning with planning addfessed to the audience, the genre,.and
the semantic structure or schema of the entire essay. Novices, on
the other hand, were concerned about what to write nekt and
limited their planning to thinking about the topic or assiénmgnt
and about the last ‘sentence they ﬂéd written. Thus .they failed to
develop an adequate goal structure for the total work to guide g
their 'sentence planning.

Finally, Spiro (1979) has conceptualized the development of a
"comprehension style" in terms which parallel those used in
expert-novice studies. He argues that less able readers tend to
focus excessively on decoding letter-sound correspondénces to “the
detriment of comprehension, and that this orientation re§u1ts 1n
part from a lack of adequate knowledge strucgures fof the text
being read, lack of proficiency in decoding, and misconceptions

s

about the readingtprocess.
- b4

Studies focusing on the understanding that novices bring to

29
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science have also pointed to the key role of prior knowledge in i
- academic work. DiSessa (198?), for exdmple, reported that the
g;ive physics knowledge of a group of elementary puﬁils was
T surpr%singly systematicya;d '?mistoteiian," that is, they believed
that objects should move in the direction they we;e last ppshed.

DiSessa also found that a protocol of an undergraduate student

dealing with the same task showed congruence with the strategies

1

of the elementary students, suggesting a strong persistence of
) naive knowledge. Eaton, Anderson, and Smith (1982) studied the

way preconceptions of how light enables us to see objects

influenced science learning among fifth-graders. They conducted a

h i 4

. o .- .
case study of the way a &extbook unit on light was taught 1n two

-
. I

fifth-grade classes. In general the studeats had a preconception

that light brightens objects so we can see them. The accurate .
conception is that we see objects because light 1is reflected off
- them to our eyes. The researchers found that students'

preconception about light ana vision persevered during teaching, K )

in part because neither the teacher or the textbook specifically

- —

8ddrgssed this preconception. As a result, many of the students

n;ve; really‘hndqrstood the content in }he unit, . J \
Thesge -studies suggest strongly that performance on academic

work, especially in technical subject matter areas, is ﬁééendent

upon domain-gpecific knowledge rather than generaliproblem—sovling

strategies alone. Thus attention needs to focus on the schenata

that students bring to their academic work. 1In the absence of

appropriate knowledge structures students are likely to: (a) use

memorizing strategies to accomplish tasks, or {b) exhibit a

Aruitoxt provided by Eic:
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discontinuity between what th@ are able to state about a field
and what they actually do 1in solving problems (see Resnick & Ford,
1981). 1In all cases, they are not likely to understand what they
are being taught.

Algorithms and systematic "errors.' Research in academic

areas has also focused on the acquisition of specific

computational skills or algorithms, such as addition and

multiplication rcutines in mathematics or decoding skills 1in

reading (see Beck & McCaslin, 1978; Resmick & Ford, 1981).

Traditionally, work on the acquisition of algorithms has focused
& . v

on‘idenC1f¥ing and describing §pec1f1& procedures in operational
termg and on examining how various conditions of drill and
practice foster mastery of thes; routines. Recently two important
directions for inquiry have been taken: (1) research on students'
1nvention of computational routines, and (2) studies of the
systematic nature of students' errors. A brief review of these
areas will demonstrate cheir contribution to an'underscanding of

thg nature of_academic work and how that work can be iméroved.
Researc£ on the acquistion of arithmetic routines has
recently shown that students acquire knowledge about solution
strategies '"naturally" from their experience of trying to solve
various types of problems and that they use this knowledge to

1nvent procedures for sol&ing*rOUC1ne problems. A study by Groen

and Resnick (1977) provides a clear example of this invention.

'breschool children were taught an addition algorithm in which

problems of the form m + n = x wCIT to be solved by counting out m

blocks, counting out n blocks and then counting the combined set.
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.// This procedure represented the structure of mathematics well and
was easy to teach and to learn. However, the procedure was often

cumbersome for generating answers. With practice, but without

N -

further 1nstruction, the children transformed the procedure 1nto a
more efficient routine 1n which they began with the larger number ) .
and then counted out the smaller numbc . This "invented" routine

was more efficient for solving addition problems but was very

-

difficult to explaln directly to the children.
In Groen and Resnxck s study; invention led. to a deeper

understanding of contert and a.more efficient procedure for

solving probléms. .But interview studieg with chiidren have

demonstrated that . 1nvent1on can have delecarxous effects. Peck,

Y I

Jencks, & Chatterley, (1980) found £pr example, that

[

average-ability elementary studenCs could successfully solve

workbook,problems with factions but ¢ould ndt represent factions

. '- - P
accurately on diagrams. One Common mistake was to assume that the B
denominator was the number 6f segments a circle was divided into, o

even though the segments qeré unequal. Thus, a circle divided in
O R

one half and two fourths was interpreted as being divided into
thirds. These and ocher'answei;'abouc the diagrams indicated some
fundamental misc¢onceptions abauc,fr;ccions? misconceptions which
prevented the pupils from recegpizing that an answer was Clearly
wrong. Even more dramatic evidencg was uncovered by Erlwanger
(1975) in his incefvieWs ;f students -considered ;hccessEQI by

N their teachers. When these students were probed carefully about

their understanding of mathematics, they .showed basic

misconceptions, Ome student in particular, who spent four years

ERIC v - 25
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¢ working in an individualized mathematics program, invented a large
c number of rules which he used to produce answers which matched the
% answer key. From the perspective of matpehatics, however, these

rules were fundamentally erroneous.

b In additfhn'to acquiring misconceptions of content, students
have also been fouﬁd to invent 'buggy'" ‘algorithms, that 1s,
solution strategies which are systemat;c but wrong (see Brown &
VanLehen,.1979, and Davis & McKnight, 1979 in mathematicss Spiro,
1979, argues thaz "bugs" op:tatéhin reading gomprehension). One . )
example of a bug in-muffi-d.éxt subtraction occurs when a student
is faced with subtracting a column in which the top digit is
. .
© smaller than the bottom digit: e.g.,
460 )
P19 ‘

Instead of borrowing, the student subtracts théﬁ}op digit, which ) -
is smaller, from the bottom digit, which is larger, to get an

answer of 419 rather than the correct answer of 381. Bugs g

probably derive from a least two sources: (1) different
algorithms which havé a similar appearance (e.g;, rules for
forming the demoninator in adding and in multipying factions) are
erroneously blended or one is substitute for the other; and (2) an
algorithm is "repaired" by a student when he or she encounters an
impasse while solving a particular problem. What is important in
both cases i that bugs are systematic (that is, they have all the

properties of a correct procedure) and therefore are not perceived

as erroneous by students who use them. Thus, simply telling a
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student that an answerlis wrong does not help correct. the bug v
which produced it?',Rather, the incorrect answer must be analyzed
to diicover the rule which 1s being followed. Unfortunately buggy
algorxthmé are often practiced for a relatively exteaded period
before they are recognized and Lhus cé?recting them is difficult.

Task complexity. Studies of the cognitive processes .

underlying academic work have revealed the enormously complex

character of the operations and decisions that academic competence

v

entails, a complexity that is' often overlooked when the goals of

schools are discu;sed. This complexity 1s evident in the areas of
'rgadlng and domain-specific problem sélving that have élready been
discussed. Two additional examples of content typically contained
1n the sécondary curriculum will show the generality of this
point. \ gl
The fitrst example is from the field of literature. Although

the cognitive processes involved in responses to literature have

3 g
not been studied extensively, some recent analyses have indicated

o)

the complex operations required to understand literary works,

especially fiction and poetry. Ortony (1980), for example, has‘

begun to delineate the processes involved in comprehending

and producing‘metaphprs. The use of a figurative rather than a .
literél referent in 8 text requires a reader to shift schema in .
ord?r to construct meaning. In addition, figurative referents

allow for more than one interpretation, a conﬁition which

complicates understanding even further. It is reasonable to

expect, therefore, that reading metaphors 1s a difficult task to

master. .




>

In an intriguing analysis of literary competence (which 1s
presumably a central purpose of secondary English), Culler (1980)
- has provided 1nsights 1into the conventionséghd processes a reader
must know 1mplicitly to understand poetry. Such conventions '
include the following:

1. "the rule of significance: read the poem as expressing &

significant attitude to some problem concerning man
and/or his relation to the universe" (p. 103).

2. "The conventions of metaphorical coherence-~that one
should attempt through semantic transformations to
produce coherence on the levels of both tenor and
vehicle..." (p. 103).

3. "rhe contention of thematic unity" (p. 103) which forces
a reader to integrate into the total poem meanings
associated with individual images.

In addition to conventions such as these, a reader must know
various poetic traditions which assign universal meanings to
certain 1mages, such as water for life or sunset for death.
Culler argues that: :

Anyone lacking this knowledge, anyone wholly unacquainted
with literature and unfamiliar with the conventions, by which
fictions are read, would, for example, be quite baffled if
presented with a poem. His knowledge of the language would
enable him to understand phrases and sentences, but he would
not know, quite literally, what to make of this
literature...because he lacks the complex "literary
competence" which enables others to proceed. He has not
internalized the "grammar" of literature which would permit

him to convert linguistic sequences into literary structures
and meanings (102).

From these perspectives, academic work in literature consists of a
‘

complex strategies and domain-specific knowledge for constructing

meaning from literary languages.

~
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The complexity of academic work is also apparent in recent
analyses of the composing process (see collections by Cooper &
Odell, 1978; Frederiksen & Dominic, 1981; Gregg & Steinberg, 1980;
Nystrand, 1982). Research has focused on the phases of writing
(e.g., prewriting, composing, revising, and editing), various
types of written products, the development of writing ability, and
differences between proficient and unskilled writers. Text
production 1s sgen’ as a recursive process which combines knowledge
about a subject, an.audience, vocabulary, and syntax with
- st.ategies for planning sentences, paragraphs; and texts for

particular purposes. Frederiksen and Dominic (1981) summarize the
elements of composing as follows:

As a cognitive activity writing involves the use of
gpecific kinds of knowledge that a writer has and is able to
discover in comstructing meanings.and expressing them in
writing. Underlying and enabling this use of knowledge are a
variety of cognitive processes, including: discovering or
generating an intended propositional meaning; selecting
\ aspects of an intended meaning to be expressed; choosing -

language forms that encode this meaning explicitly and,
simultaneously, guide the writer/reader through different .
- lévels of comprehension; reviewing what has been written, and
often revising tc change and improve meaning and 1its
expression (p. 2).
o v .
From this description it is clear that writing "is among the most ~ .

-

Ecomplex of human mental activities" (Flower & Hayes, 1981, p. 39).
L0 turn, it is-not surprising that many students find writing
tasks in school difficult to accomplish.

The influence of age and ability. The subjective complexity

of any task obviously depends upon the age and ability of the
learner. Proficiént readers, for example, use decoding processes
automatically (LaBerge & Samuels, 1976), that is, they are able to
recognize printaijletters and words rapidly with a minimum of

Q information from the surface of the text itself. Beginning

- 3U , 1
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readers, on the other hand, are confronted with a complex array of
: »

markings which are often difficult to distinguish. Until a
beginning reader learns the code of letter-sound correspondences,
reading is a baffling task. To understand academic work, then, it
1s essential to review briefly some of the recent research on how
developmental factors affect task per formance.

Research on general cognitive development (see e.g., Brown,

1975; Paris, 1975) as well as development within content areas

(e.g., Bereiter, 1980) indicates tha: mature students are

-

selective and efficient in using available cues to extract
information relevant to ;ccomplishing a task, and this efficiency
1ncreases as they become familiar with a task. Less mature
students, on the other hard, attend to a broader range of stimuli
and—are less likely to select and process information to fit the
demands of & ﬁartxcular task gsee Pick, Frankel, & Hess, 1975).
This is not to say that young children are incapable of
understand1ng tasks or adjusting strategies to meet task demands.
Investigators in the field of sociolinguistics have found that
children as young as four years old adjust language usage to match
the demands' of different communication tasks, such as giving an
explanation to an adult versus giving the same explanation to a
younger child (Pickert & Sgan, 1977; Shatz & Gelman, 1975, 1977).
Nevertheless, young childr;ﬁ\often require a "well-formed" task 1n
orde; to understand its demands and respond to them appropriately
(Simon & Hayes,'l976). In addition, young children often have

difficult in using information-processing strategies deliberately

(see Brown, 1975 especially). That 1is, they are able to
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understand tasks in their daily world and remember a considerable
amount about these tasks and their accomplishment. Developmental
di1fferences are clear, however, when a task 1lnvolves deliberate’
memorizing or the deliberate acquisition of a new schema' in order
to achieve comprehension of‘ac;demic content. Young children have
what has been called a "production deficiency".(Kreutzer, Leonard,
& Flavell, 1975). Th{s mean that they are capable of using
certain information-processing strategies but typically do not use
them spontaneously and flexibiy to match specific task
requirements, such as memorizing a-list of words or symbols. For
such processes to be activatéd,.young children depend upon
speéifxc instructions ;nd proupts from éhe environment.

Ability appears to affect task performance at the level of
inforgation processing capacity as well as domain-specific
knowledge for doing academic work. As indicated in the expert-
novice studies reviewed earlier, less able studeﬁts typically fail
to understand tasks and often focus attention on specific details
of an’ assignment 6r a problem. As a result, they have little
chance of accomplishing the task successfully or of recognizing
when or where they have made a mistake. 1In wrifing, for example, ’

Perl (1979) found that pdor writers concentrated on the immediate
problems of what to write next; showed little flexibility in .
thinking about the writing problem, and attended to ;diting
prematurely. Proficient writers, on the other hand, appear to
combine localized thinking with whole-text planning, monitor their
own writing processes, and defer revising until the text is closer

to being completed (Flower & Hayes, 1981).

1)
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In sum, school tasks, evenlat the level of basic skills, are
inherently complex for ail students. This complexity is much more
severe, however, for young students and those who lack either the.
information or the skills to understand tasks, process
information, or decide when to use the strategles they possess.

; Implications for Instructional Policy

Much of the research on cognitive processes reviewed in the :
previous sections has been conducted with an eye toward
identifylng wéys to improve instruction. As a result, research
reports often contain discussions of how findings can be applied
to designing instruction, and some attempts have been made to test

experimental instructional programs derived from cognitive

principles. Although .considerably more basic and applied

research in instructional psychology is needed, there are some
. promising directions which warraant consideration, here. What
follows, them, is a brief discussion of the way instructional

designers conceptualize the task of improving instruction.

Direct instruction in cognitive processzs. One of the most

common reactions to results of research in cognitive science 18 to
recommend direct instruction in the processes used by 'expert
readers, writers, mathematicians, or scientists (see Anderson;
<4

1977; Glaser, 1978; Resnick & Ford, 1981, for general

. discussions). For example, several investigators have been
working to devise and test methods for Ceacging children to
monitor their own comprehension and make inferences while reading

(Collins & Smith, 1980; Hansen, 1980; Pearson & Camperell, 1981;

Tierney & Pearson, 1981). Although emanating from field studies

Q ) .
33
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in classrooms rather than laboratory analyses of cognitive
processes, proposals for direct instruction have alsc become
prominent 1n early childhood education (Becker, 1977) and research
on effective teaching (Rosenshine, 1979). In essence, direct
1nstructlon means that academic tasks are carefully structured for
students, they are explicitly told how to accomplish these tasks,
;nd they are systematically guided through a series of exercises

»

leading to mastery. Opportunities for directed practice are

frequent, as are assessments to determine how well students are

progressing and whether corrective feedback is needed. From this

perspective, the role of cognitive science is to define the _
o

processes underlying subject matter competency so that programs of
direct instruction can be designed to foster these processes 10

. .
students and thus improve the quality of dcademic work.

The research cited above has certainly indicated that direct
instruction can be effective for some outcomes. Nevertheless,
direct 1nstruction is not a universal panacea for teaching all
subjects to all students at all levels of schooling. (It is
doubt ful that such panaceas will ever exist.) And there are at

" least three important consideratioms which are relevant to
defining the substance of direct instruction and understanding its

-

limitations. ¢

~

A first consideration is that direct instruction may not be
- <
possible in some areas because the processes which have been
ident1fied cannot be communicated in terms which are .

understandable to learners at a particular level of development or

ability. One example of this is Groen and Resnick's (1977) study,

ERIC . | |
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mentioned earlier, of the invention of algorithms by students.
They found that the communicable algérlthm for addition (count out
m blocks, count out n blocks, and then count the combined set) was
cumbersome for computations. The 1nvented algorithm (begin with
the larger number and count the smaller number to get the answer)
was easy 'to use and was mastered by most students Without
1nstruction. At the same time, 1t was very difficult to teach
this algorithm directly to studeats. The investlgétors aréued
that the original instru?tion was successful for its indirect
rather than direct effects, that is, it established a chain of
thinking which led students to invent a useable comput ational
routine which could not be taught directly.

A second con81deratioﬁ 18 that many processes that experts

use, especially in academic disciplines at the secondary level,

have not been identified. In the field of literature, for

example, work on underlying processes for ﬁnderstanding fiction
and poetry’ is just beginning and the processes are likely to be

. difficult to communicate directly. If these subjects are to
remain in the curriculum--and few would recommend that they be
abandoned--then some alternatives to direct instruction are

. " obviously necessary. There is even some hint that perhaps the
processes which define expertise cannot be ;oméletely identified.
Simon (1979) has reviewed evidence that experts in such areas as
chess and physics seem to have mastered thousands or tens of
thousands of "productions'" (i.e., condition-action associations)
in their fields. At the present time only several hundred of .

these productions have been defined with sufficient clarity to

x permit programming on & computer. The typical textbook chapter in .
\‘ w
WJ:EEE
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.
physics, for example, contains about a dozen or so productions.
These figures suggest that there a—e certain inherent limitations
to the application of direction 1instruction to achieve mastery of
advanced academic work. .

A third consideration has to do with the specificity of the
content or focus of direct inst;ucgion. One clear finding of
co§n1£1vé research is that processes operate at different levels.
For example, plénn1ng fo; writing r;;ges from thing1ng about
individual sentences to monitoring one's own writing processes and

-

making decisions aboht a goal structure for an entire text (Flower
& Hayes, 1981). Similarly, memorizing a 11st.of words involves
spec1fic routines for rehearsing items'gs weli as broader
"met acognitive" operations 1nvolved in decisions about which

¢
strategies to use and when mastery has been achieved. Finally,
3olving problems 1n mathematics and physics ibvolves not only
skill 1n specific computational routines but also an ability to
represent problems accurately and select solution strategies
appropriately. “

Research on perfarmance differences has also indicated that
novices, young children, and low ability students target their
attention on specific details and lack the strategies and the
higher-order executive routines which enable them to understand
tasks or construct goals structures and general plans necessary to

~

accomplish them without strong guidance.

N
Available training research suggests that direct instruction

which concentrates on specific operations for accomplishing a task

will produce immediate effects, but it is not likely to engender

-
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the knowledge structures or strategies required for the flexible
ugse of these operétions. A series of training studies by Brown
and Campione (1977, }980) have provided especially important
1ns1ghts into the effects of specificity in- direct 1instruction.
Theyssegan with a remedial program focusing on teaching young, low
ability children to use memorization strategies. The evidence
from several sources had suggested that such learners nave a
p?oduction rather than a capacity deficiency: that is, they are
able.to use mnemonic strategies but, in contrast to high-ability
childfen, they do not use them spontaneously. With prompting; low
ability children will use mnemonic strategies, but this
improvement is temporary, lasting only while the instructional
prompts are available. Moreover, th;y do not use the memorizing
atrategies flexibly to transfer to other memory tasks for which
prompts are not supplied. There in other words, a "heart
pg%%r" effect in which performance is maintained only because the
instructional program does most of the work for the students. The
investigators found that durability could be increased through
training in specific memorizing strategies, although the amount of
training required was much greater than originally expected. In |
addition, training to achieve durability reduced flexibility. The
skills became welded to the items used in training and did not
transfer to new items. Consistent with the general work in
cognit ive psychology, these findings suggested that low ability
children have special problems with access towhat they know and
the flexible use of that knowledge. 1In addit;on, training which

is focused on specific memorizing skills does not produce

flexibility.




A A very similar pattern of findings for specific direct
instruction is apparent in research with other populations of
studénfs,‘ Asher and ﬁigfield (1980) reported that specific
training for young children in referential communication skills
(i.e., the ability to adapt speech to an audience) was effective
for immediate performance but the skills did not transfer to new
tasks. Mayer and Greeno (1972) found that instructional methods

) which focus on acquiring specific information or a specific
computational procedure result in superior performance on "near
transfer" tests which require reproduction of information or
solutions to problems similar to those used in instruction. On
the other hand, methods which focus on comprehension of

information or procedures appears to result in superior

’

performance on "far transfer" tests which require application of
concepts and procedures to novel problems. There are, in ofher
words, mmportant qualitative differences in outcomes from methods
which aimed at different levels of cognitive préhessing (see also
Martin & Saljo, 1976).

¢ This case can also be made for the specificity of torrective
feedback. Research on "buggy" aigofithms suggests that errors’ are
often th; result of systematic ;rocedures which have the

. {
appearance of correct, algorithms and which often work fot a

restricted range of probelms. To correct a specific mistake

without attending to the higher—leve}\cognitive processes which
led to the error is not likely to be effective. Inde:d, Perl's
researgh indicates that a focus on specific errors can be

detrimental. She found that unskilled college writers, apparently

- as a result of years of teaching which emphasized correct spelling

33 -
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and syntax, concentrated prematurely on editing to the exXtent that’

A}

1t 1nterferred with other writing processes. -
Thesé findings support the view that direct 1gstruct1on . v
focusing on specific skills alone is not likely to have long-term
consequences unless 1nstruction <in higher~level regulatory
processes 1s also provided. IA other words, direcg instruction
which is likely to improve the quality of academic work must be
oriented toward processes wﬂich generate meaning rather than
routines or "surface algorithms" (Davis & McKnight, 1976) which
are used without an understanding of what the procedure does or
why 1t is applicable to a particula; situation (see Good, 1982).
Em1g (1981) has described the latter type of thinking "magical”
sin e students have no sense of why the routines they are using a

work.

In a redirection of their rese;rch, Brown and Campione (1977) '
produced some promising results for training in higher-~level
cognitive operations: little durability was achieved for young
children but some flexibility was evident among older learners. .
Some successes have also been ﬁound for direct instru;tion in
making inferences in readiiig(Hansen, 1981) and estimating answers
in arithmetic (Reys & Bestgen, 1981). Two intriguing (although
largely untested) programs have also been developed in writing
which prQV1He practice in higher~level processes that frequently
elude unskllied writers who never get past the immediate obstacles
;f creating words and sentences. Rubin (1580) has developed a
"Story Maker" which enables pupils to create stories by selecting

from prewritten story segments. Along similar lines, Scardamalia,




% e
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Bereiter, & Woodruff (1982) have devised a computerized system for

Q@ ’ - : : !
writing essays by selecting from among prewritten sentences.

>

It 1s 1mportant to realize, however, that direct instruction

1n.higher-level processes and knowledge structures will probably

N

take a long time and have fewer immediate effects. Nussbaum and | .

Novick (1982) found, for example, that a detailed and intensive
N 3 -~

instrustlonal‘prograg designed specifically to modify . -
preconceptions wh1ch.interfére with learning a science concept was ,
only moderately successful in achieving its objectives. They

"
concluded that the naive scientific ideas of students wvolve
rather than change abruptly, a pEttern which 1s also true of ideas

“~ 1n the scientific community itself.

Indirect ainstruction in cognitive processes. The push toward

higher—level processes and meaning or understanding places direct

1nstruction 1n a territory that 1s usually occupied by what might

be called "indirect instruction" (see Joyce & Weil, 1972, for
y

.

exdmple). Such instrucgion emphasizes the central role of
self-discovery 1n fostering a sense of meaning and purpose for

o learning academic content. From this perspective, students must
‘be given ample opportunitieg for direct experience with content in
order to derive generalizstions and invent algorithms on their "
own. Such opportunities are clearly atrugt&fed on the basis of
what is known about an acedemic discipling and about human
information processing. However, the situations.are only

partially formed in advance. Gaps are left which students

themselves must fill. In other words, the instructional program

does only part of the work for students to open. up opgortunities

for choite, decision making, and discovery. ' . |
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(See Shulman, 1970, and Resnick and Ford, 1981, for good anal%ses
of the contrast between direct and 1nd1%ecé met hods.)

One example of indirect 1nmstruction (although the.authors
would probabiy not use this term) 1s the work of Graves and his
;olleagues 1n children's writing (see Graves, 1979; Calkins, 1980;
and Sowers, 1979). 1In this project, the development of writing 1s :
viewed as a Eﬁ?ee;phase processes beginning with playfulness and
spontaneity as ch:ldren "mess around” with words, followed by
planning wh1ch emphasizes form and correctness, and then a
rediscovery of playfulness. To provide opportunities for these
phases to evolve, teachers are advised to allow students to select
their own top;cs and forms of writing (letters, essays,
descrlétige paragraphs) and to be free from an excessive emphasis
on correctness of spelling and syantax. :

An emphasis on invention in learning is certainly consistent
with the basic premise in cogitive psychblogy‘that knowledgé and
understanding are ''constructed" ;; individuals. But, as Resnick |
and Ford (1981) point out, there is less evidence that indirect
instruction is the most suitable or effic;%nq way to obtain this
outcome deliberately. Two factors seem to limited the
applicability of indirect methods. Firbg, the ability level and A
background of the students are likely ko be an important influence
on the effectiveness of indirect instruction. In a comprehensive
re;lew of research on the way aptitudes of students interact with
1nstructional methods, Cronbach and Snow (1977) found that haigh

ability students profited from unstructured teaching conditions

which allowed them choices in organizing and interpreting
t
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information. Low ab}11ty students, on the cther hand, did not do

well under these unstructured or indirect methods. One possible

explanation for these findings 1s that lower ability students lack

the general understandings and processes which enable them to

formulate their own generalizations or procedures necessary to

accomplish académ1c tasks under indirect conditions. As a result,

the "treatment' does not actually occur, that is, they do not have R
the opportunity to practice higher-level operations.

Second, 1nvention does not automatically lead to useable
procedures or an understanding of concepts and principles. As
1ndicated earller,’studencs also invent "buggy' algorithms as they
encounter obstacles i1n learning. Thus, while 1ncreés1ng‘the
opportunity for 1nvention, indirect teaching also 1ncreases the
chance for students to develop errouneous solution strategies and
misconcept 1ons of content. Special attention 1n indirect teching
must be given, therefore, to monitoring and correcting the

’

inferences students actually make. :

Summary. The existing research in cognitive psychology leads

to the following general recommendations for improving the quality
of academic work: -
1. Direct instruction in identified.cognitive processes and
\// knowledge structures is probably more appropriate than
indirect methods for teaching novices, low ability
students, and pupils 1in the early elementary grades.
2. Direct instruction which is focused on specific skills is

lakely to have few long-term consequences unless combined

with 1nstruction, either direct or indirect, in

higher-level executive processes and knowledge structures

ERIC - 42 4
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for representing tasks and selecting solution strategies.
: Thus, instruction in decodfng needs to be combined with

instruction in comprehen$ion monitoring to foster an
ability to read independent. If specific teaching 1s
done 1n 1solation, it can produce either magical thinking
or an-excessive concern. fogsdetails, both of which
interfere with task accomplishment and learn:ing.

3. Indirect instruction is one way of providing practice in
higher-order executive routines and the use of knowledge
structures to represent problems. Indeed, some degree of
"uhstructuredness” is essential even in direct
instruction to ascertain whether students really
understand how and when to use their knowledge and
sk11ls. In other words, explicit signals for solution
strategies obviate the need for employing executive
routines and thus students are not able to practice these
higher-level processes or demonstrate mastery of them.

In addition, many operations which constitute expertise

1n academic areas have either not been 1dentified yet or
are difficult to formulate into clearly teachable
?
propositions. In such cases, the only alternative 1is to
allow studernts to experience content so that they can
invent procedures and construct knowledge structures on
__ their own. Such experience; obviously need to be
\ structured in ways which seem ;t least logically related

to intended outcomes so that invention will be

productaive.

ERIC 43
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4, kesnick and Ford (1981) have observed that "Tramsitions
in competence that emerge without direct instruct;on may
be more common 1n ch:ldren's educational development than
we have thought up to now" (p. 82). That is, students
1nvent their own algorithms and conceptions of content
whether 1nstruction 1s direct or indirect. This
propensity to invent can have both advantages and
disadvantages. As indicated, 1nvention enables students
to learn routines and concepts that are difficult to
teach directly. At the same’time, invention can lead to
"buggy" algorithms and misconceptions of content. ‘This
possibility underscores the central role of corrective
feedback 1n learning and the need to base that feedback
on an understanding of the processes that lead students
to make mistakes.

5. Finally, acco;pllshlng academic tasks 1s not solely a

matter of general cognitive processes. Especially in the

upper grades, students need domain-specific knowledge in

a discipline to do academic work.

-~

Academic Work in Classrooms

To this point academic work has been discussed 1n isolation
from the classroom context within ;h1ch'1t is normally carried
out. This isolation is clearly artificial, and this artificialaty
1s especially serious if one is interested in improving classroom
practices. As Neisser (1976) has observed, 'mo change can have

'controlling,' or predictable, results unless the relevant sector

of the world is well understood” (p. 183). To remedy this

ERIC
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situation, the discussion now turns to classroom studies.
Tradltlcnall& classroom research has concentrated on isolating
teaching practices which are associated with effectiveness. In
recent years, this work has expanded to included detailed analyses
. of daily life in these settings, and general models which depict
the structure of classroom events are beginning to emerge (Doyle,
1980b, 1981). This new work has important 1mplications for
ﬁnderstandihg the nature of academic work as it 1is expérienééd by

. . . . . L d
students and teachers and for identifying realistic ways to

improve the quality of that work.

Classrooms as Groups
One central fact of academic work in classrooms is that it
occurs in a group. And this, fact has major consequences for both
teachers and students, consquences which influence directly and
indirectly how work gets done. Some of these effects are reviewed
‘ ’ briefly in the following sections.

.

Teachers and classroom management. Because classrooms are

groups, teachers are faced with the task of organizing students

into working units and maintaining this organization-across
changing conditions for several months. In addition, they must

establish and enforce rules, arrange for the orderly distribution
of supplies and materials, collect and evaluate students' papers,

pace events to fit bell schedules as well as the interests of

students, and respond rapidly to a large number of immediate

»

contingencies. And all of these functions must be performed in an

environment of considerable inherent complexity and

.

unpredictability.
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Doyle (1979a) has argued that the immediate task of teaching
1n classrooms 1s that of gaining and maintaining the cooperation
of students 1n activities that fill the .available time.
Activities i1nclude such arrangements as seatwork, lectures,

discussions, tests, and the like. In general, 60 to 70 percent of

-7

£

class time 1s spent in seatwork in which students complete
assignments, check homework, or take tests. In addition, students
spend approximately 20 percent of the day in transitions between
activities or classes, waiting for fellow studénts to finish, and
other forms of noninstructional classroom business. Rosenshine
(1980) contends that this latter figure 1s constant across classes
of high and low achieving teachers and 1s probably a fixed effect
of the organizational structure of schools.

Achieving cooperation 1s 1in part a matter of a teacher's
attractiveness to students--studies of student evaluations of
teachers suggest that students respond to an instructor's general
culture and enthusiasm (Kulik & McKeachie, 1975). But
cooperation, especially at elementary and secondary levels, also
varies with the.activity being used (Kounin & Gump, 1974), the
types of students being taught (Metz, 1978), the task students are
required to accomplish (Morine-Dershimer, 1982; Redfield &
Roenker, 1981), and the teacher's skill 1in managing activities as
they are being carried out (Emmer, Evertson, & Anderson, 1980;
Evertson & Emmer, 1n press). Teachers at these levels must,
therefore, be adept 1n selecting and arranging activities and 1n
monitoring and pacing classrocm events (Doyle, 1980a).

All of this suggests that in classrooms teachers are required

to think about more than academic tasks in planning and conducting

¢
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1nstruction (see Clark and Yinger, 1979; Doyle, 1979a; Shavelson

and Stern, 1981). 1In addition, there 1s evidence that a failure -
a breakdown of academic work with predictable consequences for
student achievment (see Brophy, 1979; Good, 1979). Classroom
management, 1n other words, 18 a central part of the task of

teaching 1n classrooms.

Students and classroom groups. The social nature of

classrooms also has consequences for students in at least two
areas related to academic work. The first area concerns the
soc1al and i1nterpretive competences needed to participate
successfully in classroom lessons. Interpretive skill is made
necessari1ly in part by the sheer quantity of information 1n
‘classrooms. SCUdénCS are required t& attend selectively to

information sources 1n order to define tasks and discovér ways 1n
/ .

which they can be accomplished (see King, 1980; Morine-Dershimer,
1982; Winne & Marx, f%82). In addition, group-focused instructloﬁ
1s not always responsive to the lmmediate needs of an individual

student. Studies of "participation structures," that is, the

organization of turn-taking in group lessons, indicate that access

to Ceache; attention and opportunities to practice academic skills

1n public 1s aféecced by a student's ability to function in soclal

si1tuations and 1nterpret the flow of events 1n a discussion. For
<

some students the social skills needed for classroom lessons are

not necessarily fostered at home or other nonschool settings (see

Au, 1980; Cazden, 1981; Mehan, 1979; Philips, 1972; Shultz &

Florio, 1979).

A second consequence 1is that peers serve as 1lmportant

ey
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resources for accomplishing ;cademlc tasks ia‘classrooms. At one
level, peers can be sought out for direct assistance on
assignments (Weisstein & Wang, 1978). 1In addition, Carter and
Doyle (1982) found that students were able to rely on a fe;'of
their peers to solicit valuable inforﬁat;on from the teacher
concerning the nature of task demands and how they couléabe et .
In this case peer help served to reduce the announced requirements -
A .

for academic work.

Once again, the evidence suggests that group conditions are &

central part of the process of doing academic work. .

Instructional Materials

+

A large amount of classroom time is structured around printed

°

materials. Indeed, many "lectures" actually consist of a teacher
golng over content contained in a textbook. In addition;qstudents
spend t;o-thlrds of their time in elementary and many gecondary
classes doing seatwork with printed exercises. Recent research has
provided useful information about the inhereat complexity and .
instructional properties of these materials, their match with i
student ability, and their relation to the content of standardized
achievement tests.

Analyses focusing on discourse properties and cognitive

demands indicate that sch;ol texts are not clearly written and
often unwittingly pose complex logical and inferential tasks for

students (see Anderson, et al, 1980; Frederiksen, et al., 1978;

Gammon, 1973; MacGinitie, 1976). In an intensive analysis of the

suitability of eight beginning reading programs for low ability
students, Beck and McCaslin (1978) concluded that many of the

programs presented information to students in ways that were

ERIC
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likely to cause confusion. In addition, the 1nstructionai

I

procedures recommended to teachers were often convoluted and
unnecessar11y~compllcated for students. In a similar analygls of

five basal reading programs, Durkin (1981) concluded that the

emphasis was on practice -and assessment exercises with litéle

direct 1nstruction 1n comprehension processes and that many of the
topics (e.g., identifying referents for pronouns) were never

explicitly connected to readxng-skills but rather were ends in
théméelves. She rem;rked that "One possible consequence is that

the children receiving che.instruct1on never do see the .
relationship between what 1s done with reading in school and wh;t
-they shoulvi do when they read on their own" (p. 542).

Jorgenson (1978) has provided some naturalistic data on the
match between iextbooks and students’' re;ding ability in reading
"and social studies at ghe third and fi1fth grade levels. In third
grade reading, texts were prepared'at several reading levels so’
teachers were able to mitch students to textbooks. In actual
practice, 61X of the stud;nts were assigned to material easier
than their ability level. 1In fifth grade social studies, there
was a single text for all students, and 85% of the students were
required to learn from printed mgterial that was aéove their
reading ability. Students in readiné were able to work
1ndependently, whereas students in social studies spent timeg
soliciting help from the teacher and other students.

Finally, Armbruster, Stevens, and Rosenshine (1977) studied

the content in three reading curricula and two commonly used

standardized tests at the third grade level. They found that the

) 4
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overlap between the texts and the standardized tests was low. The
reading curricula tended to emphasize 'comprehension skills that

appear to require inference, interpretation, 1dentification or .

< .

relationships, and synthesis" (p. 8). The tests, bn the other
hand, tended to focus on "factual 1items entairling locating
information in the presented text" (p. 8). In a comparison of

.topics between fourth grade mathematics curricula and standardized

9

testg, the staff of’ the Content Determinants’ project at. the .

Institute for Research on Teaching found that the.amount of

5
~ overlap was often less than half ~(Freeman, et al., 1980). -

Clearly more research is needed to the cognitfve demands of

classroom materials and ways of msking them more suitable for

’

1nstruction since they play such a key role in academic work. The

évidence reviewed here suggests that students may often’ have
P !
SN

“di1fficulty learning with comprehension from the instructional

LY

materials they typically encounter in classes. In addition, the

tasks posed by texts may not always match those contained 1in tests

\ of academic proficiency.

(73
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The Evaluative Climate of Classes

¢

Academic work in classroom 1s embedded in an accountability

structure defined by Becker, Geer, and Hughes (1968) as an
L4
exchange of performance for grades. The term "grades" does not

refer simply to marks on a report card, although these are of '
major significance. Various forms of public recognigion for
appropriate performance occur in classrooms. Students take tests,
complete assignments, answer questions in discussions, and so
forth. These answers are labeled by the teacher and these labels

A ‘ : y
are usually available to peers in the classgoom and to parents,

Aruitoxt provided by Eic:




49
L4
discussions, and so forth. These answers are labeled by the
teacher and these labels are usually available to others in the
classroom and to parents, school officials, and-others who havg
- not witnessed the performance at all.
Observational studies indicate that judgment; about student
per formance 1n classrooms are frequent (Jackson, 1968; Smith &

; . .

Geoffrey, 1968). In a study of first and fith grade classes,’

‘ Sieber (1979) reported that teachers evaluated conduct publically
\\\\ on the average of 15.89 times per hour, or 87 times per day, or an
\

~ estimately 16,000 times per year. And Carter and Doyle (1982)

| fouhd'chac an elaborate system of "points" (1.e., credit toward

. . the final grade) was assoclated with academic work in classrooms.
By bela; recipients and witnesses to these judgments, students

become very aware of evaluative dimensions and build an evaluative

map of a classroom enviromnment (see White, 1971). King (1980)
found, for example, that:

Students seemed desirous of successfully completing tasks
1in the most efficient manner possible in order to place
themselves in an advantageous position for gaining & good
mark on the report card. Of necessity, studenats perceived
the teacher to be the mediating influence in achiving this
goal and they tended to adapt their behavior with a view to
presenting themselves favorably (p. 24).... The report card
seemed to be the ultimate though seldom visible goal of most
. student bazhavior in the learning process and the implications
of this for teaching seemed far-reaching. Students were
aware that the taking of a unit test and even the completion
.o of the daily worksheets were directly related to the report
card. In this respect the report card motivated students to
want to work and learn (p. 34).

This evaluative c¢limate in classrooms connects academic tasks
to a reward structure. Answers, therefore, are not just evidence

of having accomplished an academic task. They also count as

Yoo

points earned 1n an accountability system. The function of

Q answers 1n a reward system adds two 1important dimensions to -the
P iz accomplishment of academic work: -
1 |

o , - 2 | |




1. The answers a teacher actually accepts and rewards define

™ 4 )
L *  the real task in classrooms. thg'anhounced goal of an
art lesson, for examplé, may be to learn to analyze the

<

effects of color on emotions, a task which at least

. potentially involves comprehension. 1f, however, the

~

' . teacher rewards verbatim reproduction of definitions from »

® » <

the textbook, the task can be accomplished by

me;or1zing.

2. The strictness of the criteria a teacher uses to judge
answers has consequences for task accompl1shment.
MacLure and Freanch (1978) have described an incident in
which a primary school teacher accepted a broad range of

3
answers, many of which were incorrect, in a discussion of {

birds that were native to the students' home region. As

long as & student named a bird, whether or not it

actually live in the region, the teacher praised the

response. Other investigators have also reported that

7 teachers sometimes praise '"wrong'' answers (Bellack,
Kliebard, Hyman, & Smith, 1966; Mehan, 1974; Rowe, 1574).
In such 1nstances it appears that simply giving an
answer, rather than a correct answer, is .the task. And
1% any answer 18 acceptable (or no answers are required),

then the task system 1tself 1s in danger of being

suspended.

A

Ambiguity and Risk in Academic Work. Doyle (1979b) has
argued that because academic tasks 1n classrooms are embedded in

an evaluation system they are accomplished under conditions of

ambiguity and risk for students. Ambiguity refers to the extent

ERIC : _—
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to which a precise answer can be defined 1n advance or a precise
formula for generating an answer is available. Such ambiguity
does not result from poor explanatlonsiby g teacher. Rather, 1t

1s an 1nherent feature of certain types of academic work. Risk

4 »

re fers to the stringency of the evaluative criteria a teacher uses

o

and the likelihood that these criteria can be met on a given
occasion. A-task of memorizing 50 lines of poetry 1is low on
ambiguity--one clearly knows what the answer 18 supposed to

be—-but risk is high (if accountability.is strict)- because of the
A

factors that might interfere with a successul recitation.

Doyle (1979b) has classified the general types of academic
tasks identified earlier 1in this paper (memory, routine, opinion,
and understanding) Qccord1ng to their inﬂerent degrees of
ambiguity and risk (see Fréure 1). Memory I and Routine I tasks
are those which 1nvolve the reproduction of a relatively small
amount of content (e.g., 10 words on a spelling list) or the use "
of relatively simple algorithms to generate answers (e.g:,
addition or substraction probleﬁs). Such tasks are low in

ambiguity and risk: the answers are clearly.ldentifiedaiﬁ advance

and the likelihood of being able to produce them is high. Mémory

- -

IT and Routine II tasks also involve reproduction or reliable
algorithms, but the amount of content is large (as in the example
of 50 lines of poetry given above) or the procedure to be used :s
complicated (long division or solving quadratic equations).
Opinion tasks are high in ambiguity--several answers are

possible—=but risk 1s typically low since more than one answer can ¢

be correct. Understanding tasks are high in both ambiguity and
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risk. To have an understanding task, some 1nformation about the

character of the correct answer must be withhsld so that mémory

cannot be uséd to accomplish the tsgk. In addition, understanding
tasks are often not easily veduced to a predictable algor1thm.-

For example, writing a good descriptive paragraph 1s not simply a
matter of following a series of predefined steps. Rather, complex

procedures and higher-level executive processes must be employed

. Q .

to generate a produce Or answer. Thus, meeqing task demands
1nvolves some element of risk unlese the teacher 1s willing to
accept any answer as adequate. :
There 1s some evidence that students invent strategies for
managing the ambiguity and risk associated with classroom tasks.
Several studies of lguguage use in classrooms have reported that
student talk 1s constricted, vague, and indeterminant (see Dilion
& Searle, 1981; Edward & Furlong, 1978; Harrod, 1977; Sinclair &

Coulthard, 1975). Searle (1975), for example, examined the spoken

language of ﬂigh schcol students in English, social studies, and

.

physics classes and found qualitative differences between academic
- v

.

and non-academic episodes:

The talk which resulted from their activities as

participants in school work was usually a series of short
exchanges [and] was not 1n itself complete .but required
either reference to texts or movedent.... It would seem that
the students understood that there was one kind of talk to be
used among themselves and anothdr kind which was suxtable for
school work (p. 280). '

.

Along similar lines, - Graves (1975), in a study of writing in the

second grade, found that texts for assigned writing were shorter

than those for unassigned writing. This effect was observed under

both traditional and open forms of classroom organization.

-

Finally, Rosswork (1977), in a laboratory study in which sixth-

04
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grade students werd required to generate as many sentences as
poss{ble from words 1n‘a spelling list, fou;d that studentg
1mproved perfgrmgnce to meet specific output goals by reducing the
number of words per sentence to the m1n1mum‘escab11shed by the
experimenter. Rosswork commente’ that "In some cases, spec1fic
goals mght lead to 1nappropriate short cutting..." (p. 715).

The picture painted here is one of caution: students 3
restrict the amount of output they give to a teacher to minimize
the risk of exposing a mistske. In addition, restricted output
can elicit assistance from others in a élassroom. Mehan (1974)
reported a cause in which first —-grade pupils hgsiCaCed 1n giving
answers until either the teacher or another student answered for

them. The pupils also gave provisional answers to obtain feedback

" from the teacher before committing themselves to a single answer.

-

Such tactics can elicit "piloting” from teachers, 1.e., & sequence
1n which the teacger gradually 1increases the amount of 1information
useful for answering until an answer is viriuall; given to the
;tudent (Lundgren, 1977). One student in MacKay's (1978) study
described pirlcting as follows:

Yeah, I hardly do nothing. All you gotta do 1s act dumb

and Mr. Y will tell you the right answer. You just gotta

wait, you know, and he'll tell you. ’

There is also evidence that students manage ambiguity and
risk more directly by attempting to 1ncrease the explicitness of
teacher's 1nstructions or 1ncrease the teacher's generosity 1in
grading final products. Davis and McKnight (1976) met with strong

resistance from high school students when they attempted to shaift
?

information-processing demardis in a mathematics class from routine

Y
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or procedural-tasks to understanding tasks. The students refused
to cooperate and argued that chey‘had a right to be told what to
do. A similar reaction to understanding tasks was reported by
Wilson (1976) 1n an alternative high school. Students, in other
words, appear to hold teachers accountable for conducting lessons
(Brause and Mayher, 1982). After their experience, Davis and
McKnight commented that "it 1s no longer a mySCery’why S0 many
teachers and so many textbooks present ninth-grade algebra as a
rote algorithmic subject. The pressure on you to do exactly that
1s formidable!" (p. 282).

Carter and Doyle's (1982) study of writing tasks 1in a junior
high school teacher's classes provided 1nsight into how students
can manage the demands of academic tasks and what consequences
such management has fcr the character of academic work. Writing
cagks typically took several days to accomplish and often placed
d1ff1cu1c demands on the teacher and the students. When the
teacher 1introduced writing tasks, the students often asked
nume}ous questions about requirements and the nature of the final
prod;¢%, even though tke teacher devoted extra effort to these
tasks. Students' questions often delayed the transition from
expladat1ons to actually working on assignments and these
questions continued to 1lnterrupt seatwork. These delays and
int erruptions produced a choppy flow of events and, 1in turn,
threaigned the management of time and activities for the teacher.
To avoid managewent problems and sustain working, the teacher

often gave explicit prompts. She also provided opportunities to

revise writing assignments, offered bonus points to count toward

the final grade, and typically graded written products generously.

v
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All of these actions by the teacher reduced substantially the
actual risk associated with writing. In other words, the teacher
‘reacted to immediat- management demands by adjusting the
requ1rements'for academic work. This adjusting did not occur for
grammar or vocabulary tasks which typically 1nvolvéd memory or
routine algorithms. In these cases, nearly all the students could
participate readily in the tasks with a minimum of 1nstructions or

delay.

Classroom complexity and academic work. The analysis

presented here suggests ‘that academic work is transformed
fundamentally when 1t 1s embedded in the the complex soc1al system
of a classroom. The character of these transformations can be
summarized as follows:

1. Accountability drives the task system in classrooms. As a
result, students are especially semsitive to cues which
signal accountability (e.g., announcements about tests)
or define how tasks are to be accomplished (see Carter &
Doyle, 1982; King, 1980; Winne & Marx, 1982). 1In
addition, students tend to take seriously only that work
for which they are held accountable. If no answers are
required, then few students will actually attend to the
content .

2. Answering 1s the task in classrooms. Because of the
key role of accountability, student attention is directed
to the answering event 1tself rather than simply to the
content. And 1t appears that students 1nvent a number of

.
strategies for producing answers 1n ways that circumvent

the 1nformation processing demands of academic work:

1)[.

o
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e.g., copying, offering provisional answers, requesting
that the teacher make instructions more explicit or
prQVLdg models to follow closely, etc. |
3. QSome tasks, especially those which involve understanding
and higher-level cognitive processes, are di1fficult for
teachers and students to accomplish 1n classrobﬁs. In

attempting to accomplish such tasks, students face

ambiguity and risk generated by the accountability
system. Teachers, 1n turn, face complex management
problems resulting from delays and slow downs and from
the fact that a significant portion of the students may
not be able to accomplish the assigned work. As tasks
move toward memory or routine algorithms, these problems

. .are reduced substantially. The central point 1s that the

type of tasks which cognitive psychology suggests will
have the greatest long term consequences for impro&ing
the quality of academic work are precisely those which

. are the most dirfficult to install in classrooms.

4. Because tasks are administered to groups and performance

on these tasks 1s often evaluated publically, teachers
are often under pressure to adjust standards and pace to
the level at which most students can accomplish tasks
(see Arlin & Westbury, 1976). This again may limit the
ut1lity of comprehension tasks which typically require
considerable skill to accomplish. Moreover, prompts

which are given to lower ability students are also
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available to other students who may not need such help.
As a result, some students end up working on tasks which
are considerably below their abilities. Finally, 1t
would seem di1fficult to malntain individual
accountability 1n a gEOUp setting. It is always possible
that a student can copy answers from peers or slip

' through the accountability system 1n other ways.
|

1
|

5. The emphasis on management of group contingencies and on

answering often appear to focus the attention of teachers.
i

and students on getting work done rather than the quahty\
of work. In their é;alysis of case studies in science
education, Stake and Easley (1978), for example, observed
that content goals seemed to have little salience for
erther students or teachers. Students, on the oae hand,
seemed primarily interested 1n grades as 1ntrinsically

valuable: '"They, did not think of themselves as mastering

a certain body of knowledge, but more as mastering (and

of course not mastering) those things being required by
the teacher or the test. The knowledge domain was not a
reality--1t was a great arbitrary abstraction" (p.
15:29). A similar emphasis on getting work done with
liccle understanding of what the content means has been
found among elementary school students (L. Anderson,
1981; Blumemfeld, Pintrich, Meece, & Wessels, 1982).
Te;chers, on the other hand, seemed primarily committed
to socialization, to the fostering of proper deportment,

work attitudes, and cooperation. In addition, several
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1nvestigators have recently noted that teachers spend
very 11£t1e time 1n classes explicitly telling studengs
how to accomplish academic wo;k. Rather, they assign
exercises and then monitor students asbthey work (se;
Brophy, 1982; Duffy & Mclntyre, 1982).

6. Finally, the clas;room makes academic work especially
complex for novices, young childrer, and low ability
students, that 1s, those who are likely to find academic
tasks di1fficult to accomplish anyway. Classroom studies
also indicate that low ability and immature students are
often grouped together for 1nscruct;on particularly in
reaé1ng 1n the early elementary grades. Such groups are
typically d1ff1cu1; for teachers to manage, and the
quality of teaching in such groups 1s frequently low (see

a review by Cazden, 1981). Any effort to improve the

quality of academic work in schoold must necessarily
address the problem of teaching effectiveness for these
students.

Implications for Instructional Policy

Descriptions of classroom realities often evoke the proposal
that the classroom system needs to be replaced or fundamentally
altered. Such proposals would not, however, seem to have much
merit. Replacing classroom 1s not likely to happen since there
will always be fewer adults than students in schools. Once

3
students are grouped and assigned to teachers for specific periods

of time, classrooms are brought 1into existence regardless of the
>

format for activities or the size and shape of rooms. Whatever .

alternatives are proposed for classrooms, the need to manage

Y
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groups of students through time and space and the ambiguity_ and
14
r1sk associated with academic tasks remain. And classroom

complexities are not simply an effect of students. Although the
ab1lity composition of classes 1influences processes and
achievement (see Beckerman & Good, 1981), social effects also
operate 1n classes populated exclusively by high ability students
{Robert Davis, personal communic§t1on). The centéal problem;

- then, 1s to find ways to make classrooms more productive 1in face
of the realities that exist in such envircnments. In this
concluding section some of the possible ways to achieve this goal

.

are reviewed.

Instructional materials. Classroom studies indicate thét teachers

often rely on 1nstructional materials to carry the academic task
system: students spend a good deal of their time working on
exercises and reading passages from textbooks and workbooks.

p
Thus, academic work 1s defined 1n large measure by commercially

prepared materials. Researcg also suggests that these materials
<
are often poorly designed and written. As & result, students are
sometimes prevented frof learning the content because of
difficulties inherent in the text rather than in the‘academic
discipline or gﬁe basic skill being mastered. It is reason;ble to
propose, therefore, that~carefu1 8tten£iqp be given to academic
tasks 1n the preparation of instrhctiongl materials and that more
research be conducted to find ways to design such materials and
test their efficacy. Many of the insights about cognitive
processes reviewed earlier 1n this paper are applicable to this

design problem. “And classroom studies suggest that special

attention needs to be given to the design of materials for

ERIC . - 6
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higher-level comprehension tasks which are often difficult for
teaébers and!students to accomplish 1n classrooms. It is also
necessary to add that such designs need to be done with classroom
real1t1es'1n mind. If not, 1t is unlikely that qﬂe products will

be used 1n the academic. program &f schools.

Training 1n managing tasks. As more 1s known about academic

tasks and how they are carried out in_classrooms, possibilities"
for training teachers to manage academic work more efficiently and
effectively will 1ncrease. On the basis of -present knowledge,

there are at least two areas which warrant special atteation 1n

teacher preparation. First, accountability appears to be a

central component 1n tge academic task system. If answers are not
required or any answer 18 acceptable in a particular- area, then
students are not likely to take the work seriously, especially in
the upper elementary and the secondary grades. It‘would seem
essenti1al, then, that teachers learn the importaace of ’
accountability and explore a variety of ways 1n which
accoqptability can be handled creatively in classrooms. Second,
teachers need think about academic work 1n cognifive‘terms and
become aware of the various paths students invent to get around
task demands in accomplishing academic work, such as delaying,
e11c1t1ng‘over1y exp11cié prompts, etc. With bﬁis awareness,
teachers can begin to devise ways to sustain task demands and thus
have students use the cognitive processes which are intended for
task accomplishment.

It 1s important to reiterate that the tasks which cognitive
science }ndicates are likely to have long-term consequences, such

as those involving higher-level executive routines, are probably




the.most difficult to manage in class:;oms. Tasks which leave ’
room for student judgme&t are often hard to evaluate and have a . ‘
grater probapiiity of evoking attempts by students to circumvent
task demands. Special attention needs to be given to ?anaging
such tasks if the quality of academic work is to be improved.
In addition to managing academic tasks, teachers also face
the larger problem of establishing and maintaining coopergtion in
activities. Unless skills in this area are well developed, a
teacher will have little time to thgnk about academic tasks or
little freedom to arrange classroom events to sustain a variety of

task types. Indeed, without highly developed management skills, a

teacher is likely to rely on memory and routine tasks which

typically elicit cooperation from more students ‘and especially
those who_are inclined to disrupé activities. Major progress has
been made in recent yeafs in understanding how classroom
manageﬁent is accomplished (Doyle, 1980a) and to‘test procedure;
for helping teachers learn these processes (Emmer, et al., 198l;
Emmer, et al., 1982). Additional research is needed, however, to

extend this work toward the management of academic work.

Direct and indirect instruction. Research on effgctive

teaching has genérally indicated that, at least in basic skill
areas in elementary and junior high schools, high levels of
student engag;ment are associated with high achievement and that
direct instruction in which the teacher actively manages academic

work is likely to sustain engagement (Rosenshine, 1979).. From the

perspective of classroom management, direct instruction is likely

to be efficient. If academic activities are carefully and clearly

organized and the teacher has a central role in the classroomn,
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then he or she will usually be 1n a p;;1C1on to monitor classrom
events and 1ntervene early to stop disruptions. In addition,
engagement 1s generally hagh 1n teacher-led instruction so that
the task of management will be relatively eas&. Ind1irect
1nstruction, on the other hand, 1t typically more difficult to
manage because of res1sténce from students and because of the.pace
and rhythm of events is 1nherently slower.

As indicated earlier, however., the quality of the time
students spend engaéed 1n -academic work depends upon the tasks
they are expected to accomplish and the extent to which students
understand what they are doing. It 1s essenti1al, therefore, that
direct 1nstruction include explicit attention to meaning and not
simply focus on engagement as an end in itself (see Good, 1982).
Moreover, some curricular areas, especially in the upper grades,

may not lend themselves to direct instruction. It is 1n these

areas that special attention needs to be given to task

-

<

management. g ‘

In connection with the concept of direct instruction, Duffy
and McIntyre (1982) have nOCed.che'tendency to equate teaching
w1ch‘prov1d1ng opportunities for practice. Thus working 1s seldom
accompanied by explicit 1nstruction in how to do acadewic tasks.

¢ .
The present analysis indicates that this lack of explicit teaching
1n classrooms)needs to be examined from the perspective of the
complex demands of the classroom environment. Explicit teaching
for sustained periods of time may well be a di1fficult activity to
manage 1n classrooms due to a lack  of student attention or

problems 1n monitoring a class while explaiping. Because explicit

1nstruction often affects the quality of academic work, this area

6
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warrants further investigation.

Finally, special attention needs to be given to the quality
of academic work for low ability and immature students. These
students are likely to find academic work difficult and their
problems increase as su¢h work is eybedded in a complex classroom
environment. Practices which lead to grouping these students
together for instructioﬁ often increase the complexity of the task
environment for‘the students and create formidable management
problems for teachers leading to a lowering of the quality of
teaching. Such grdﬁping practices need to be examined carefully
and alternatives for working with low ability students in
classsrooms need to be eiplored.

Conclusion. Classroom studies have underscored the extent to
which the actual curriculum is realized by teachers and students
at the classroom level. At the same time, classrooms are complex
settings which are not eésily rearranged. And there are pressures
on teachers and students to sustain exisFing forms of academic
work which tend to rely on me&ory and routine tasks. Any changes
in the classroom system will continue to face these inherent
pressures. Major improvements in academic work clearly depend
upon further inquiry into the event structures of classrooms and

how work is accomplished in these environments.
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