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Abstract
There are two gehera1 methods of cross-validation: (a) empirical
estimatiqn,hand (b) formula estimation. "In chobSiUg a specific
cross-validation procedure, one should consider both costs (eg.
inefficient use of available data in estimating regression parameters)
" and benefits (eg. accuracy in estimating population crésera1idity).
Empirical cross-validation methods involve significant costs, since they
are typically Taborious and wasteful of data, but under conditions
representad in Monte Carlo studies, they are genéra]]y{not more accurate
than formula estimates. Considekationhof costs and'benefifg suggests
that empirical estimation/methods are typically not worth the cost,
except in a Timited number of cases in which Monte Carlo sampling
assumptions are not met in the derivation sample. Designs which use
multiple samples to estimate the cross-validity of a single regression
equation are clearly preferable to single-sample designs; the latter are
never expected to be more accurate than formula estimates and thus .are
never worth the cost.. Multi-equation designs are more accurate than
single equation designs, but they appear to estimate the wrong parameter,

and thus are difficult to interpret.




Costs and Benefits in Cross-Validation
2./
rCost-Benefit Considerations in
Choosing among Cross-Validation Methods
The sample multiple correlation coefficient, R, is an upwardly biased
estimator of the corresponding population parameterfb‘and of the
population cross-va]idation;fz (Darlington, 1968; Herzberg, 1%69).] A
number of cross-validation strategies have been propgsed to'c0Unfer this-
bias, but there appear to be no clear guidelines for choosing one
strategy over another. Cross-validation methods differ in terms of their
ease of application and in terms of the amount of data which'they consume
(costs). They may also giffer in terms of their accuracy (benefits).
~ The choice of a strategy which is Taborious 6r_which is ‘wasteful of data
implies some benefit which offsets these costs; the choice of a
cumbermsome cross-validation strategy is unwarranted unless the method
chosen is more accurate than simpler alternatives. The purpose of this
paper is to outline the costs and benefits associated with different
cross-validation str&tegies{ in particular, this paper discusses the wayiﬂ
in which the design of a cross-validation study affects the costs and
benefits of different types of cross-vaHdation.2
» ~ There are two general strategies for crosé-va]idating a sample
regression equationﬁ (a) formula estimation, and (b) empirical
estimation. Formula estimation involves adjusting the sample R by a
function of R, N (the number of cases), and p (the number of variab]es),
and using the adjusted R to estimate fD or é?, depending on the specific
formula employed. Empirical methods of cross:yalidation iﬁvo]ve three
steps. ~First, one must collect two or more independent samples from the

same population. Next, regression weights must be obtained in one sample

o '(the.derivation sample) and applied in another sample (the validation
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sample). The correlation between this weighted Tinear combination of
predictiors and the criterion is then used to estimate f? (Mosier,
1951). Formula est1mat1on appears to possess a number of advantages over
empirical estimates. F1rst, empirical methods do not a]]ow researchers . | ¢
to use all available data in estimating regression we1ghts; a sizable
portion of the available data must‘be held out for use in a va1idatfon
sample (Horst, 1966' Schmitt Coyle & Rauschenberger, 1977). S1nce the
stability of regress1on We1ghts is h1gh1y dependent on the ratio of cases

to predictors, the: requ1rement that only some of the available data be
o

/‘

used to estimate regres51on parameters is a serious Tiability, one which
is not incurred when formula estimates are used. Second, - formula
estimates are very easily Computed, whereas the computation of empirical
estimates is somewhat laborious.> Third, and most important, formula
estimates appear to be highly accurate (Cattin, 1980; Rozeboom, 1978).
In fact, Monte Carlo comparisons between formula estimates and empirical
estimates show that empirical estimates are generally not more accurate,
and may in some cases be less accurate than formula estimates (Claudy,
1978; Schmitt, Cey]e & Rauschenberger, 1977). ‘

Monte Carlo studies differ froﬁ field studies in that the former
typically involve tru]y.random sampling from populations in which
distributions assume~reasonab1y simple and regular (eg. normal) forms,
and in which population parameters are known. When field studies feature
sampTing procedures and distributions similar to those which occur in
Monte.Carlo studies, empirical estimates are Hecided]y inferior to
forrula estimates; the Tabor and waste of data inherent in empirical
methods leads to no clear-cut gain invaccuracy. 'The choice to conduct an

O empirical cross-validation strategy is therefore justified only when

\ A 4 s ' 5 - o | L . “a
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important assumptibns of the Monté Carlo model are not met. Given the
robust nature of’multiple regression, departures from.normality/;r
Tinearity assumptions are not likely to seriously affect the conclusions
of Monte Carlo studies (Schmitt, Coyle & Rauschenberger, 1977). Serious
violations of sémp]ing assumptions may, howéver, have different effects
on the accuracy of formula estimates and the accuracy of empirical
estimates of cross-validity. The choice to employ an empirical
estimation strategy rather than relying upon formula estimates may
therefore be justified when the sampling assumptions of Monte Carlo
studies are seriously violated.

Formula estimation procedures are completely insensitive to
violations of random sampling assumptions; for any given N, p, and R, the
estimate of ﬁi is the same regardless of the nature of the sample from
which the regression equation was obtained. It follows that formula

estimates may be seriously in error when the derivation sample is not

| rebresentative of the population. The accuracy of empirical methods, on

the other hand, depends entirely on the representativeness of the

validation sample, since the validation sample R is used to estimate Kz_.

Thus, empirical methods may be used to accurately estimate the population

cross-validity of a regression equation which is obtained from a biased
(non-representative) derivation sample. In this situation, empirical
estimates may be more accurate than formula estimates, and may therefore
be worth the cost. The possible advantage of empirical estimation
methods depends in pért on the design of the cross-validation study.

The Design of the Empirical Estimation Study

A variety of empirical estimation methods have been described in

Mosier (1951), Norman (1965), Gol]ob;(Notg 2), and Darlington (1968).

These can be classified as either single-sémple or multiple-sample




Costs and Benefiﬁg in Cross-Validation

designs .and can be further classified as either single-equation or
multiple-equation designs. Each cross-validation design has its own
strengths and weaknesses; some designs are more accurate across a Qariety
of conditions, while other designs allow researchers to partially offset
the costs inherent in empirical approaches.

Single-Sample Designs. The most common empirical cross-validation

design is one in which the researcher collects a‘single sample and
randomly partitions that.sample into derivation and validation

subsamples. A review of studies pub]isheq in Personnel Psychology and

Journal of Applied Psychology betweenv1976 and 1981 showed that 29

: . : s /
studies employed empirical cross-validation; of these, 24 employed

single-sample designs. The singlé-sample design has previously been
Criticized as inefficient (Murphy, In Press); the present analysis
suggests that'there is never any justification for choosing this method
of cross-Qa]idation over formula estimates.

Thé\bonceptual problem with a single-sample design is implied by the
name. Although investigators emp]oying this design speak of derivation
samples and validation samples, individuals are in fact sampled from a
broader poﬁU]ation only once. When a sample is randomly partitioned into

two subsamples, A and B, any resu1t'obtained‘in subsample A is Tikely to

Ccross-validate well in subsample B; the simi]érity of subsamples A and B

is a necessary consequence of random partitioning, and has nbthing
whatsoever to do with the generalizability of sémp]e regression
parameters. As N increases, the statistical similarity of subsamples A
and B must also increase to the point that the BA = BB = BCV .

where BCV represents a single-sample cross-validated R. This is true

regardless of the nature of the original sample. Both sing]efsample

P




cross-validation estimates and formula estimates therefore invariabl

" suggest that, when N is 1ar§e},the sample R is a very accurate estimator.

of = (Murphy, In Press). When the original sample is not representative

/ . . : ,
of the population of interest, R is not an accuratecross-validity
— « .

estimate, regardless of the sample size.

Empirical methods of cross-validation are 1ikely to be more accurate

than formula estimates only if the sampﬁing assumptions of shrinkage:

formulas are clearly not met; in this case, empirical methods may allow

you to adjust for the effects of both random and systematic sampling

]
error.r Single-sample cross-validation methods are an exception, since
single-sample methods allow one to adjust for random sampling error

only. There do not appear to be any plausible 9ﬁrcumstances under which
single-sample methods wdﬁ]d be expected to yield cross-validity estimates
which are systematically niore accurate than formula estimates. It i%
likely, then, that sing]e-sémp]e estimates never yield benefits which
justify their relative costs.

Multi-Sample Designs. Mosier (1951),c1éar1y called for multiple,

independent samples in estimating cross-validity. Monte Carlo studies
have shown that multi-sample designs aré‘highly accurate when the
validation sgmple is representative of the population of iﬁterest
(C]audy, 1973). Mu]ti:igggle crqss?validity estimates mayrbe
significantly more accurate than formula estimates in the somewhat

" unusual case in’which the validation sample is representative of the
population of interest but the derivation samplé is not. Even in this
restricted case, however, empirical estimatidh procedures would be

/

sensible only if the derivation sample wa /fair1y 1afge and the

validation sample was fairly small. If/a large, represeﬁtative sample

/8
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apply multiple regression in that sample, and use a formula to estimate ﬁi
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were available for validation purposes, it would surely be simpler to

Overall, empirical estimation methods appear to be of very Timited
utilify.f Single-sample methods are never significantly more accurate
than formula estimates. Multi-sample methods appear to be justified only
when thevalidation sample is representative of the population of
interest, the derivation sample is not, and the validation sample is ”

considerably smaller than the derivation sample. This reé;esents the

x

only plausible case where the gain in accuracy .could possibly offset the
" f

costs in terms of the labor involved and in terms of inefficient use of

data in estimating regression parameters.

Single vs. Multiple Equations. The researcher who collecits éwo

independent samples has two options for empirical cross-validation.

{

..First, he or she can compute a single regression equation in one sample

and validate that equation in another. Sécohd, the researcher can
compute a number of regression equations, and can u§é a pooled
cross-validity to estimate ﬁz . For example, Mosier (1951) advocated
double cross-validation, in which a regression equation is computed in
éach'of two independent samb]es and is validated in the cross sample. -
Norian, (1965) described a more elaborate doub]e-sp]it technique which
combines features of single-sample and mu]ti-samé]e cross-va]idgtion.
Gollob {Note 1) described é jacknife-1ike method which involved computing
N separate regression equations.

Claudy (1978) has shown that pooled cross-validation estimates are
more accurate than single-equation estimates. Accuracy, however, is

pufchased at the price of conceptual clarity. Cross-validation is

generally defined as a method for estimating the population correlation

J
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. . g
between a;§et of predfctors, which aré combiﬁéd using a spegific sample
regression equation, and the criterion. When a number o% different )
regression equations are used in a cross-validation study to estimate/z,,
it is no Tonger clear pneche]y what is being cross-validated.

Consider,for example, the situation depicted in Figure 1.

4

1

insert figure 1 about here

Figure 1 depicts a double cross-validation study in which the final

estimate of cross-validity is .57. The regression equations in samples 1

‘and 2 are different, and have different validities in the population.

The double cross-validity of .57 is not a valid estimate of the
population cross-validity of the sample 1 equation, nor is it a valid
estimate of the popﬁjation cross-validity of the sample 2 equation. It
may provide an estim;te of the average E; when the equations are used
interchangeably, but thi; paramenter is not likely to be of interest,
sinée sample equations are not likely to be used in this way. In
general, it appears that mu]ti-equat%on cross;validity studies provide
accurate estimates, but thaf they estimate the wrong parameter.
Summggx‘ ‘

The choice between empirical estimation methods and formula estimates

invariably involves a trade-off,befween the accuracy of the ,
i ' \

i

cross-va]idity estimate and the imp]icity and efficiency of the
estimation procedure. Empirical methods of cross-validation are

justified only if they are more aécurate than formula estimates and if

10
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the gain in accuracy offsets the‘éosfé inherent in empjrical methods.

Recent Monte Ca;]o studies éuggest that empirical estimates are generally

less accuate than formula estimates (Claudy, 1978; Schmitt, Coylé &

Rauschenberger, 1977). Thus, in a wide variety of situation, empiricai

‘estimates are clearly inferior to formula estimates.

EmpiricBY cross-validity estimates may be more accurate than formula

estimates ir

\

the Timited setfof cases where the validation sample is

' representatfve of the population of interest, the derivation sample is

not represenf@tivg, and the validation sample is considerably smaller
than the derivation sample. The utility of empirical estimation methods
is further restricted by the design of!the cross-validation study. ,

{

Single-sample designs cannot offer benéfits which offset their costs.

\Mu]ti-equatioh designs are more accuraﬁe than single-equation designs,

5ut they estimate a parameter which is of limited interest. Altogether,
it appears that empirical cross-validation techniques are rarely worth

the time and effort.
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1. When sample regrefsi@n weights are applied to a set of predictors, /?
refers to the population correlation between this linear combination of
prediétdrs (?) and the criterion (Y). %1; refers to the expected value
of the correlation between Y and Y in a number of random samples from

that population.

1
. !

2. It is assumed throughout that there is no pre-selection of
predictors. Statistical pre%;e!ection of predictors greatly increases

the necessity of empirical cross-validation (Cureton, 1950; McNemar,

l

3. To date, none of the most widely used regression programs include

simple options for g%pirical cross-validation.

i
/
f
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Figure Caption

~

Figure 1. A Double Cross-Validation Study




Sample 2

.22X1 + ,23X2 + .51X3

¢

Sample 1
. Y =

.03X1 + ,27X2 + .35X3

*,
.54

Y =

.57

Estimated Cross-Validity =

Population Validity of Samp1e 1 Regressfon Equgtion
Cross-Validity When Weights From Sample 2 Are Applied in Sample 1
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