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Studies on the criterion validity of student
evaluation-of-instruction instruments are analyzed, and
recommzndations are offered for future research into student
evaluution of instruction. The main probleém, and probably the reason
for the lack of validity studies, is that it is difficult to agree on
what the criteria of effective teaching should be. One method of
dealing with the problems of research in student \ .
evaluation-of-instruction instruments is to select a measurable

. definition of teaching effectiveness. Since the ultimate criterion of
teaching effectiveness is student learning, there is general . .

* agreement that an appropriate and defensible criterion is the amount
that students learn as measured by achievement examinations.
Attention iscdirectad to: studies ir Jorporating achievement .-scores
and random assignment; studies incorporating achievement scores
adjusted for ability; studies incorporating achievement scores not
adjusted for ability; and a meta~analysis of student ratings ana

- student "achievement. Studies using criterion measures in conjunction
with achievement and studies using criterion measures athei than
A achievement are also reviewed. Tables are presented to summarize the .
-~ studies that examined the relationship of student ratings of
instruction and criterion measures. ’I%hough parallel data were not
repqerted in all the studies(~the\§§ble shows the largest significant
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. correlation reported in each stu These largest correlations are
squared to jndicate the pro ort;o of variance shared by the
criterion and the student ratings. The majority of the investigations
réported significant positive correlations between student ratings of
instruction and critericn measures of effective teaching; however, ;
the correlation between the ratings and criteria were usually modest.
A bibliography is appended. (SW)
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A great number of factors are pushing colleges and universities to examine
the ways they evaluate their faculty. Enrollment changes and an immobile
professoriate mean that institutions must tlg}ltm up their tenure and,
promotion pohcxes Limited financial resources constrain their ability to
award merit raises and other perquisites. Changmg patterns of student
enrollment force them to consider terminating selected programs or fac-
aulty members. And the increase in litigation of personnel issues demands )

that.they have definite policies and procedures for making such decisions.
Finally, many institutions view evaluation of teaching as a way of helping
their faculty develop skills, rather than only as a rating mechamsm

One of the primary methods colleges have used to evaluate faeulfy has
been the questionnaire in which students rate the instruction they have
received 1. their classes. In recent years, a large number of studies have
looked at the criterion validity of student evaluation-of-instruction in- T
struments. In this Research Report, Sidney E. Benton, professor of edu-
cation at North Georgia College, analyzes these studies and presents a
number of theik problems and:Weaknesses, as well as their strengths. In
doing so, h(; also makes fecommendations for future research into student
evaluation of instruction and how it can more properly serve the purposes .
it is designed to accomplish.

Jonathén D. Fife * .

Director . o

@€ Clearinghouse on Higher Education )

The George Washington University . . ‘
. _ . ) .
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Let such teach others who the mselves excel
And censure freely who have written well A

Alexander Pope
N An Essuy on Criticism [ .
A number of procedures are used to measure instruction in higher edu-
cation. These include evaluation by colleagues, appraisals by the dean or
department head, evaluations by.means of audio or video tapes, appraisals
of the instructor’s course material by a faculty commtittee, and student
evaluations of instructors.

Of these procedures the use of student evaluations has gained the most
support. Writers have pointed cut that these evaluations are made by
those who have actually experienced the teaching. Studept evaluation-c*
instruction instruments are widely used and written about.

These student ratings have begn used primarily to improve instruction
and to make decnsnons about faculty tenure, promotion, and merit pay.
The basic assumptnon behind this use is that such ratings provide evidence
of quality teaching.

Many faculty members, however, criticize the use of studerit rating
forms, especially in matters of tenure, promotion, and pay. Faculty resis
tance to the use of these forms stems from the fact that many rating forms
have been prepared by groups or individuals who merely sat down and
developed items that in their judgment had face validity with respect to’
mea§urir’xg effective teaching behaviors. Repeatedly college instructors
point out that insufficient attention has been given to criterion validity
checks. Criterion validity is perhaps best defined as “the extent to which
test performance is related tosome other valued measure of performance”
(Gronlund 1981, p. 72). Ih this case, “test performance” is the students’
ratings of their instructor on a student evaluation-of-instruction instru-
ment. The “valued meéasure of performance” is some other measure of the
- instructors’ teaching effectiveness. These other measures, typically have

been students’ scores on » course examina.ion, sfudent gain scores, stu-

dents’ scores on national examinations, students’ interest in advanced

courses, ratings of video tape clips, and ratings by trained observers. If

the effectiveness of an instructor is to be evaluated in any part by student

evaluation-of-instruction instruments, it should be important to examine

this relationship between the results of the ratings on such instruments

and good teaching performance as mdlcated by other measures deemed

w10 be valid.

AN Since the ultimate criterion,of teaching effectiveness is student learn-

ing, there is general agreement that an appropriate and defensible crite- ‘
.rion is the amount that studedts learn as measured by achievement
examinations. The majority of criteriun-validity studies reviewed'involved
the use of such examinations for establishing criterion validity. One of the
problems in such studies involves finding courses that have a large number
of sections with a common examination. Such requirements are necessary
to aveid statistical and research design problems. Statisticians generally

A}
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agree that relationships based on a small nbmbcr of course scctions are
N ® apt to be unstable. . -
When courses with a large number of sections are locatcd it is pot *
;s easy for the rescarcher to ensure that the students in all,the scctionshave |
the sanme aptitude at the beginning of the courses. If the sections do not
: consist of students witk this equal aptitude at the beginning of the course, |
the researcher must assume that any differences extant at the end of the |
course might have resulted from the initial differences rather than from |
the differential effects of the teaching. Random assignment to sections |
.provides the best assurance that groups are cqual at the onset of a study. |
. However, in‘many situations the researcher cannet iaake such arbiffary |
assignments. When sandemization is not possible, 1nany researchers have |
statistically adjusted for ability. Some have ignored that such differences |
may exist. Other researchers have had stuclents select sections without
knowﬁlcdgc of who the instructor will be, thus reducing a possible system.’
atic bias in the selectidn process and giving some assurance that the groups
are equal at the beginning of the studys NN
Other investigations have involved mcasures other than course ex-.
aminatiofs in establishing criterion validity. These studies are reviewed
) and discussed itr a second section of this monograph. . |
It should be noted that a number of very weak studies are discussed
in this monograph with the weaknesses delineated. There are two reasons
for including these weak studies. In the firgt place, they shed some light
on the subject at hand, even though the data base isweak. To ignore these
studies would be to climinate some important information. It has been
pointed out: -

v

.

d )
A conmmon inethod of in.tc rating several studies with inconsistent findings
is to cmp on the design or analysis def iciencies of all but a few studies
. and then advance the one or two “acceptable” studies as The truth of

, the matter. This approach takes design and analysxs too seriously. . .. To

integrate research results by eliminating the “poorly done” smdles is to

: discard a vast amount of important data. (Glass 1976, p’ 4)

- . »
Sccondly, these weak studies are often cited in beooks and articles on
- studen: -yaluation of instruction without drawing attention to their weak
, nesses. Frequently in reviews of the literature of individual articles the

B statistjcal results of related pieces of research are summarized'in a sen-

- tence or two, but the limitations of the research are not mentioned. Thus,
+hese “findings” become incorparated into the mainstream of education
‘thought and practice wjthoyt their lcgmmacy being questioned. Specif-

. ically, some weak studies are being used inappropriately by colleges and
universitigs 1o justify or reject the use of specific instruments or studenl ) |
cvaluation.of-instruction instruments in gcncml .T

A review of the literature suggests four major observations. The first |
of these observations on criterion validity studies is that the majority of |
the investigations reported significant, but modest, positive correlations

!
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betweer’ student ratings an‘((critcrion measures held to be indications of
effuctive teaching. The synthesis of the findings of the studies indicates

. that student evaluations are tapping into an important dimansion of teach-

;Jg. Thercfore, there is a legizimate basis in using them to evaluate the
performance of college teachers. .

A second major observation is that, overall, the findings are highly
irncor sistent, with a range of s.gr.ificant correlations repdpted between
~.75 ‘and .96. However, since the currelations are aot Highly positive, it
must be recognized that there is a great deal fnore to instruction than is.
accurately reflected in student evaluations. Such evaluations should be

an important part of an overall assessment of an instructor’s ‘teaching *

performance, but 1t would appear *hat ap administrator or commitiee
that makes decisions about a professat’s teaching based on studeng-uval
uations alone is on shaky ground,indeed. -

There are at lc:\s( cight poz'z/b‘
reported in, the various stud/i,e . These iiclude. smail sample sizes. a di-
versiy, of the types of courses usipg the cvaluation forms, the number of
typey of ev aluation forms /uied, tl?c failure to distinguish who was being
evaluated (teaching assistants or full-time professors), a lach of standard
1zeud procedures for'the administration of forms, the use of criterion mea
sutes with unknown psychumetric properties. a lack of s lequate control
for imtial ability of students in various cuurse .cctions, and.differences in
the times during the course thé evaluation forms were admimisiered. It
scems reasonable to expect that in practice student evaluations would
parallel the researth. Those who use student evaluations must realize that
such evaluations will vary a great deal, according 1o whether the class is
large or small, whether the course is of one type or another (basic or
advanced, theoretical or practical, elective pr required, ete.), whether the
types of evaluation forms fit the types of instructional procedures used,
and whether the instructor is a teaching assistant or fuil time professor
Veriations can also bc\n‘.\pc::tcd when the procedares for the administra
tron of the instrument are not ctandardized, when :he psyct.ometric qual
1ties of the instrument itself are lacking, when the stadents are of differing
abilities and attitudes, and when the instrument is wdministared at dif-
ferent points during the course. .

A third major observation is that there is an identifiable trevd in the
frequency with which certain student rating variables emerge as signili-
cant predictors of effective teaching. Although an overall evaluation-of
instruction item or an overall score is ofter. listed as, an indicator o{ ef-
fective teaching, neither is generally useful to instructors as an aid ‘or
improving their tvaching. The two spegific categories or factors that emerge
most often in studies as significan} predictors of effective teaching relate
to the skill of the instructor ard oyganization and planning. Instiuctors
and evaluation cummittees should, therefore, pay particular attention to
their ratings on items that reflect lq::e two factors. |

The fourth major observation frém the review of the literature is that
a definite need still exists for more studies of student evaluation-of in-
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struction instrumenfs. W 't.hc incregsing demand for objective data in
the evaluatiorf of professors, there is every reason to expect that these
instruments will continue to be used. ¥ so, it is in the best interests of
higher education in this country that we learn more about.these instru-

ments so that they can bg used more fairly and justly. B
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The Uses of Student Evaluation Instruments

. . —
. +A number of procedures are used to evaluate college instruction. These

include ratings by collcagucs, appraisals by deans or department héads,

cvaluations by means of audio or video tapes, appraisals of the course

material by faculty committces, and evaluations by students. The central

purpose of this motiograph_is to examine studics that g Qstudcnt

cvaluations and to make suggestions for the Wluations as

wel! as suggestions for future studies of s:}d nt.cvaluations. First, how-

ever, the other procedures used to evaluage collefe instruction mentioned

above will be discussed briefly. / D '

*  The evaluation of an instructor’s performande by colleagues and ad-

ministrators has been criticized. Ifjuch evaluations: /
e

ed the individual in the classroom. There-
fore they base their ratings O‘P sis teaching o.1 his performance in rather’
different situations andlor gh statements made by some of his studerits,
These .gludmls may or mayfior be a representative sarple of the teacher's
S classes. Futther, the sample may or may not be comparable from one
teacher or another. (Voek&/ 962,p.212) -

- /

P .
those raters seldom have obse

There is a danger that {p these evaluations the rater will “screen the .
te=cher’s performance tuo r‘guch through his uwn selective perceptions of
what constitutes good teaching” (Miller 1974, p. 31). This caution is ap-
plicable to classrvom visiiations by superiors and colleagues and to the
use of audio and video tapes. '
¢ Evaluation of the instructor’s co_ui'se material also has its failings. It
1s casy for an instructor tu get together an impressive syllabus,.an array ‘.
of objectives, and.a list of readings for an appraised committee, This set
of materials may bear little relationship to what goes on in the actual
teaching situation. Although many, who produce such materials are also
good teachers, there is nu guarantee that these matgrials accurately rep:
‘resent a good teacher. ) ‘ .
- In recentyears the use of student evaluations of instructors has gained
much support. “Of stveral procedures, the student instructionai rating
approach 1s apparently being marketed most vigorgusly” (Frey 1973a, p
3). "With 1ncreased demand fgr more careful assessment of teaching, ad-
ministrators are incorporating student ratings of instructional effective
, ness into their personnel decisions” (Sheehan 1975, p. 687). Another pdsition
1s that “student ratings cunstitute one of the most credible indicamrs of
prolessorial performanee available” (Scott 1975, p.445). )
. It also has_been pointed out that studdht cvaluations of instructor .
effectiveness are made by those who havg actually ¢xperienced the teach
tng. ' Students are the only persons who Sce the teacher day after day in
"4 ‘the classroom. They are not experts on how to teach, but they can furnish
’ valuable evidence corcerning the way their teachers teach” (Hayes 1963
p.168). Both the importance and the usefulness of the opinions of stu-
dents cuncerning their instructors have begn emphasized by a number of
sources. : .

N -
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What seems to ve most lacking in current practices is carefully accu-
‘o mulated information about a teacher's actual performance. Student opin-
ion is of particular importance here because it represents an zmportant
addition to the data customarily used to judge factilty competence. It is
the one source of direct and extensive observations of the way teachers

carry out their daily and long-range tasks. (Eble 1971, p. 14), .

A d
— Student cvaluations of instructors have three major uses: to help in-
o stitutions make decisions about faculty tenure and promotion, to help
. students select courses or instructors, and to provide information that
. instructors can usc in-changing the.¢ courses or teaching methods (Centra
1980; Blount, Gupta, and Stallings 1976). The need for evaluation of teach-
ing dcfinitely exists if for no other reason than to nmprove teaching per-
formance. ,

It has been suggested that many faculty members do use the ratings

for purposes of course improvement and self-improvement (Rom{ne 1973).
,‘Many faculty regard student evaluation of their courses as an indication

of their teaching success, and may actually allow the results to shape their

subsequent pedagogical behavior” (Bausell and Magoon 1972, p. 1013).

Many faculty members criticize the use of student rating forms. Ho\w-
ever, after conducting one of the most comprehensive reviews of the em-
pirical studies pertinent to these criticisms, Costin, Greenough, and Menges
(1971) concluded that these ratings can provide reliable and valid infor-
mation on the quality of courses and instruction. However, they point out -
that “faculty resistance to the use of student rating forms may stem par-
tially from the fact that many rating forms have been prepared by groups
or individuals not qualified to construct such instruments” (p. 511). This
claim seems founded, According to Miller, "Too many procedures for eval
uation consider only the first step, the development of evaluatwc criteria”
(1974,'p. 15). :

In the past, many of these forms wprc constructed by people who merely
sal down and developed items that in their judgment had face validity
with respect to measuring effective teaching behaviors. In many instances,
insufficient=attention was given to the raticnale ‘for devising items, to
revision of the items, and.to reliability and criterion validity checks. Many
student rating forms are consndcmbfy lacking in attention to predeter-
mined criteria as a basis of their construction (Costin, Grccnough and
. Menges'1971; Miller 1974)

Today is the v'Age of Litigation” for institutions of higher education.
- ....Thosc.who.make decisions about faculty salaries, tenure, and promotions
» - have to be able to produce evidence to support their decisions. In the
search for data that can be so employed, they have frequently mandated
the use of student evaluation-of-instruction instruments. Those who use,
or require the use of, such instruments often know little about the devel-
opment or the psychometric properties of the instruments they choose.
Since such critical decisions are affected by the use of these instruments,
it is important to learn as much about them as pgssnblc.

"
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Selection of a Student Evaluation-of-Instruetion Instrument

There are a great number of reports in the literature on instruments for
student evaluation of instruction,and their use. Pettman’s (1972) anitotated
bibliography on student evaluation articles published betwen 1965 and
1970 listed 107 articles. Biddle's (1980) annotated bibliography, incor-
porating the ERIC files dating between 1976 and 1978, listed approxi-
mately-280 items. , .

An extensive search of the literature to identify the best and most
widely usable student evaluation-of-instrucfion instruments was made by
Benton (1974). His search was guided by three predetermined criteria:
(1) the instrumcnts,had to be applicable to the various academic areas,
not specific to one Jarea (such as psychology), (2) the instruments had to
be designed to evaluate coilege and university teaching, and (3) the in-
struments had to have been designed to provide information that could
be used to improve instruction, Only 39 instruments, of the hundreds
reported, were located that met even these very basic criteria. Since 1974,
& a number of other instruments have appeared in thc?literature, but only

a limited number of them meet these criteria.

Considering all the checklists and other forms available for students’
evaluativns of instruction and the amount of literature available on the
topic, it is understandable that instructors, faculty committees, and «d-
ministrators find it difficult to select one instrument in which they can
have confidence.

Problems of Criterion Validity ’
One criteriun suggested in selecting an instrument for student evaluation
of college instruction was that “vahdity, beyoud simple content validity,
has been substantiated” (Benton 1979, p. 15). The type of validity appro-
priate in this case is called criterion validity, sometimes referred to as
empirical or statistical validity. It is defined as the degree to which scores
on the instrumients for student evaluation of instruction are in agieement
with some given criterion . measure of effective teaching. Although it is
casy to say that student evaluation instruments should have critérion
validity clearly established, it is not casy te find studies that report such
information. Validity is one of the typica) faculty concerns in the use of
such instruments (Alcamoni 1974).

To establish critej:on validity of instruments of student evaluation of
instruction, the following three steps generally are involved:

® The instrument is administered to a group of individuals.
® A criterion measure of effective teaching is obtained.

® The two measu ¢s are correlated. -

The resulting correlation, or validity coefficient, is an indication of the
criteron validity of the student evaluation instrument. The range of the
wuefficients can be from .00 (indicating no relationship between the two
measures) tu 1.00 {indicating a perfect relationship between the two mea-

-
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sures). The closer the correlation is to 1.00 the higher the criterion validity. .
No student cvalvation-of-instruction instrument is expected to have a
perfect criterion validity coefficient; therefore, predicting teaching effec-
tiveness based on these instruments will always be somewhat imperfect.
However, the larger the validity coefficierit, the les$the error in predicting
cffectiveness and the more effectively the two measures reflect each other.

The chicf problem im establishing criterion validity is the difficulty in
ohtaining a satisfactory criterion measure (Thorndike and Hagen 1969). ]
So the main problem, and probably the reason for the lack of validity studies, .

. is that it is difficult to agrée on what the criteria of effective teaching should
be. "Validating student ratings at the university level is difficult since
there are no clearly defined criteria of instructional quality” (Marsh, Flci-
ner, and Thomas 1975, p. 833). “Validating a measurc of a. construct like
teaching cffectivencss requires the use of many alternative criteria” (Marsh
1977, p. 442). ) .

“Most studies of validity have used correlations with peer ratings or
supervisor ratings as the criterjon” (Sullivan and Skanes 1974, p. 584).
However, what is needed is a focus on criterion valicity studies that relate

= to the direct outcomes of effective instruction. Therefore, as stated at the

beginning of this chapter, the central purpose of this monograph is to
examir2 studies that.relate to these outcdmes and to give suggestions
regarding the present uses of student evaluations and suggestions regard-
ing future studies of student evaluations.

Q 8w Rating College Teaching
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Student Achievement and Evaluation of Instruction

-

A\

One method of dealing with the problems of research in student evalua-

, tion-of-instruction instruments is to select a measurable definition of
teaching effectiveness. Since the ultimate criterion of teaching effective-
ness is student learning, there is general agreement that an appropriate
and defensible criterion is the amount that “students learn as measured
by achievement examinations.

One of the usual approaches to studies that examine the relationship
of student evaluations of instruction and student achievement is for the
researcher to select a course that has several sections taught by different
instructors but has a common examination. “In this case there is an agreed
upon, measurable, and common educational outcome which can be used
asacriterion of teacher effectiveness” (Suultz 1978, p. 15). For each section
of the course, the mean examination score is then correlated with the
mean of the students' ratings of .instruction. A significant positive corre-
lation is held to be empirical evidence of the criterion validity of the
evaluation instrument.

There are several problems inhierent in such an approa-h to establish-
ing triterion validity. One problem is that courses with a large number
of sections and a common examination are difficult to find cven in large
universities, Also, there are many studies that involve a laige number of
student responscs but compare only a small number of instructors. These
comparisors are likely to be unstable. Even if the conditions of goodly
numbers of sections are met:

the statistical tests are generally not very powerful. With 10 different sec-

nons, a validity coefficient would have to be .55 to reach even the .05 level

of significance. Extremely high validity coefficients cannot be expected
stncz performance depends upon many variables besides instructional
quality and evaluations depend upon many fac ors besides leanming mea

sured by a ﬁt.ml examination. (Marsh, Fleiner, and Tho:nas 1975, p. 834)

L4
Another problem is that even when courses with large number of sec-
tivns are lucated, it is not easy for the researcher to ensure that the students
iir the various sections have the same aptitude at the beginning of the
course.

If it cannot be demonstrated that predisposing factors such as sindent
ability and npotivation have been equated across the different sections of
the mulnsection course, then it may be these variables that produce he
correlation between student ratings and exam performance. (Marsh and
Overall 1980, p. 469) .
In order to compensate for these possible initial differences in aptitude,
various rescarchers have randomly assigned ‘students to courge sections,
statistically adjusted for initial ability, or had students select course sec-
tions without knowledge of who the instructor was to be. Some researchers
simply have ignored the existence of differences in course sections.
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Studies Incorporating Achievement Scores and Random fissignment

The best method of controlting for gossible initial differences among var-
ious class sections would be to randomly assign students to the sections.
Centra (1980) suggests that “randomization of students is onc of the steps
needed to draw a cause and effect relationship between rated teacher
cffectiveness and student learning™ (p. 37). Howev.r, p,sz,archursm vollege

_settings rarely are able to do this. Only two studies were located in which

students were randomly assigned to trie sections.

Sullivan and Skanes(1974) used 130 sections of ten courses at Memorial
University of Newfoundland, Canada. Students were randomly assigned
to sections in each of the courses. Sullivan and Skanes reported low to
moderate vorrelations for mean instructor ratings and mean final exam-
ination scores for the ten g.ouxs;s Of the ten co.relations, cight were abou,
32, and the average correlation was .39. However, only two of the ten
correlations and the average correlation were significant. The resedrchers
pointed out that one pussible reason for the smiall conelations was that
the range for the two variables was restricted. The overall rating for the
instructors was based on a five-point scale, and there was little variability
in the examination scores.

Orie of the major strengths in the Sullivan and Skanes study, other
than the random assignment of students, was the development and scuring
of the final examination for the ten courses. Examination committees
constructed the examinations and set guidelines for grading cach answer.
The examinations were scored by boards with a “small group of faculty
members marking one answer on all papers™ (p. 585). The student eval-
uations were done anonymously. The correlations involved only a global
rating of instructor cffectiveness rather than a number of dimensions.

The study involved two different bivlogy courses, and one course cach

" from physics, psyhology, and science. Two o[thu vourses had six sections,

EMC

N

two had ug_,ht sections, two had nine sections, and two had 14 sections.
The remaining two courses had 16 and 40 sections.

In the course that had 40 sections, the correlation between instructor
ratings and examinations was .41. When the correlation was caleulated
for two subgroups, 27 Tull-time instructors and 13 part time teaching as-
sistants (TAs), the correlation was .53 for the full time instryctors and .01
fur the part time TAs. When the amount of experience was wonsidered for
the 27 full-time instructors, the correlation between ratings and achieve
ment for experienced faculty (one or more years of full time teaching) was
69, bu}.for the inexperienced (thusein sheir first year of full-tivhe teaching)
the correlation was .13, Sullivan and Skanes thus suggest that their 1esults
may provide some answer s to some of the contradictory results of previous
studies. The; further corclude, “valid ratings are much more common
and are casily obtamnedin the case of experienced and full time instructors
than in the case of inexperienced or part time instructors (p. 587). Again
because of the size of these subgroups, the data must be regirded as
tentative. It would seem appropriate to do further regearch in the areas
of ratings of full time versus part time instructors and expetienced versus

*
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mcxpcrlenced mstructors and the rclatlonshlp of the achievement of the
Students: *
Asccond study in which true random assignment of students tosections
was employed was reported by Centra (1977). The study also included
sections of courses in which randomization swas not used. In the Centra
study there were 72 sections of seven courses. In two of the seven courses,
a biology course and a chemistry course, students had been randomly
assigned to sections. As in the Sullivan and Skanes (1974) study, the sub-
jects were from Memorial University in Newfoundland. Instead of a single
global item, Centra uscd nine variables from the Student Insfructional ~

Report (SIR). Thesce Variables were. ‘Overall Teaching Effectiveness,” “Value ’

of Course to Student,” *“Teacher-Student Relationship,” ““Course Objective
and Organization,” “"Reading Assignments,” *'Course Difficulty and Work-
load,” ““Examinations, Lectures, and Student Effort.” For the two courses
in which the students had been randomly assigned to the sections, the
highest worrelations with mean final examination performance were for
the arca of Value of Cotirse to Student, The correlations were ruportt.d to
be .73 and .92 for the two courses. Qther significant correlations reported
wuit .81 (Examinations) lor the blo‘Ioﬁy course, and .76 (Lectures) and .79
(Student Effort) for the Q.h(.mlStrV course.

In the Cuntra study almost all the instructors were expericnced tcach—
crs, none wete graduate teaching assistants. The final examinations w crc
developed and scored as in the Sullivan and Skanes study. However, again '
the results of the study must be interpreted with caution. Of the two
courses that had atudunts randomly assnz,m.d to the scetions, there were
only seven sections of cach course. Regarding all the 72 sections Centra
concluded:

The pattern of currelations across the courses indicated that the global
ratings of teacher’effectivencess and of the value of the course to students
were most ghly relatéd to mean exam performance (12 out of 24 product-
moment and partial correlations were .58 or above). Ratings of cotitse
objectives and orgamzation and the quality of lectures were also fairly
well correlated with achievement. Ratings of uthier aspects of instruction,
such as teacher-student relatonship or the difficidtyiworkload of the cotuse,
were not highly related to achievement scores. (p. 17)

Studies Incorporating Achievement Scores Adjusted for Ability
Since students usually know who the instructor will be when they select
_ their course section, it is pussible that different sections could differ mark

cdly in student abilities.and attitudes. For cxample, the bt studenis ™~

might choose the teachers with a reputation for good teaching and high
standards fur students. The poorer students might select the teachers who
are less demanding and who give higher grades. A comparison of two such
sections, thus, would be contaminated by the Wway the students came to
be in those particular gsetions in the first place.

When sections are unequal in abilities and attitudes at the beginning
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of a study, some statistical adjustment is necessary to ¥account for these
initial differences. The process is usually one of computing residual scores;
that is, scores statistically adjusted for initial ability or attitude. Re-
searchers generally use some nationally normed aptitude test (e.g., Scho-
lastic Aptitude Test), a pretest in the course area, or grade point averages
fo compute residual examination scores. Although, the procedure is de-

. fensible, simply adjusting scores statistically is not assatisfactory as ran-

dom assignment of the students to sections. However, inthe studies rgviewed
in_this section, the rescarchers made some adjustment for abnhty in a
portion of their study.

One of the most controversial mvcsugatxons ‘cited in the literature is
a study by Rodin and Rodin (1972). The study is cited first in this seclion
because it has had so much wisibility; the results have provoked much
discussion and some of the studies cited later were conducted as a reaction
to the Rodin and Rodin findings. Rodin and Rodin reported a strong
negative correlation between achievement and instructor ratings. Rodin
and Rodin used teaching assistants in an undergraduate calculus course.
The studengs met three days & week for a lecture with a professor, and on
the remaining two days met with individual tcachmg assistants in 12 small
sections. The teacher rating form used in the study was not specified;
morcover, only the responses to one question on the form w.z¢ used in
the analysis. The question was, “What grade wotuilld you assign to his total
teaching performance?”” Numbers were assigned to these ratings (A 4
to F = 0). A measure of the students’ initial ability in calculus was ob-
tained from the previous quarter. Mean grades in the course for the 12
scctions and mean section ratings were used in the calculation of a partial
correlation. This partial correlation between the objective measure (the
grade determined by the number of problems passed) and the subjective
measure of teaching ability (the one question un the student evaluation),
with initial ability held constant, was -.75. “The instructors with the
three lowest subjective scores received the three highest ubjective scures.
The instructor with the highest subjective rating was lowest on the vb-
jective measure” (p. 1165). The researchers concluded, “Students rate most
highly instructors from whom they learn least” (p. 1164).

Many researchers (Bryson 1974, Frey 1973a, 1973b, 1978; Gessner 1973;
Marsh, Fleiner, and Thomas 1975, Rippey 1975) have cited methodological
problems in the Rodin and Rodin study. One problem is that it is “in-
consistent with common serse as. well as with accumulated results of
previous rescarch on this topic” (Frey 4973a, p. 4). Another weakness is
that the research had assessed the effectiveness of graduate teaching as
sistants (TAs) who has only complemented the activities of the professor
(Frey 1973a). It should be noted specifically that (in contrast to a great
many other studies where the TAs were, indeed, the insttuctors for the
courses) these TAs, thaugh designated as instructors, rcally were unly
‘assistants who had @ wninor role in instruction.

Frey (1973b) in*  .igated the conclusions of Rodin and Rodin in his
study examining t..o different calculus courses tbat had a regular faculty

0
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member and teaching assistants. The students met with the faculty mem-
ber three times a week for lectures and with a teachiag assistant once a
weck for a quiz. Each course had a common syllabus and a common final
examination. Approximately 75 percent, or 354, of ghe students completed
an instructional rating form used at Northwestern® University. The form
was mailed to the students who had completed the examination and whose
Scholastic Aptitude Test (SAT)'scores were on file at the university. The
average final examir.ation score for each instructor (adjusted for initial
difference in sections using composite SAT scores) was the criterion for
validation of the student rating. One special strength of this study concerns
the reliability of the grading system. All examination papers were scored
in a common-session with an instructor grading the same item for all
sections,

Frey factor analyzcd instruétor ratings using individual responses from
these and other classes and found six factors, indicating that the evaluation
form was measuring six different arcas. A Pearson product-moment cor-
relation was calculated between the adjusted final examination score and
cach of the six_factors. In the introductory calculus course (eight instruc-
tors), three factors—"'teacher’s presentation,” “organization-planning,” and
“student accomnplishment”—showed high positive correlations with the
regressed final examination scores. .91, .87, and .84, respectively. In the
multidimensional calculus course (five instructors) the correlation be-
tween “'student accomplishment” and the examination was .90. When the
correlations for the two calculus courses were averaged, the “student ac-
complishment" factors and the “teacher’s presentation” factor were the
highest predictors of achicvement (.87 and .75). “ Teacher accessibility"”
and.“work load” correlated the lowest (.31 and 44).

A weakness in Frey's study was the small number of sections involved
in the analyses. Frey admitted “correlation cocfficients based on such a
small number of observations arg notoriously unstable” (p. 84). The use
of factors, obtained by analyzing individual responses, in predittion of
class mean achievement scores is also open to question.

. Like Frey (1973b), Doyle and Whitely (1974) used examination scores
1n conjurctivn with student ratings of college instructors. The premeasure
of ability of 174 beginning French students taught by 12 graduate students
at the University of Minnesota was the Minnesota Scholastic Aptitude
Tcst The Student Oplmon Survey {SOS), with an addition of seven general
Items, was used in ‘rating the instructors. Two types of data were included
in the study. bet+ cen-sections data and across-sections data. Between-
sections data ve....ared class trends and involved correlations of section
means. Acruss-sectiuns data were from all sections, pooled, and involved
correlations of raw item responses. When the seven general items werg
analyzed across sections (174 students), six of the items had significant
correlations with 1esidual examination scores. The correlations ranged
from .18 10 .25. However, when the same seven items were analyzed be-
tween sections (12 instructors), only two of the items had significant cor-
relations (.51 and .49) with restdual examination scores. These two items

*
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| related to “general teaching ability” and “oyerall teacher effectiveness.”
' Since the SOS had been factor analyzed using individual responses, the
| correlatlons of the_ factors with residual achievement were done only across
| sections. Two of the factors, “motivation of interest” and * ‘expository skills,”
| correlated significantly (36 and .31) with residual dchievement.
| The Doyle'and Whitely study did not provide multiple correlations
’ using factors of SOS to predict residual achievement, Furthgr, the stability
| of the correlations in the across-section analyses is open to question be-
| cause of the small number of classes in the study. Also, the seven general
!* items that were added to the SOS must be questioncd. Mo information is
’ . given as to the origin of the items and the reasons for their selecfion.
! Another study using student ratings to predict residual achievement
was by Turner and Thompson (1974). Unlike the Frey (1973b) and the
Doyle and Whitely (1974) studies, in which small numbers of classes were .
__used, the Turner and Thompson investigation used one sample of 16 sec-
tions of beginning French students and another sample of 24 sections of
beginning French students all taught by TAs. Residual arhievement (final
examination corrected for first exammatnon) was computed. Members of
the French Department selected 30 items from the student rating instru-
ment reported by Deshpande, Webb, and Marks (1970). Five items specific
to teaching beginning French were added to this list of 30 items. These .
items related to the instructor giving students opportunities to speak in
French, having a good command of French, having a knowledge of the
culture of French-speaking peoples, making pronunciation errors in French,
and being enthusiastic about speaking French. Two subscales (labeled
“Instructor Cognitive and Affective Merit Versus Student Cognitive and ,
Affective Stress” and “Motivation and Workload"”) and a total subscale
score were then used as the student rating variables. When the two sub-
scales and the total subscale scores were used to predict residual achieve
ment, negative’ correlations of -.51, —.51, and ~.52 were obtained for
the first sample apd - 41, =.31, and - .41 for the second sample. .
. Of all the studies herein reviewed, this is only the second case in which
a significant negatiye rclationship between ratings and achicvement was
reported. The authors suggested that the “stressioverload” produced by
the instructor was the important factor in obtaining greater residual
achievement and that the positive behaviors of the instructor appeared
to lead to 1ess residual gain. Since the vast majority of studies in this area
show uppusing results to those of Turner and Thompson, their study should
be noted, but the findings should be viewed with caution. Turner and
Thompson concluded

e em e s [
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the results of the study suggest that student ratings of college instructors
should Be treated with great caution by college administrators and pro-
motion and tenure committees. Although such ratings may express student
vbservations of and attitudes toward an instructor, they clearly cannot be
routinely interpreted tu be positive indicators of student residnal achieve
AN ment in the instructor's coutse. (p. 3) ) ] P
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Without a substantial number of other studies with similar negative @
correlations, it is perhaps most useful to try to determine why this study
had such different results from the general body of the literature rather
than generalize from this study about the whole question of student rat-
ings. The article itself gives no basis for speculation as to why these results
were different. One reason mjght be because these instructors were all
°  TAs rather thansfull-time pr,:}gs%Also, in the Turner and Thompson

study not ¢nough information was given conceruing the achievement ex- .
3\

aminations. Although the authors stated that the first examination covered
grammar and the final examination coveted grammar, dictation, com-
position, and reading comprehension, theys id not state whether the test
items were ObjeCthe ¢ssay, or a comblhatlon&xf the two. The type of items
on the test is an im t/oconSIderatlon bedause the scormg of essay
items is generally rot as reliable (consistentf a\iwng various instructors
as the scoring Kﬁ)bjuctwe items, and no inform K)n was reported about

. this_sco
. n/flfth study, only a portion of the scores tskd in the analyses was
adjusted for ability. Frey, Leonard, and Beatty (197%) collected ratings of
instructors from 16 sections of introductory calculus a¢ Northwestern Uni-
versity, ten sections of educational psychology at Purdye, and five sections
of introductory calculus at North Dakota State. Each\uf the three insti-
tutions used the Endeavor Instructional Rating Form. At each institution
instructors used a:commen syllabus, textbook, and final\examination. A
factor analysis of the responses from Northwestern and Pfirdue indicated
similar factors. For three of these factors thc correlation with final ex
amination performance was “fairly strong” at the ‘three ihstitutions. Thc
mean correlations for the factors and achle\rcmt.nt at the three schools
were .59 for "student accomphshment 58 for “presentation clarity,” and
.51 for “organiczation-planning.” 1t should be noted that the best predictor
of final examination performance found in any comparisun in the study
was “organization-planning.” (At Purdue this correlation was .85.)
" For various reasons the correlational analysis was not based un all the
orizinal sections. Four sections were eliminated from the Northwestern .
data, and one section was eliminated from the Purdue data. The research-
ers do not specify how many of the instructors were teaching assistants.
Mathematics SAT scores were used for the Northwestern dnalysis to adjust
final ‘examination scores for the sections. No adjustment was made for
the other sets of data. An overall consideratiop indicates that the study
provides moderate support for the use of student ratings.
The data of thg Frey, Leonard, and Beatty (1975) study constituted a
quahtauw_ lmprovcmmt.nve't that hich.was available.in.the Frey (1973b)_.
study” (Scott l97§ p. 445). Apparently this judgment is based upon the .
increased number of course sections used 1n the study. In addmon the
findings of the study provide: '
addmonal stupport for the contention that at least some informatiou from
student ratings is positively related to student achievement. a trend wiich

-
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must be substantiated if widzspread use of student ratings for merit, pro-
niofion, andlor instructional ivtprovement is to be continued. (Scott 1975,
'p. 445) . . ] .
i

Another study concerning the rdatlonshlp between rcgresscd exami-
natioh scores and achicvement was by Frey (1976). Frey compared the
final examination pcrformancc of students in seven sections of introduc-
tory calculus at Northwestern University to studentratings of the instruc-
tors, Randomnzauon was used in assigning subjects in each section to two
time-of-rating groups The rescarcher compared the mathematics SAT
scores for the two groups. Some subjects were rcassngncd after this com-
parison to ensure that the two groups Were cqual in mathematics aptitude.
When students sngncd up for the scctions, they did not know which in-
structor was to teach cach section. Studerits who later requested section
changes were, ac{nvcly discouraged.”

Ratings of the mstructors were cohducl¢d by ‘a mail survcy, halif the
students rated the instructors during the final week of classes and the
other half during t ‘ilc first week of the subscquentxcrm Frc.y reported that
the two different tlmcs (before and after the ¢xamination) did not signif-
icantly affect the r'\tmgs of the instructors, although the ratings made
after the examination showed a slightly strouger corr\latlon Results of
the study indicated a strong reiationship betivegp instiictor ratings and
final examination scorcs based on rcgrc.sscd malhcm'\tl s SAT scores. The
hlghcst correlation rcportcd for the "before exam'’ group was .90 between

“planning” and thc f'nal cxamination. *Student accomplishment,” “per-
sonal attention,’ and presentation skill” were the thn.c best predictors
of final examination pcrfbrm'\ncc for the "after exam” rating group. The
correlations reported using these three aspeets of instruction were .83,
.85, and .78 respectively, providing rcasonabl) strong validation ofstudcnt
ratings, :

Instructors of the .cveu sectiuns were full-time faculty members who
used a co~amon text and a common syliabys. In one group 68 percent
returned the rating form, and in the_other group 70 percent did so. Frey
reported similar mathematics, SAT scores and a similar final examination
scores { . the rcspondcrs an¢l nonresponders, Frey teported yhat the eval-
uation form used i in the study, stressing student obscrvaué) rather than
student upinwn, was the result of a long development precess. The major
criticism of the Frey study relates to the small number of course sections.

Whitely and Doyle (1979) also investigated the relationship of student
ratiggs to achicvement. The researchers compared the ratings of five pro-
fesSors and L1 teaching assistants of a beginning mathematids course at
the University of Minnesota. When the data were calculated fhr,betwt.cn
classes, “overal, .eaching effectiveness” was significantly correlgted with
the residualiced final examinatipn for the p.ofessors (.80), but jt was not
significantly weroclated with achievement for the teaching assnstar}l .The
premeasure of ability 'was the Mmm.sota Scholastic Aptitude Tch} SAT).

As in previ..us studies, because of the small sample 5117 data of
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the Whitely and Doyle study must be interpreted cautiously. In the study
( the Student Opinion Survey was the evaluation instrument, and the MSAT
was the ability measure used to residualize examination scores. Students
supplied identification numbers but were assured that the results would
be confidential. No information is given in the study about the construc

cach teaching assistant graded one problem from all the“students. The
report seems to indicate that the teaching assistants also scored the papers
‘from the profcssors section, altk ~ugh this was not specified. Thus, once

again, there is some support for the use of studgpt evaluations with full-
time professors, but not for their use with teaching assistants.

. *+ In one article, McKeachie, Lin, and Mann (1971) reported five studic
that pertained to critericu measurey and student ratings of instruction.
In one study, scores were adjusted for intelligence, but the mtclhgcnce
test was not identified in the report. All currelations in,the reported smdu.s
were done using mean section scores on the student evaluation instru-
ments and class mean achievement ‘scores, no multiple correlations were
reported. .

In the first study, studen's in 33 (in the table they report 37) sections

. (1964) cvaluation instrunent. Foapr factors of the instrument, “skill,”
"feedback,”* “interaction, and “rapport” correlated significantly (.28, .35,
.30,and 42, rcspci:ti\cly) with the Introductory Psychology Criteria Test,
labeled a “thinking” test. ‘

The study was themreplicated with 34 sections of general psychology,
and results were analyzed separately for men and women. For a second
criterion, 25 items were ml\cn from old examinations to mak®a “knowl-
edge” test. For males, “interaction” correlated significantly with the
“thinking"” test (.33), and “overload” correlated significantly with the
“knowledge” test (.39). For females “feedback” correlated significantly
with both the criterion nicasures (33 for the ' thinking” test and 40 for
the "knowledge” test).

In the second study students in 32 sections of general psychology eval-
uated 16 instructors. None of the f'\ctor'.; was significantly correlated with
the “thinking” or the “knowlt.d&c test for gither females or males.

In the third study, only six instructors were involved, and the fiumber
of sections was not reported. The criterion measures were a multiple-
choice test of knowledge and an essay test. “Skill” correlated sngmﬁcmtly
with the essay test for females (.65). This correlation was the only signif-
icant correlation in the study.

The sample of the fourth study consisted of 16 sections of second-year
Frepch, Criterion mt.asurc of the study were a testof granimar, « test of
reading, and a dcp'\rtmcnta(ly administered test of oral expression. None
of the student rating facters correlated significantly with any of the three
French criterion measures for cither females or males. »

In the final study, 18 adV'\nccd graduate students, who were the in-
structors, were evaluated by their students in sections of introductory

’
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. O of general psychology evaliated 17 instructors with the Isaacson et al.,
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cconomics. The rating scales used in the study consisted of 12 items with
high loadings from the Isaacson et al. (1964) scale plus items previously
used in the economics course. The two criterion measures were a numer-
Jjcal grade based on course examinations stressing “thinking” and an cco-
nomics attitude sophistication change score. For males, "'structure™ was
significantly negatively correlated with the grade (~ .41). For females
“changes in beliefs” correlated 'significantly with the attitide sophisti-
cation change. score (.44) and “skill” correlated significantly with the
numerical grade and the attitude sophistication change scor 2 (.72 and 43).
The five studies by McKes ‘pic, Lin, 2nd Mayih (1971) "austrate 2 point
, made carlicr—namely, that \g\cn one uses different pop alations, different
examinations, and variations in the évaluation instru aent (with different
factors), one can expect wide variations in the resuats. Criticism of these
five studies as reported by McKeachie et_al. mainly has been concerned
with what was nét reported. In three of the studies the variations of the
student evaluation instrument were not described clearly. In some of the
studies not ¢nough information was given t¢ determine the we _h of the
measures of achievement. The reseatchers report that intelligence was
partialled out of the correlations of the first study, but no indication is
made of this adjustment in_the other four studics. If no adjustments were
made concerning: initial- ability in the section, the results are open to
further question. Also, one olthe studies is based on a sample of only six
scctions. In two of the studies the authors specified that graduate students
taught the classes; no mention is made of the status of the instructors in
the other studies. ' .
Two studies (Canaday, Mendelson, and Hardin 1978, Doyle and Crich-
ton 1978) dealt with adjusted achievement scorés and student evaluations,
although the main focus of these studies was oh other research coaderns.

. The present discussion deals only with those djmensions of these scudies
that have to do with student achicvement as the 1ritcrion relatedtostudent.

«

cvaluation, VT i

Cangddy, Mendelson, and Hardin (1978) invdstigated the effect of tim-
ing on The validity of student evaluatign in a ofe-seution course in anat-
omy. They reported a sigrificant relationship between the rourse
achicvement, as measured by multiple-chorce exajninations, and the course
ratings of students in the College of Medicine, Megdical University of South
Carolina. The rescarchess reported a partial cofrelation of 42 between
achievement and ratings, when GPAs were controlled. A 31-item student
evaluation instrument was designed for the study, and examination re-
liabilities were reported to be .81 and .85. Because of attrition (sume of
the ratings were cullected three weeks after the final examinagion) and,
other factors, the data of the study were based orf only 93 of the original
158 students, but the study does lend moderate support to the use of
student ratings. M N

Doyle and Crichton (1978) investigated the rélationship of student,
peer, and self evaluations to student achievement. They had usable data
from 263 student ratings of 12 iastructors in a 4\our8c in introductory

<
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communications. Most of the instructors were graduate students. No stu-’
dent, peer, or selS-evaluations of instruction correlated sigwificantly with:
. residual éxamination scoreg. Fifial examination scores were adjusted by
. / using verbal scores from the Prelinuinary Scholastic Aptitude Test. The’
student evaluation instrumen consisted of four items from. factors iden-
tificd by Doyle and Whitely (1974) pius two ovétall evaluation items. Thus,
. ‘bnce again, ratings using mostly teaching assistants as instructors were
" not related to achievement. . oL )
Finally, Benton and Scott(1976) did not calculate residualachievement
scores, but used self-reported grade point averages (GPAs) as one,of the -
. independent variables in the calculation of a multiple correlation. Benton
and Scott Sclected o instruments, the Student Instructional Repoyt (SIR)
by Centra (1972) and theidlnventbry of Student Perceptions of Instruction
, (ISPI) by Scott (1973), that best exemplified the rational arld empirical
i’ approaches to developing student evaiuationsof-instructioninstruments. -
" Thesc two instruments were administered at lhe University of Georgia in
by 31 sections of freshman English that had a common final examination. A |
random half of cach class was given the SIR and the other half, the ISPL.
Students \v::7k0d to supply their identilication numbers and werc .

assured that the/results would be confidefitial, Mean self-repdrted GPAs
and two emptridal sections of SIR (labeled “adjustment of inCvidual needs” ;
and “work load™) were statistically significam predictors of class mean
' . examination performance. The multiple cuirelation obtained using, ine
self-reported GPAs and the sections of SIR as predicturs was .62, There
* was no empirical section or rati. l section of ISPI or comgination of
sections with self-reported GPA+ ,t contributed significantly to the mean
final examination seures of the £nglish classes. (The largest multiple-R
obtained was .42). The authors suggest that résults of the study lend dome
support‘to the use of instruments developed empirically over those de
veloped rationally. - o
There are’certain problems inherent in the design of the Benton and
Scott study that may have influenced the lack of relationship beteen
student ratings and final examination atures. One problem involved the v
lack of anonymity of the ratings. S{udents may have responded differently
if they had not been required to supply their identification numbers. An ' .
other factor that may have influenced the lack of relativnship was the use
of the common cssay examination. Exen though the researchers gave cach
instructor a list 'of recommendations for scoring essay examinatiuns, it
may be that the scores given by each instructor did not trarly reflect
achievement in the course. Benton and Scopt did compare the means of
sclf reported GPAs with actual GPAs of a randomly selected portion of the
e - sample, The means were nut signifivantly different, and the correlation yb
actual GPAs and self-reported GPAs was .94, indicating that the use of .
self-repgried GPAs in rescgreh of this nature is a defensible procedure.
Allfn all, when achievement scores adjusted for ability are correlated
with student ratings, most studies have found a great deal of variability
byt engugh of a relationship to warraiit the use of student evaluation

- - » N

Q o Rating College Teaching wl9

. 26 . .0 .




»

instruments for full-timpe professors However, there is little support for »
usmg these instruments to examme the mstructlon of teaching assns!ants
Studies Incorporating Achievement Scores Not Adjusted for Ablllty T
In all the previously mentioned studies, students were either randomly
. assigned to course sections or the reseavchers incorporated some measure
of ability to adjust examination scorgs. Simply adjusting scores for ability
is not an entirely satisfactory substitute for student randomization. Course
sections can be srgmf'cantly different in other variables, such as moti-
vation. If the students in one course section afe more hlghly motivated
than students in another section, they may spend more time preparing |
_for thg examination regardless of the deficiencies in the instruction. It is !
.. further suggested that many: !
'

. researchers probably misuse ability pretests when residualizing achieve-
ment and may remove from section-to-section achievement variation the
portion produced by differences in teaching ability in addition to th
portion produced by differences in student ability. (Leventhal, Perry, and-
Abrami 1997 p 363)

B

-~
/
Inspite such criticism, the researchers discussedin the prm ctio
did make some attempt to compensate for differences in ability of courste
sections. In the following studies (Orpen 1980; Bendig 1953; Coher an \
Berger 1970;, Bryson 1974; Costin 1978; Hsu and White 1978; Blass 1974, Y
and Endoand Della-Piana l976)apparcn!ly noattempt was made toadjust
. achlcve{nent scores of course sections. Because of the possible initial dif-
’ . (crences in\\he sectiqqs, the reported results should be interpreted cat'x
S tiously.
) Even though no aQustment was madefor possnble differences in ability
", of students in ten sectionsgf an introductory course in mathematics, Orpen .
(1980) dlid compare mean scores on the aptr}/ude pretest, consisting of a .
short form of the Scholastic Aptitude Test.,qnd the mean grades the s u- )
derits expected to obtain prior to the final‘examination. Results revealed
no significant differencegamong the sections on these two measures. The -
students completed the Teachin} Rating Form (derived from the forrq in
i McKeachie, Lin, and Mann 1971). Each of the ten sections (!aught by
’ different graduate students) used \he same content. textbook, and assign
. ments. The,common exammatron was scored by the course dircctorand
three specially trained graduate students. Each section’s average on ‘he
final examination was correlated with the section subscale means on the
Teaching Rating Form. Six of the ¢ight correlations, ranging from .32 to
, .74, were significant. A multiple correlation of .75 was calculated using
these six subscales together to predict the examination scores. Even though
the results of this study are somewhat equivocal, overall they support the .
use of student ratings. This result is different from other similar sludles
where teaching assistants were the instructors. . *
. Even though sections were not significantly dilferent on the aptitude
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pretest or expected grades, therc are other student characteristics that

could have made the sections different. Also, in this study the enrollment

for each section was between 10 and’12. This small enrollment is not
@ typlcal of the other studies that have used multisections of courses,and
may be the reason why this study using TAs got basncally positive rela-
tionships whereas most other similar studies did not.

Bendig (1953)mso investigated the rclatlonshlp between courseratings
and achlevemenun an introductory psychology course at the University
ofPlttsburgh Three of the five instructors for this course were predoctoral
graduate students. The three achievement tests in the study were all mul-
tiple-choice, were used in all the classes, and had been constructed on a
. departmental basis. Bendig found that correlations between instructor

ratings and achievement varied greatly from section to section. Only one
of the five ratings correlated significantly with gchievement of the students
(.37), and only one of the five section ratings correlated significantly with_
achievement €.46). The total correlation of .28 for the five sections of*
achievement and course rating was significant. However, the total cor-
relatios of achicvement and instructor rating was not significant.

The sum of each student's standard scores on the three achievement
tests was thecriterion muasure.Qourse ratings and instructor ratings were
determined by summing students’ ratings on the Purdue Rating Scale for
Instruction. Students ratings forms were signed by the students, but they . ’
were assured that the instructors would not see the individual forms and
that their grades would nét be affected by their ratings. The small sample
of five instructors greatly limits the fmdmgs of the study. The equivocal *
findings may have resulted from the use of both full fime professors and
TAs. a

. Cohenand Berger (1970) reported significant correlations between mean
ﬁnal examination performance and three dimensions and the total scale
of the Michigan State University Student Instructional Rating Report

_ASIRR). The three dimensions of SIRR that were significantly correlated
with achievement pvere “student lntt.rcst ' (.39), “‘student-faculty inter-
R action” (.37), and "'course organization” (.31).‘The total scale correlated

.48 with achievement. None of the dimepsions or the total scale currelated
sngmfu.antly with meun class grade point averages at the onset of the .
study. -

The sample of the study consisted of 25 sections of a basic natural
science course at Michigan State University. The instructors had a course
syllabus designed by the staff. Each instructor was asked to administer
the SIRR "at his convenience” within a two-week period to one of his
sectious. The researchers do not state whether the instructors were pro-
fessors or TAs. The final examination was a 100-item objective exami-
nation that had been validated, and 93 percent of the students who took
the final examination completed the evaluation form.

', Bryson (1974) also examined the Yelationship of student ratings and

achievement of students. Subjects were 582 students in 20 sections of

@ college algebra taught by 14 instructors who used a common syllabus and

3
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textbooh. The mean section scores on each. of 14 items,of a student rating\

instrument were correlated with students’ pcrformancc on the Cooperative
Intermediate Algebra Test. All ratings were anonymous, a strength many
such studies do not have. Six of lhc corrélations were significant and
ranged.from .44 to .68.

There are, two apparent problcms with the Bryson study. First, no
attempt was made to adjust for the initial ability in the classes. Second,
the evaluation instrunrent was not nimed. It was only stated that the
items “‘were selected from a routinely administered faculty and course
evaluation form” (p.12J. No information is reported about the validity or
reliability of the original instrument. If the original had acceptable valid-
- - ity and rchablhty the uscof a poruon of the items without substantiation

of sith use may have reduced these values.

- Costin (1978) reported significant correlations between mean ratings
N of instructors of an introductory psychology course at the Upiversity of
. Hlinois and the mean final,examination Scores over a four-year time span.
The four correlations ranged from .41 to .56. The number of graduate
teaching assistants who were in charge of the classes ranged from 21 to
. 3. Ratings of the instructors wer¢anonymous. The percentage of students -
rating the instructors ranged from a low of 76 percent to a’high of 93
- . peteent for the four years. The final exaiminations were constructed by
the supervisor of the course, and the instructors did not see the exami-
nation until it was administered. Although the evaluation instrument re-
mained the same for the four-year period, the final examination in the

study ‘was not the same over thuse years.
One of the criticisms of the Costin study concerns the instrument usegl
for the evaluation of the instructors. Five items were selected from,a 46-
item instrument reported by Isaacson et al. (1964). Even if the original
«  instrument reported by Isaacson et al. possessed adequate validity and
reliability, the use of only five of the 46 ncms raises serivus questions
about the reliability and validity of the ‘'new’ " instrument. No iadication

-

of any recheck of reliability was reported. If ail 6 tiems did indeed rep- o
resent content validity, then the reduction of the instrument to five items |

prubably reduced the content validity considerably . In contrast tv 4’ num- -
ber'of other studics, this study does lend some support to the use of student

ratings of TAs.

Hsu and White (1978) found significant correlations between achieve
ment scores and students’ ratings of instructors on two different evaluativn
forms. Theé overall correlations, relating scores with the factors of the
instruments, were ;74 and .65 for the two instrunients. The sample con-
sisted of 308 students enrolled in 12 undergraduate education courses from
West Chester State College in Pennsylvania. The instructors of the courses
were six full-time professors. The two evaluation instruments were the
Inventory of Student Perceptions of Instruction (ISPI) by Scott (1973) and
- the Instructional Improvement Questionnaire (IIQ) by Pohlmann (1972). )

In the study, the same graduate assistant used standardized instructions )
to administer all the student evaluations.

’
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The ISPI was adminstered halfway t'hrov._xgh the semester, and the 1IQ
was administered toward the end of the semester. It is possible that resuits
would have been different if the instruments had been administered closer
in time. Certainly an evaluation of an instructor can change from the
‘middle of the semester to the end. '

Another question arises in the Hsu and White study concerning the
achievement measurgs. Hsu and White state that the first two scores were

students’ scores on the mid-term examinations and the third was the final *

examination score. Ordinarily an instructor does not give two mid-terms,
so_it is pot elear how the three measures were obtained. No other infor-
matipn is given regarding the examinations. Also, it is not stated whether
the same examinations were given for all the courses. If the courses were
really different and common examinations’were not used, then the anal-
yses in the study should be questioned. Overall, however, the study pro-
vides support for the use of s!udent\rating§ of professors. .

Blass (1974) investigated the relationship between mid-!errﬁ' grades

_ and course evaluation of students who were classified as “subjective’” and
“objective.” The sample of the study consisted of 48 nursing students in

an introductory psychology class at Brooklyn College, Brooklyn, New York.

When mid-term cxamiqation scores were correlated with each of nine

student evaluation-of-instruction items for all 48 students, six of nine
correlations were significant. The range of significant correlations was
from .34 to .60 for the total group. Also in the study, this positive rela-
ti\unship Between grades and teacher evaluations was true for students
with low scores on the Blass Objectivity-Subjectivity Scale (classified as

“subjective”), but was not true for students with high scores (classified _
as “objective”’). The largest correlation reported between examination

scgres and any single evaluation item for the ‘“‘subjective” students was
.73, The largest correlation reported between examination scores and any
single evaluation item for “‘objective” students was .44. In the study stu-
dents were asked to indicate their mark on the mid term examination they
had taken twe weeks previously.

. Endo and Della-Piana (1976) found no significant correlations between
student ratings and common final examinations for cight combined sec-
tidns (n = 111)of trigonometry at the University of Utah. Apparently there
were five instructors for the cight sections. No description of the rank or
experience of the instructors was given. Correlations butween student rat-
ings and achic.ement were also calculated for each instructor, but there
were no consistent trends across the instructors. The highest co relation
bc{ween any item and achicvement for any instructor was .76. Over one-
half the initial enrollment was not inclydedin the results because students
either did not turn in course evaluation cards or withdrew from class. The
researchers admitted that this fact is a “serious sample attenuation which
surFewha; limits generalizability of results” (p. 84). The evaluation form
used in the study consisted of seven items to be rated on a seven-point
scale. The authors stated that the validity and the reliability of the form
are \questionablc; no reliability or validity data were reported. -
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In summ'lry. the studies using achievement scores not adjusted for
ability compared to student ratings showed more variation than studi®s
using other types of comparisons. However, in gencral they tended to
support the use of student ratings of professors. Student ratings of TAs
were highly vaclcd across the various studies, perhaps too vaiied to merit
their use. -

Studies Incorporating Achievement Scores and Sections Selected

, Without Identity of the Instructor

In addition to the Erey (1976) study mentioned carlier, three other studies
have been reported in which students selected their sections without know-
ing who their instructors were to be. Although this procedure is defensible,
it is not as rigorous in research design as random assignment would have
been. Certainly the procedure is better than siraply ignoring the fact that
differences between the sections might exist at the onsct of a study. In
two of the studies, the researchers stated that a pretest indicated no sta-
tistical differences in the initial ability of the students in the sections.
However, it is possible that the sections were different in other critical
areas than those evaluated by the pretest.

The Marsh, Fleiner, and Thomas {1975) study involved 18 sections of
an introductory course in computer programming at the University of
California at Los Angeles. Students chose sections on the basis of the time
the sections met without any knowledge of who would teach each section.
A 46-item evaluation-ofinstruction instrument developed at the Univer-
sity of California was used. The section averages of 12 of the 46 items were
significantly correlated with the average ofthe student examination scores
for the sections. A multiple correlation of .74, using four of the 12 signif-
icant items as predictors of average uection achlcvcmcnt was also sng
nificant. In addition, two factors of the instrument, "course organization”
and “class presentafions,” as well as two summary items correlated sig-
nificantly with achievement. These correlations were .55, 43 44, and 42,
respectively. .

In the Marsh, Fleiner, and Thomas study only 72 perccntofthcstudents
completed the evaluation forms. Also, students in the study were asked
to include their registration numbers on the evaluation forms. Even th ,ugh
the students were assured their evaluations would be anonymous, it is
possible that the results would, have been more valid if students had not
been asked to include their registration numbers. A random spot check

.indicated no variations in the scoring of the objective final gxamination.

The sections of classes in the study were generally taught by graduate
students who used a comnmon course outline des eloped by the director of
the course. A major strength of the study is that the instructors had been

. randomly assigned to the sections.

A second study in which students SLIL(.tcd their sections without know
ing who the instructor was to be was the Marsh and Overall (1980) study.
The subjects, again, were students enrolled in 31 sections of a course in
computer programming application at the University of California at Los

.
i Y

24 W Rating College Teaching

ERIC ., o 31 y

Aruitoxt provided by Eic:



*

Angeles. Instructors were, again, mostly graduate tcachn ng assistants who
were supervised by a course director who had developed the final cx-
amination. There were no statistical differences on pretest measures of
ability and interest in the 71 scctions. Results of the study were based on
the 73 percent of the en.ulled students who completed the required cx-
aminations and forms. As in the previous study, students were asked to

. supply their registration numbers. The evaluation form consisted of 33

Partial correlations were calculated between ratings given by students
at mid-term and at the end of the term and criteria of effective teaching.
Ratings given at the end of. the term corrclated higher with the criteria
than dsu the ratings given at mid-term. Regarding the end of term eval-

* uations, the final examination correlated highest with an “instructional

Aruitoxt provided by Eic:

_similar.

improvcmc'nt " item (.42), “overall instructor” item (.38), and the factor
labeled “instructor enthusiasm/concern” (40). When the results of this
study were compared with the Marsh “Fleiner, and Thomas (1975) study,
Marsh and Overall (1980) stated

Both stuies reported that achievement was significantly related to overall
instruc.or and instructional improvement stummary, ratings but was not
significantly correluted with overall course ratmgs The two studies did
not, however, agree on which specific components of the student ratings
were most highly correlated with final examination perfonnance. In par-
ticular, the Orgaruzation factor that was most highly correlated with final
examination performance in the earlier study was not significantly cor-
related with any of the criteria in this study. (p. 474)

items intended to measure seven factors of teaching.
‘

The 1nconsistent results . the two studies is especially interesting since
the samples, courses, examinations, and the proccdurcs were the same or

In a third study, one conducted by Braskamp, Caulley, and Costin
(1979), instructors during two subsequent semesters were assigned to sec-
tions after students had registered. There is no indication that the re-
scarchers checked for, nor conttolled for, any possible initial differences
in the sections. Instructors in the study were teaching assistants of a
psychology. course at a “large midwestern university.” None of the three
global items or the five scales of a student rating form sngmhcantly cor-
related with student performance on a final examination for the fall se-
mester group. For the spring semester group, only one of the scales, labeled
"teacher control,” was significantly correlated with achievement (.58).

In the study, 80 and 79 percent of students completed the evaluation
form for the two semgsters. The ré&sarchers reported Kuder-Richardson
(KR 21) reliabilitics of .83 and .86 for the multiple-choice final ¢xami-
nation. The rescarchers reported that 23 instructors taught™47-scctions
one semester, 19 instructors taught 38 sections the other semester, and 17
of these instructors taught the course bothgemesters. Means in the study
were calcualated by averaging the students’ scores in all sections taught

-~
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by cach instructor. However, in one table the means reported were based
on 19 and 17 instructors for the two semesters. The researchers did not
explain how these 19 and 17 were chosen, but apparently data for four
instructors one semester and two instructors the other semester werg not
included in the analyses. ,
_ Generally speaking, the studies in which initial differences between
sections is somewhat controlled for by having students select their sections
without knowing who the instructor is to be have not shown a‘ycr_v con-
sistent relationship between student ratings of their instructors apd stu-
dent achievement. It should be noted, however, that these instructors were
TAs rather than full-time, experienced professors.

»
<

A Meta-Analysis of Student Ratings and-Student Achievement

Onc of the most recent as well as most important studies concerning
student ratings and student achicvement was a meta-analysis by Cohen
(1981). Meta-analysis has been defined as an “analysis of analyses*’ or “ the
statistical analysis of a large collecticn of analysis results from individual
studies for the purpose of integrating the findings” (Glass 1976, p. 3).Cohen
integrated and reanalyzed primary data analyses from some 41 indepen-
dent validity studies that had incorporated 68 multisections of course
ratings in the prediction of student achievement.

The average correlatien reported in the studies between student
achievement and an overall course ratiug (available 1 22 of the 68 mul-
tisectjon courses) was .47, and the average correlation between student
achievement and an overall instructor rating (available in 67 of the 68
courses) was .43. Cohen reported that if no relationship existed between
student achievemént and overall course’ ratings or between student
achievement and an overall instructor rating, then an equal number of
positive and negative correlations would be expected, with the majority
of the correlations around zero. However, the majority of the courses
reported positive relationships. “Instructors whose students achicved the
most were also the ones who tended to receive the highest instructor
ratings” (Cohen 1981, p.'296).

Cohen alsoreported the average correlations between achicvement and
seven specific teaching dimensions. None of the 41 studies had reported
all these seven correlations. The average correlations between achicve
ment and the teaching dimensions were. skill (.50), structure (.47), feed-
back (.31), rapport (.31), evaluation (.23), interaction (.22), and course
difficulty (- .02). The average cqrrelation for student progiess, students’
sclf ratings of their learning, and achievement (repurted in 11 of the stud
ies) was 47, Cohen concluded:

While lcrge effect sizes are found for the Skill and Structire dimensions,
other dimensions such as Rapport, Interaction, Feedback, and Evaluation
show more modest effects. The Course Difficulty dimension shows no
relationship with student achievement. Finally, students’ self-ratmgs of
their learning correlate quite highly with student achievement. (p. 298)
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Cohea says that his mcla~anal\ sis pruwdn.s stroag support for student
'evaluation-of-instruction instruments as a measure of teaching etfective-
,néss when the cffectiveness is defined.as achievement in the course, The
I "data also seem to indicate that in using a student evaluatioh;of-instruction
, instrument the greatest emphasis of teachiog effectiveness shoubd be placed
"on an overall course fating item, an overall instructor rating item, or un
factors that measure skill, structure, or student progress. Emphasis should
‘not be placed on rating factors that relate to course difficulry.  «
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Relationship of Student Evaluation
and Other Criterion Measures ’ ’

All the.previously mentioned researchers have used scores on course ex-

. aminations in establishing criterion validity. Other researchers have em-

ployed other criterion measures in conjunction with achievement. These
have included students’ gains in the course (Morsh, Burgess, and Smith
1956), students’ scores on a nftional examination (Gessner 1973), scores
on a problem-solving exercise (Wiviott and Pollard 1974), and students’
intergst in advanced courses and attitude toward the course subject
(McKeachie, Lin, and Mendelson 1978)."

Other researchers have used criterion measures that did not mcludc
student achievement, Among these are students’ interest inadvanced courses
(McKeachic and Solomon 1958), judges’ ratings of video tape clips of

instructors (Stallings and Spencer cited in Aleamoni and Spencer 1973), .

and the use of ratings of trained obscrvers (McKeachie and Lin 1978).

Studies Using Criterion Measures in Conjunction with Achievement
One criterion 6f teaching effectivenes. could be gains that students make
in a course. Morsh, Burgess, and Smith (1956) correlated student geins
on a test of knowledge with instructur ratings. They also used gains on a
performance examination'. The gains made on the written examination,
the gains made on the performance test, and the combined gains correlated
significantly with the overall ratings of the instructors (.32, .39, and 40,
respectively). When only student ratings of the instructors” teaching ability
were currelated with the three gains criteria, the correlations were slightly
higher (.41, .41, and 46, respectively).

In the study, complete data were available on 106 of 121 instructors
" of a hydraulics phase of an aircraft mechanics course at Sheppard Air
Force Base. Classes consisted of about 14 students each, and this phase of
the course lasted only cight days. Qne possible confounding variable in
most of the reported studies is that the instructors who were being rated
administered the criterion tests. The way the students felt about this ex-
aminer conceivably could have affected their performance un the criterion
test. In contrast, a strength of the Morsh, Burgess, and Smith (1956) study
is that the criteriun tests were administered by personnel other than the
instructors of the classes,

Other variables that were compared wnth gain scores were peer rank-
ings and supervisor ratings and rankings, verbal facility ratings, instrue-
tors’ knowledge of hydraulics, instructors’ general intelligence. Morsh,
Burgess, and Smith (1956, p. 86) congcluded that “student ratings of their
instructors were the only instructor measures which seemed to predict
the student gains criterion.” Although the study involved instructors at
an Air Force base, the rescarchers suggest that the results “would find
apphcauon to other teaching situations” (p. 87).

“A confounding factor that has not been sufficiently recognized is that
in many instanues the persons whu developed the measure of achievement
and the persons who were rated by the students were presumably the
same individuals” (Costin 1978, p. 86). Gussner (1973) recognized this
problem and used not only departmental examinations but also a nation-
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ally normed examination that the instructors in the study had no part in
developing. ’ . x
ctudents in the Gessner study were 119 second-year medical students
in  asic gencral science course. Ten faculty members taught the 23
sub,.ct areas in the course. Students attending the last lecture of the course
evaluated the subject areas with regard to “content and organization”
and "presentation.” A three-point scale was used: good, fair, or poor, and
ratings were assigned values of +'1, 0, and - 1. A weighted mean rating
for each subject area was calculated. A departmental committee prepared
departmental examinations from questions submitted by the individual
faculty members. On this examination, performance for an arca was de-
termined as the mean class performance for that area. Five weeks after
the course was completed, 116 students also took Part I of the National
Medital Board Examinatign. Questions from this ¢examination were class-
ified into the subject areas by two members of the faculty. The difference
between the percentage of the class and the nationwide sample who an-
swered each question correctly was calculated for each item, These units
of differences were averaged for each subject area and were used as the
measure of class performance in the subjgct areas of the national exam-
ination. It is not clear why Gessner chose to use these units of difference.
The use of the class and the national group in the study has been criticized,
and one writer states that the design of the Gessner study lacked internal
validity (Leventhal 1975).

The significant correlation between class performance in the subject
areas on the national gxamination and ratings on “content and organi-
zation" was .77, and for the subject areas of the national examination and
“’presentation” the correlation was .69. However, when partial correlation
coefficients were calculated for these variables, with “relative emphasis”

"(the amount of time devoted to a topic) held constant, the correlations

dropped slightly to .74 and .62. The correlations between class perfor-
mance in the subject areas un the departmental examination and the two
rating dimensiuns were only .11 and .17, respectively. Gessner concluded
that:

2
.

It appears quite clear that student ralings of instruction and class per-
formance on national examinatiwns are positively related. the higher the
student ratings of the instruction they receive, the higher the class score
relative to a nationwide nornn. On the other hand, no significant corre-
lation is found between student ratings and class performance on i:sti-
tutional examinations. This suggests that both studdut ratings and class
performance on national nonnative examinations are valid measures of
teaching effectiveness. (p. 569)

. A readily apparent problem in this study is the loss of 41 (of the 119)
students who did not attend the last lecture and, therefore, did not rate
the subject areas on the two dimensions. The’results may well have been
different if the ratings of these 41 studengs had been included.
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Too, one could question the two dimensions that were chosen for the
ratings. The author did not describe the rationale used for choosing those
particular dimensions, Although the students rated 23 subject arcas, only

20 of*these were used in the computation of correlations. _The other three .

areas are nat accounted for. It' is possible that these dimensions of the,
course' were not included in the National Medical Board Esaminationi.
Ccrtanhly, since the two achievement measures were calculated in different
ways, there is some question in making comparisons of the correlations
involving them. Overall the study adds credibility to the use of student
ratings. «

In addition to using an achicvement test as a criterion, Wiviott and
Pollard (1974) also used a problem-solving exercise to measure “ability
to analyze, synthesize, and cvaluate course content” (p. 37). Resulfs of the
rescarch suggested that student ratirigs of instruction were not relaged to
scores on the achievement test and only contributed "shghtly 10 a regres-
sion model for problem solving. - -

Agam, as in previous studies, one of the criticisins of the Wiviott and
Pollard study is the small number of course sections. The sample consisted
of six introductory educational psychology sections at the University of
Wisconsin-Milwaukee. Whereas the researchers reported the sample was
composed of 138 undergraduates in the sections who had completed the
criterion measures and the course evaluation forms, one does not know
th¢ percentage of students enrolled in the course who were eliminated
from the study. 3 .

Subjects in the study were assured that their scores on the criterion
measures would not affect their grade in the course and that their scores
would not be given to their instiuctors. Since anonymity was not provided
for, it is possible the scores were not true measuresof the students’ ratings
of their instructors, ) "

It is not clear from the report whether the instructors of the sections
were teaching assistants. The researchers stated, however, that teaching
assistants had administered the student evaluation iastrument. The re-
scarchers administered the tasks. A modcl answer was used to score the
problem-solving exercise, and "inter-rate’ rchablhty was reported to be
78,

In addition to scores on an achievement examination, McKeachie, Lin,
and Mendelson (1978) also used interest in advanced psyt.hologv courses
and attitude toward _psychology as criterion nieasures. Although’ most
resdarchers have measured achievement by a final examination given at
the end of the grading period, McKeachie, Lin, and Mendelson also looked
av delayed measures. 'Tﬁcv state:

Probably the oldest objection to student ratings is the comment, “I did

. ot really appreciate some of my best teachers until sometime after the
course had ended.” Another contmon quote is, “Most of what a student
learns and puts on a fmal examination is fargotten by the next week.” (p.
352)
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MCKLaChlc. Lin, Mendelsun, (1978) therefore, eompared students’ in-
terest ia advanced psychology courses, scores on the Introductory Psy-
chology Criteria Test, and scores on the Attitude Toward Psychology Scale

. to student ratlngs of instruction at the end of an introductory psychology

course and again 14 months after completion of the course. The ratings
of instruction were not bighly related to the<criterion, measures at efther
of the two time periods. The measure of attitude toward psychology was
the only follow-up criterion that had a rank order correlation with student
ratings that the authors labeled as ““substantial’’(.66).

The sample consisted of only six instructors at the Uniyersity of Mich-
igan who were all advanced graduate students. The student rating in-
strument consisted of items derived from the form reported by Isaacsun
et al. (1964). In the study, the researchers svere able to lucate 124 6 the
original 152 stydents enrolled in the six courses. Students were sent letters
with the quest:  aaire and were offered three dollars to complete the
questionnaire.  he students located, 92 (74%) responded (61% of the
original sampl.  The rescarchers reported that the respondents did not
differ sign.tic an. [y from the nonrespondents on the measure that had been
comple... . th. end of the course. On the questionnaire, only ten items
of 48 th.t wure used at the end of the course were included from the
Introducto v Psychology Criteria Test. Other than the positive relativnship
of attitude toward psychology and student ratings, the study dues not lend
much support to student ratings, it should be noted that the instructors
were TAs rather than full-time professors. ,

Studles Using Criterion Mcasures Other Than Achievement

Final examinations are the most commonly used criterion measures of
teacher effectiveness. Many instructors argue that sume of their most im

portant vbjectives cannout be measured by final cxamination scores. The
ability to arvuse interest in the subject matter should be une uf the unteria
of effective teaching. It has been stated:

While awakened interest 15 uot au educational outeome, we nught expec:
that when a teacher has aroused irgerest in his field, his students will be
likely 10 elect another course in that field. Thus"in @mpariug the effec-
tiventess of instriciors e a mdtisection course, we wight campare the

. percentages of their students who clu.lcd advanced courses. (McKead hiie

aund Solowou 1958, p. 379}
* 9

McKeachie and Solomon, thcn proceeded to validate instructor ratings |
against e percentage of students who took advanced coeurses. Data were
collected uver a period of about three years from students in about cight
advaaced psychology courses, Students wére asked to report the i instructor
and semester they had taken the beginning psycholugy course. At the end
uof sume semesters students in the beginning psychulugy course respunded
to two items that, had to do with an overall rating of the instructor’s

- effectiveness and an overall rating of the course. Instructors were ranked
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on the ratings on the two questions and on the perceptage of students

taking advanced courses. In two of the five semesters,
instructors were significantly correlated with the perce
clecting to take advanced courses-{63 and .41).
Stallings and Spencér(cited in Alcamoni and Spencer
a different type of criterion measure, They compared s
nine instructors of accountansy at the University of Ilinoi

he ratings of the
htage of students

1973}, employed
fudent ratings of
5 with ten judges’,

ratings of the instructors. The judges, who were measurement specialists

and teaching assistant< *. _.n the speech department, rate
of the instructors on a three-point scale., Students rated t

{ video tape clips’
hé instructors on

the IHinois Course Evaluation Questionnaire, (CEQ). Total scores on the
CEQ for each instructor were averaged and ranked, and the average in-
structor ratings by the judges were also ranked. A significant Spearman Y,
rank order correlation of .70 was obtained between ranks on the CEQ and
the average rating rankg. . ' /
Finally, McKeachie and Lin (1978) compared student yatings with rat-
ings given by trained observers. McKeachie and Lin used graduate student y
observe.s trained in a categorization system to evaluatp 20 tcachcrsg?
¢

)
three introductory psychology courses at the University of Michigan. T

researchers report that such data are difficult to, obtain because of the
costs in training observers. Since a factor of many studegit evaluation-of
instruction instruments is “'rapport,” student ratings on that factor of the
Student Perceptions of Teaching angd Learning were corfelated with ob-
served teacher acfs relating to*“warmth™ and “*agreement,” The “rapport***
fz\ctor\‘consis\cfl of three items that related to the instrgctor being per-
missive, friendly, and invitjng criticism. One correlation between the stu-
dents’ rming.{) of the instrictor being friendly and the.pbserved behavior
of “agreemept” was significant (.61). MeKeachie and Lin state that the
“study lends some empirical support to the prcsumplﬁm that student
ratings of t),aching are based on teacher behavior™ (p. 47).

Teachers in,the study ranged in experience fRom zero ‘lo 27 years. The
graduate ﬁldcnts ubserved each class approximately six times during the
term. Sian the three introductory psychology courses were not described
in the stydy, it is perhaps possible that the nature of the c[iﬂ'crcnt courses
could cause thesame teacher to have quitedifferent ratings on “rapport,”
"warmth,” or “agreement”’ for the different courses, | — i

Taken together, comparisens of teacher ratings to criterion measures —_
other than achievement lend some criterion validity totthc wse of the

tings. Howuver, as in the use of achicvement as a criterion, these com-
pariguns with other measures indicate there is a great dedl more to eval-
_uating instruction than can be accounted for in this type ¢f comparisvn.

. ’
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An overall examination of criterion validity studies of student evaluations
of college instructiun suggests four major observations. The first of these
obscrvations js that the majority of the investigations cited in this mon-
vgraph reported sigiificant positivé correlations between stident ratings
A . Lo e .
of instruction and criterion rheasures held 10 be measures of effective
teaching. Therefpre, there appears to be sufficient criterion validity data
to support the use of student avaluations of college instruction. This syn-
(hLSlb of the findings ofmany studies indicates that the student evaluations

of instruction are apping into an important dimension of (cacnmg Thus,”

“stident evaluations canbe a dcfensnblc part of an instructor’s evaluation
and can contribute to the improvement of teaching., o

The second major observation that ¢z.. o ‘rawn from these studics
is that the relationship between studéat cvaluations of instruction and
criterion measures is by no means pérfect. Although the majority of the
_investigations cited in this monograph reported a significant positive cor-
“relation between ratings and criterion measures of effective teaching, that
correlation was almost always a modest one. Several rescarchers reported
nusignificant correlations. Apparently a great deal more goes intoeffective
lcachm}; than can be easily evaluated with student evaluation-of-instruc-
tion instruments, therefore, these evaluations should not be the sole ve-
hicle for judging the cf&.cuvcn&ss of instruction.

Student L‘valuauon instruments have been increasingly widely used in

making decibions about tenure, promotion, and merit. pay of college in-
structors. Qbviously, Tonsidering the modest correlations and the muth-
odolugical prublems in the literature cited in this monpgraph. these ratings
should nqt be the sole criterion. Aleamorii (1976), states that it would be
invalid 1o use student ratings as the only basis for decisions about z\n

"

instructor's effectivencess, He further adds: . N

- ? .
it is important that instructional evaluation systems designed for admin
istrative personnel decisions include evaliations of colleagues, course con

tent, course materials, course objectives, instructor self-ratings, quality of

student learning, and so forth, in addition to student ratings. (p. 609)

Even when student ratings are not used for personnel decisions and
are used only for the imprgvement of instruction, the instructor should
realize that the research indicates that student evaluations do not tell the
whole story. Additional sources of feedback would appear to be needed.

A third general observation is that there is a discernable trend in the
fiequency with which certain student fating variables appear as leading
indicators of effective teaching. First, items relating to an vverall rating
of the instructor or overall scores on the instrument were often listed as
significant predictors of teaching effectiveness. Cohen (1981) also puinted
out in his meta-analytic study that an overall course or an overall instruc-
tor item correlated highly with student achievement. Such an overall item

or an overall evaluation score is of some use in decisions about tenure,

promotion, and merit pay, but it would not be very useful in the improve-

P
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“4 ment of instructiod, one of the primary reasons for student evaluatiém-of—
instrugtion instruments. Teachers need much more information relating
to specific strengths and weaknesses if they are to make any adjustments
in their teaching. . e
. Benton (1979) exanfinéd 19 studies that reported the n:@? of factors . * ..
of student evaluation of instruction instruments. He Tound that the 113 .
named factors™of the various studies could be classified into cight cate-
gorie;.'}l\gg categorices, in order of the frequency of appearance, were:
" skill 6f instructor, student-teacher interaction, course organization and
/e&cnt. feedback to students, course difficulty and workload, motivation,
importance of the course, and attitude of instructor. The overall exami-
nation of the studies reviewed in the present monograph indicates thit
the first three categories listed by Benton were often listed as significant
predictors of some measure of teaching effectiveness.

The category mu.t often mentioned in the studies as a significant pre-
dictor of teaching effectiveness related to the skill of the instructor. This
category appeared more than two times as often as the second best pre-
dictor. Factors labeled “skill,” “lectures,” “presentauons," “‘presentation
clarity,” "prcscntatl_dn skill,” “expository skills,” and “class presenta-
tions” were included in this skill-of-the-instructor category.

The second category most often listed as correlating signifcantly with
achievement was orgamzatlon and content. Factors labeled “organization-
planning,” “planning,” and “course organization” were included in this
category. .

The third category most often found to significantly ecorrelate with o
instructor effectiveness was interaction ax d included factors labeled i
teraction” and “student-faculty interaction.” Although factors rclatmg tu
the other five categories reported by Benton were sometimes reported s
significant predictors of effective teaching, the infrequency of thcnr ap-
pearance gives then much less credibility than the three mentioned above.

It is interegting to note that in the meta-anal,;sns reported by Cohen
" (1981) skill and structure correlated “highly” with achievement, whereas
interaction correlated “moderately”’ with achievement. The pre-ent study
and the Cohen meta analysis seem toindicate that factors 1clating to skill
of the instructor and to vrganization and planning or structu.e are factors
that correlate highest with teacher effectiveness. Therefore, in selection
of an instrument designed to measure teacher effectiveness, it is recom-
mended that an instrument should definitely possess these two factors,
and that they should carry more weight in faculty tenure, promotion, and :
pay decisions than uther factors of the instruments. Further, instructors
secking to improve their teuching should attend most carefully to these
factors. L g

The fourth major observation drawn from the present anal)sE is that
a definite'need still exists for inore criterion ¢alidity studies of Atudent
evatuation of instructiun instruments, Future researchers in thls.}n.a need

. to give ruore attention wo the methudological problems previcusly cited.
Spcufi,uall) of the x'cwmmt.ndatluns listed by Benton (1974), th;x follumng

I »
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appear to have apphcatlon for future studies investigating the rclatlonshlp

of ratings and criterion mcasurc.s
1. Subjects should be randomly assigned to sections, and then instruc-
tors alsc should be randomly assigned. :

2. A large number of sections should be used.

3. Subject-matter content. should be essentially the same across the
sections.
4. Examinations with bc.m.r psychomctm qualitics should be used
(stch as rationale {or devising and revising ltcms and validity and
reliability information).

" 5. In addition to achicvement, other appropriate criterion measures
that cover the spectrum of instructor objectives should be used (c.g.,
attitude measures).

Also more standardized procedures for administration and scuring of in
struments should be evidenced in future reports.

It would appear to be advisable to replicate studies that have already
been repurted. If student rating forms with adequate reliability and va-
lidity information are used, one would be justified in determining whether
the relationships reported in the reviewed studies could be further gen-
eralized. In addition, further research that'is most urgently needed is.
(1) the comparison of ratings of TAs and full-time professurs, (2) the effects
‘ol the time during the semester or quarter the forms are administered on
the ratings of the instructors, (3) criterion validity studies that involve
advanced classes, (4) criterion validity studies that involve graduate casses,
and (5) the comparison of rating forms developed empirically and those
developed rationally. .

* The table un pages 36-40 is a summary of the studies reported in this

monograph that examined the relationship of student ratings of instrue
tion and criterion measures. Although parallel data, wete not reported in
, all the studies, the table shows the largest significant correlation 1eported
"in cach study.,
. These largest correlations are squared to indicate the proportion of
variance (common variance) shared by the two variables  the criterion
and the¢ student ratings. Commor. variance has to do with the variation
in one variable that can be attributed to its tendency to vary with the
other. For exampley if an obtained correlation of .50 is squared, the re-
sulting value is .25. This'indicates that we know 25 percent of what we
necd to know to make a perfect prediction of une variable (the criterion)
from the other (the result of the student rating).

The range of the significant correlations (.75 to .96) indicates that
the findings are highly inconsistent. Further, when there was a slgmhmm
relationship between the ratings and the criterion, the amount of variance
accounted for was usually not largs Examination of the table suggests
several possible reasons for the inconsistency of the findings. One of the
most obvious possibilities is that many of the studies were based on small
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Studies Examining Relatlonship of Student Rat‘ings of Instructlon and Critérion Measures

- Student Largest Largest
’ Evaluation Significant Significant
Study Sample Instrument Correlation Reporied Correlation Squared
ﬁchig (1953) 5 sections of intro. psy- Purdue Scale for In- . 46 .21
: . chology struction

Benton & 31 sections of freshman . Student Instructional 62 39
Scott (1976} English- Report, Inventory of

. Student Perceptions of ) ,

v Instruction
Blass (1974) 1 introt. psychology Course Rating Sheet 73 53
course-
Braskamp, 19 and 17 instructors of 3 global items, items 58 .34 -
Caulley, & psychology from Costin (1971),.
Costin (1979) items from form de-
scribgd by Isaacson et
¢ al. (1964) “ *
Bryson (1974) 20 sections of college al-  12tems frown a “rou- .68 ' 46
) gebra, 14 instructors tinely administered fac-
ulty and course '
. evaluation form”

Canaday, one-section anatomy total scores on a 3l-item 42 18
Mendelson, & course questionnaire (further .
Hardin (1978) described) .

] ~
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Centra (1977)

72 sections of 7 different
«courses taught by 74
teachers (no TAs)

Student Instructional
Report

92

Cohen &
Berger (1970)

25 sections of a basic
natural science course

Michigan State Univer-
sity Student Instruc-
tional Rating Report

48

23

Costin (1978)

96 TAs of intro. psychol-
ogy over-a 4-year period

5 items from a form de-
scribed by Isaacson et
al. (1964)

31

Doyle &
Crichton

~(1978)

12 instructors of com-
munications

4 items from factors
identified by Doyle &
Whitely (1974) + 2 sum-
mary items

Doyle &
Whitely
(1974)

12 TAs teaching begin-
ning French

Student Opinion Su;'vcy

S

26

Endo & Della-

Piana (1976)

8 sections of trigonome-
try, 5 instructors

Associated Students of
the University of Utah
Course Evaluation

76

58

Frey (1973b)

8 instructors of intro.
calculus & 5 instructors
of inultidimensional cal-
culus

A Northwestern Univer-
sity instructional rating
form

91

83

44




"Frey (1976)

7 sections of intro. cal-
culus

not specified

S0

81

& Beatty
(1975

Frey, Leonard,

12 and 5 sections of in-
tro. calculus, 9 sections
of ed. psychology

Endecavor Instructional
Rating Form

-

.85

a2

Sunygovaj 2335100 Sunvy w 3¢

Gessner (1973)

10 faculty members
teaching 23 subject
arcas of a basic science

. course

ratings of cach of the
subject arcas regarding
content, organizalion,
and presentation

a7

59

(1978)

L.

Hsu & White

12 classes of undergrad.
uate cducation courses,
' instructors

*=

Inventory of Student
Perceptions of Instruc.
tion, Instructional Im.
provement Question-
naire

53

& Thomas
(1975)

*  Marsh, Fleiner,

18 sections of intro.
compuler programining

46-item instrument de-
veloped at the Univ. of
California, Los Angeles

55

all (1980)

Marsh & Over-

31 sections of intro. to
computer programming
applications

«
33 items from 7 factors
and 3 summary items

42

Lin (1978)

McKeachie &

. 20 instructors of 3 intro.

psychology courses
~

“rappurt” factor of Stu.
dent Perceptions of
Teaching and Learning

37

45
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McKeachie, 5 studies: ' ,variat}ons of the Isaac- -
Lin, & ] (1 a, 33 Seclious,gggcri- son ¢t al..(1964) scale (D) a. 42 (1) a. .18
Mann (1971) cral psycholbgy ™™ - i P
b.'34w§e"clions-of Voo i b. 40 b. .16 ' .
. general psychology i
= : " (2) 32 sections of gen- } . 2) —— (2) —
/ - eral psychology’ ' ,
- (3) 6 instructors, no.of ’ ' (3) .65 ¢ 3) 42
. ) * sections not specified - . .
(4) 16 sections of 2nd yr. 4) —— @) —
- French
(S) Intro. economics \ (5) .72 (5) 52
taught by 18 TAs - )
McKeachie, . 6 sections of intro. psy- items derived from form 66 A4 ”
Lin, & Mend- chology, 6 TAs described by Isaacson et
elson (1978) : al. (1964)
McKeachie & approximately 8 ad- 2 global items 63 40 .
Solomon vanced undergrad. psy- .
» (1958) chology courses over a 3-
s year period
o =
8] Morsh, Burgess, 106 instructors of a hy- global item + 4"ralings 46 21
& & Smith (1956) draulics phase of an air-  on qualities of the in-
% craft mechanics course structors L
8 .
i ‘ 1:3‘ Orpen (1980) 10 sections of mathe-_ Teaching Rating Form, a 75 / 56
} ® matics, 10 TAs version of the form of /o Lt
| é - . McKeachie et al. (1971) / .
| ,

46
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Rodin & I-{odin “teaching assistants” of  one global item ~ =35 56
(1972 12 sections of under- R
. graduate calculus .

Stallings & 9 instructors of bcgin-‘ Illinois Course Evalua- 70 49
Spencer (cited ning accounting tion Questionnaire

in Aleamoni &

Spencer 1973)

Sullivan & 130 sections of 10 differ-  researcher-desigried .53 28
Skanes (1974) ent courses form

_ Turner & 16 and 24 sections of be- 30 items from scale of -.52 ’ 27
-Thompson ginning French taught Deshpande, Webb, & -
(1974) by TAs - ' Marks (1970) + 3 addi-
tional items
Whitely & 5 professors, 11 TAs of Student Opinion Survey .80 64
Doyle (1979) “beginning mathemat-
icS’l
Wiviott & 6 sections of intro. ed. 25-item rating scaleand ~—— —_—
Pollard (1974) psychology the grade A-F assigned
to the course
;
\// \ ~
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sample sizes. Very few of the studies had large enough sample sizes to
merit confidence_in the stability on the results. Approximately one-third
of the studies were based on samples of less than ten sections.

A second possibility results from the diversity of the types of courses
that used the evaluation forms. Among the subject areas reported in the
studies were psychology, English, mathematics, science, communications,
French, government, and computer programming. Most of the courses
were beginting courses; a few were advanced. It is entirely possible that
one subject area may require a different type of teaching than another,
and that the type of teaching in advanced courses is very different from
the teaching in beginning courses. Perhaps in the advanced courses the
number of students in various sections would be smaller than the number
of students in beginning courses, and this difference could affect the rat-
ings. Nane of the studies concerned graduate classes, yet mary colleges
and universities are presently using evaluation forms in graduate classes.

Another possibility for the diversity involves the number of types of
evaluation forms used in the studies. Indeed, it was rare to find two studies
that used the same form. Many of the researchers were so vague in de-
scribing the instruments they used that it would be impossible ta replicate
their studies. Other researchers used forms that lacked rationale for de-
vising items, lacked provisions for revising items, and that had nv relia-
bility and validity information., Some researchers used a portion of items
from other instruments but offered mo reliability or validity for those
items. Marsh and Overall (1980) suggest that even if different ¢ valuation
instruments that had similar factor labels were used, there is no guarantee
that the factors are indeed the same. Rating forms have been develuped
in several different ways. Benton (1979) reports there are two approaches
to developing items to be included in the final form of instraments. a
rational approach and an empirical approach. The review of the literature
does not indicate which of the two types of instruments would be the
better predictor of criterion measures. In many cases une does not know,
when reviewing the research, whether an instrument was devzloped by
one of the two approaches or whether the items on the instrument simply
have face validity.

Another possiblity is that many of the studies did not distinguish be-
tween who was being evaluated, TAs or full-time professors. Although
apparently the majority of these studies used TAs, the findings h..ve been
overgeneralized to represent college and university teachers in general. It
is not easy to set up such studies involving full-time professors. One sus-
pects it is exceedingly difficult.to get a large number of professors to use
a common examination, textbook, and syllabus. Unfortunately many full-
time professors’ salaries, tenure status, and promotions are being deter-
mined, at least in part, by these instruments that have too little empmcal
research with full-time professors.

There is some evidence that the evaluation of TAs and full-tim. pro-
fessors is significantly different with such instruments, and that there is
greater criterion validity support for the use of student’ ratings for full-

.
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time, experienced professors than for their use with TAs. Until there is
evidence to supporn the practice, it is recommended that [ull-time pro-
fessors not be evaluated using instruments on which the only rt.lldblllly
and validity data have to do with TAs and vice versa.

There are other possibilities not reflected in the table that cotld have
contributed to the variation in the reported findings. Sume ol the studies
present little evidence that student evaluation instruments were admin
istered under standardized conditions. It is, perhaps, common knowledge
that a lack of anonymity alfects ratings and that if an instructor remains
in the classroom, the ritings will be different than if the instructor leaves.
Only a few researchers reported whether the latter was a part of the
procedures. Any number of other variations in the administration of the

. rating instruments could have contributed to differences in results.

Another possible source of the diversity concerns the cniterion measures
used in the studies. In some studies psychometric properties of the n-
struments are not known. In other instances no information was reported
about the scoring of these criterion measures,.

Another possible reason for the inconsistent findings is that many of
the studies have not provided adequate control for initial differences in
the sections of the courses. Some rescarchers adjusted for initial student
ability but were not consistent in the measures used to adjust for ability.,
Other rescarchers used no control fur initial ability. It has been previously
mentioned that the sections could be different in other areas;” such as
motivation, Which could affect evalvation of instruction. Sume researchers
used samples in which the students selected courses without knowing who
the instructor was to be, a procedure that is less adequate than tandom
ization. In only two studies were students randomly assigned to scetions,

Another factor that could have caused results to differ was the time
the evaluations were administered. There is no ideal time to do so. There
is evidence that cvaluations administered as early as mid-tetm will have
different. results from those administered’at the end of the course. When
administered before the final examination the students hatve not experi
enced an important part of the course that should be apart of the instructor
evaluation. Also, when the ratings are administered at the time of the final
examination, test anxiety might contaminate the instruction evaluation,

Frey (1973b) indicates that when student ratings are made alter the
grades are known the course evaluation might simply reflect the students’
acceptance ol their instructors’ evaluations of them. Frey also mentions
a “retaliation thOthblS, i.c., the students may tend to mark lower an

instructor who has given them a low grade. Rodin, Frey, and Gessner
(1975) mention the “reward hypothesis,” i.c., the students may tund to
mari- higher an instructor who has given them a high grade.

Al .hough it is rarely mentioned in any of the research and could not
be accuented fur in the summary table, une research design problem fu
ther clouds the issue. Most research prujects of this nature depend upon
instructors who will vulunteer to be evaluated. It may be that fewer of
the pour instructors volunteer, thus, there is nut as much \‘ariabilit) in
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the teacher rating scores in the samples as might be representative of the

3

.

)

total population of college instructors. In other words, there might not be

a truly representative range of teaching abilities in the various subjects

" of many of these studies. Perhapsif the range of instructors were increased,
a greater relationship between student ratings of instruction and'measures
_of teacher, effectiveness would exist.
Howc\{.r, in defense of these studies, one should notc that most of the
actual use of student evaluation instruments depends on the faculty mem. .
bers volunteering to use them. Most colleges and umiversities »imply say
that some kind of defensible evidence must be produced to support a
teacher’s candidacy for promotion, tenure, or merit pay . Many pwfussors
turn to student evaluations for such evidence. Obviously those who know
»they are going to get poor student ¢+ aluations are not going to use them

»

Q

if they can possibly avoid it. Thus, 2v2n though the volunteer aspect of

the student evaluation-of-instruction studies may be a limitation because
it does not accurately represent the total population of college teachers,
it probably is a strength because the volunteer aspect may accurately
represent the actual present use of such instruments.

As long as a great many unresolved questions remain about academic

freedom and evaluation of teaching, it is likely that a certain amount of

volunteerism will continue with the use of student ratings of instruction.
Student cvaluations of instruction have long been usediby individual
instructors to help them improve their teaching. In recgnt years colleges *

and universitics have had to become acutely aware of the pussibility of

litigation with personned decisions, This concern with litigation has foreed
institutions of highcr learning to look for evidence o substantiate per-
sonnel decisions. Those seeking the improvement of teaching and those
secking a mure objective daga base for decision making hav ¢ turned more

and more to student evaluations of instruction.

As with all cases of evidence, concern must eventually turn to the
quality of that evidence. Many criticisms have been leveled at student
evaluations of instruction. Some of this criticism has come from mea
surement and evaluation experts. Much of it comes, one suspects, from
professors and teaching assistants who do not get very good student eval
uations. In considering these criticisms of student ratings one must turn
to flundamental questions of their legitimacy. No ratin@ procedure should
be used to modify teaching methods or in uni\crsitz/gp\crnancc unless
that procedure has established validity,

Of first consideration in matters of student ratings is the question of
»how well dostudent ratifigs hold upl\\fncn compared
A

criterion < alidity, j.c

1o accepted indicators of good and poor teaching,

It seems quite clear that student ratings of instructign provide good
cvidence of the quality of teaching. However, they provide evidence only,
they should not be considered to be more than evidence. They should
never be considercd alone as positive proof. It is quite clear that there is
something more to teaching thaf can ever be totally accounted for by
those who are taught.
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