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S . MI']{AH CURRICULUM MATERIALS <.

"The military-developed curriculum materials in this course
.package were selected by the National Center, for Research in
Vocational Education Military Curriculum Project for dissem-
ination to the six regional Curriculum Coordination Centers and

other instructional materials agencies. The purpdse of ;
disseminating these courses was to make curriculum materials
developed by the military nore accessible to vocatlonal
educators in the civilian sett.mg.
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“The course natenals were acquired,, evaluated by prcject
staff -and pract:.ta.oners in the field, and - prepared for .
dlssamnatlon. Materials which were specific to the mlltary
were deleted, copyrighted materials were either cmitted or appro-
val for their use was obtained. These course packages icontain
curriculum resource materials which can be adapted to support
vocational instruction and curriculypm development.
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. The National Center for Research in .
,Vocational Education’s mission is to increase

- the ability.of diverse agencies, institutions,
and organizations to solve educational prob-

., lems'relating to individual career planning,
preparagion, and progression. The National . v
Center fulfills its mission by: . .

-

The 1ational Center for Research
in VYocational Edugalion

BICP SN0 B as) - PESY Auudy DPEL « Abitanay S081T S0 L

« NOLYING3 TYNOLLYJ0A NI HO¥Y3SIY 404

SO W) /NECAEI0ALD evrd

. Gen'érating knowledge%through research
] .

- o Developing educational programs 'anq
products . P
*
.* Evaluating individual program needs
and outcomes: A ‘

, * Installing educational programs and . \
products .. | L

SR .:,_.».

L

¢ Operating information systems and -
. 4
* . services : .

T .
SRS o

.,,
w0
2,

P

Ny
Poaits
e S

=
Y s
A K

-,

. ‘e \Condu.ctihg leadership development and -
_training programs ‘

R
503

L3 ) . ’
. FOR FURTHER INFORMATION ABOUT
" Military Curriculum Materials - ) . ) ;
WRITE OR CALL 7 ' < ' M

Program Information Office - :
The National Cenier for Research in Vocational .
/ Education - .
* The Ohlo State-University
1960 Kenny Road, Columbus, Ohig 43210 .
Q 4 Telephone: 614/486-36565 or Toll Free 800/
‘ 848-4815 within the continental U.S.

+ {except-Ohio)




Military
Curriculum Materlals
Dissemination Is . . .

What Materials
Are Avallable’?

P S R - o P A SUR7Y" |
! : : e
S P Aded x . A} L L ‘,._r.'\.é T V08 TS SO S P CL
Lagl r
. 4
v - _
an activity to increase the accessibility of 4 One hundred twenty courses on microfiche

milijary-developed curriculum mategials to
vocational and technical educators.

his project, funded by the U.S. Office of
Education, includes the identification and
acquisition of curriculum materials in print
form from the Coast Guard, Air Force,
Army, Marine Corps and Navy.

Access to military curriculun, materials-is
provided through a “Joint Memorandum of
Understanding’” between the U.S. Office of

Education and the Department of Defense. ~
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The acquired materials are reviewed by staff
and subject matter specialists, and’ courses
~ deemed applicable to vocational and, tech-

nical education are selected for dissemination.

The thional €enter for Research in’
\Vocational Education is the U.S. Office of
Education’s designated representative to

acquire the materials and 'conduct the project

activities.

Project Staff:

Wesley E. Budke, Ph,D?T’Director
National Center Clearinghouse

Shirley A. Chase, Ph.D.
Project Director
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(thirteen jn paper form) and descriptions of
each have been provided to the vocatienal
Curriculum Coordination Centers and other

nation.
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'mstructuonal matenz?l? agencies for dissemi-

Course materials include programmed

instruction, curriculum outlines,

instructor

guides, student workbooks ‘apd technical

manuals.
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The 120 courses represent the following
Sixteen vocational subject areas:

Agriculture
Aviation .
Building & '
Construction
" Clericg
Occupations
Communications
Dialting

Electronics
Engine Mechanics

.
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-Food Service

Health
Heating & Air
Condmomng
Machine Shop
Management &
Supervision
Meteorology &
Navigation
Photography
Public Service

The number of courses and the subject areas
represented will expand as additional mate-
rials with application to Vocational and

technical education are identified and selected

for dissemination.
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~ This course is desngned to prepare alectronic personnel for further raning in digitai techniques. it presents need-to- know information whigh s bas-c ’

to eny mamtenmce course on d:g:tal equ:pment. The course consnsts of five lessons.

Leson1 -

,

Lesson 2

Lessonfg

N
8Binary Arfthmetic covers number systems, decimal systems, features of numbe; systegns, the mathematical form of noiation,
number systemmonversxon matﬁematuc operations, and specrallv coded systems.
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Boolean Algebra discusses basic functnons, signal levals, the apphcatson of Boolean algebra Boolean eQuanons drawing
logic diagrams, theorems and tfuth,tables and s:mphfymy Bgolean equmons.

.

. 1.

Logic Gates explains diode logic circuits, transustor logie c‘rcu-ts, NOT cnrcuots, EXCLUSIVE OR circuits, and operatoonat

amlyses. L .- - ;

-
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Logic Flip-Flop, Nonlogic Circuits, Magnetic Cores contains three ‘sections. Sectlon 1 discusses bistabie multnvnbrator'fhp-flop
input curcultry, three-input flip-flop, and lognc flip-flop with logic gate inputs. *Section 2 descnbes the emitter follower,

pulse amplafuer relay driver, Javal restorer, delay lines, Schmitt trigger circuit, single-shot multivibrator, and inverter. Section
3 dlseuges Hysteresis loop, thq metallic ribban core, and fhe ferrite core.

Logic Circuits diseusses countgers, regnstérs, adders, decoders and analog-to-digital encoders.

Each lesson eonums reading assugnmfnts and review exercises. No ob;ecttves Or answers to the exercises are availabie. The course is designed for student
seif-study and presents basic information concemmg computer logic and electronic maintenance.
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Chapter 1

BINARY ARITHMETIC

INTRODUCTION s

1-1,

Probably before prinfitive men left their caves for larger community living, they felt a.
: . need to count their animals, ornaments, and other pessessions; and to keep track of how many
\ * they owned, ’ '

) Later, as' they lived in more complex groups,'and'bou!ht, sold and bartered, their need
\ for means of coiinting, measuring, cgmputing, andrecording became greater,

L. Man started coﬁntmg with his 10 fingers, or digts (the .Latin word "digitu"' means finger),
» - As long as the number he counted was 10 or less, he did well, But how could hg show a n}xmb:;k

. « \like 18?7 He could call in a friend to hold up 10 fingers whilé he held up 8, Perbaps at this po
" "Ne developed the idea of equivalency, or carryover, and signified that 1 finger of hid left hand
equaled S fingers ‘of his right hand. Thus he could hold up 3 fingers of Ais left hand (15) and 3
of his right hand to show 18. Perhaps he used hig friend again and made his 10 fingers equal
to 1 finger of his friend. Then 18 could be expressed as 1 finger of his friend and 8 of hig own~-
a method that extended his counting ability to 11 x 10, or 110. .

>

/
1-2. NUMBER SYSTEMS M

a. In some ancient‘civilizations, man used his fingers and toes to count, and a numbering
system with 20 different symbols arose, In some ingtances, only 5 different symbols were used,

. Now many different numbering systems are possible; for example, the decimal (10- digit)
system. The number of different symbols or digits used in a{)number system is called-its bagse,
* or radix; Although any numbering system is possible that has a radix larger than 1, few systems
besides the decimal system have any practical use today. These are the binary with a base of 2,
- * the quaternary with 2 base of 4, and the octal with a base of 8. ©
b. Most digital equipment uses the binary number system because it involves’only two differ-
ent symbols: 0 and 1. Thus each digit of a binary number can represent a logic situation of yes
or no, Since only two symbols are used, only two different signal conditions are needed to
repregent them, This simplifies design and improves accuracy, A large number of electronic
.components are 2-state (on-off) in nature; for example, a relay energized or deenergized, a
. - vacuum tube conducting or cut off, a switch open or closed, a light bulb on or off. i

1-3, DECIMAL SYSTEM .
a, The decimal numbering system employs 10 different basic symbols: 0, 1, 2, 3, 4, 5, 6,
‘ N 7, 8, and 9; each of these is called a DIGIT. They are also referred to as Arabic numerals,
° because the Europeans adopted them from the Arabs. The Arabs, however, pointed out that
their number nbtation system was the work of the Hindus, They did not claim to have invented .
it themselves. Figures or numbers without the zero were found about 300 B. C. n a cave in the
hill of Mana Ghat in central India. The zero appeared about 800 years later.

b. A count using the Arabic numerals can be made up to number 9, with a different symbol
to represent each different quantity, To represent a number larger than 9, place-value must
be used. Place, in this case, is the position of the symbol with respect to the decimal point,
It determines the power of 10 by which the digit in the place will be multiplied:~ (The .Hindus also
’ invented the digit place-value feature which is an important part of the decimal system,) We
) have become accustomed to the use of Arabic numerals in the decimal system of number nota-
tion and no doubt this system will continue to be popular for everyday use, However, our civili- «
* zaton is advancing rapidly in the scientific fields, and other number notation systems are ’
finding favor in such applications as high-speed electronic devices, Therefore, it is important
that we review the basic cbncepts of positional numbering systems using Arabic numerals so we
can fally understand any system that may be employed,
'

i-1
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L-4, FEATURES OF POSITIONAL NUMBER SYSTEMS

Three important features of positional number systems are point, place-value, and rgdix,
a. Point. The point 18 used to separate fractional parts of a number from whole parts The
point agsumes the pame of the number system in which'it is used. That 18, 1n thé-binary system

it is the binary point; in the decimal system, it 1s the decimal point, etc. ' s .

b. Place-value. The place-value of a digit is determined by its position with respect to the
point. To express the general form of a number symbolically, we use the letter D to represent
any“digit. Then we add a number to denote the position of the digit to the left on right of the point.

WHOLE PARTS : POINT FRACTIONAL PARTS - i p
ATH 3RD ©ND 18T “e 1ST 2ND 3RD 4TH ‘ '
DIGIT |. DIGIT | DIGIT | DIGIT DIGIT DIGIT DIGIT | 'DIGIT

D4 D3 Dz - | D1 . - D1 D2 D3 D4

When the idea of place-value was first déveloped, a space was used.to indicate when no
quantity appeared in a place-position. For example, 205 would have been written 2 5, and 5008 '
would appear as 5 8- - but this could lead to confusion. Does 5 8 mean 508 or 5008 ? This defect
led to the developmient of the place-holder system using a zero. Although zero has a numerical
value meaning no quantity, it serves a very important function as a place-holder in modern
mathematics. The idea of place-value has become very familiar to us through 1ts use in the
decimal number system; for example, 505, 5005, 50005. The zero is used for the specific func-
tion of place-holding so that the place-positions of all digits of the number are positively 1den-. .

tified. - ) N
c. Radix or base. The radix is written as a subscript to a pumber. It identifies the number ~
system and stipulates the total quantity of different Arabic numerals or symbols 1n that system. )

The radix is also referred to as the base of the number system.

When we desire to use all 10 Arabic nuinerals in writing any and all numbers, the radix, R
or base, is 10 and the decimal number system is indicated. In this system, any Arabic numenral
cad occur in a place-position, Examples: !

~]

. 503210, 24169, 100199, etc.

o Actually in order to indicate any and all quantities, we need use only the first two Arabic

numerals 0 and L. Since the quantity of different Arabic numerals wsed i8 2, the radix, or base,

_ 18 2; and the binary number system is indicated. In this system, only a 0 or a 1 can occur in a
Place-position of the number. Examples: ,

110119, 1010192, 11119, 1014, etc.

1-5. MATHEMATICAL FORM OF NOTATION

4

The following simple mathematical form is used to represent any notation system using
Arabic numerals: :
: Ng =... D4R% + D3R? + D2R1 + D1R® + D1R1 + D2R" 2 + D3R~3 + Da"4, . .

¢

NR is the number. Di, D2, D3, and D46‘eprlesent digif pogitions 1, 2, 3, and 4, respectively,
to the left or to the right of the point. R”, R", R2,"and R*® are the indicated power of the radix,
representing place-values of the associated digits. This form indicates that the total number 13
equal to the sum of the individial digit values, with digit value being equal to the digit times the
indicated power of radix.

a. Decimal system. As an example, we analyze the decimal number 5032:

v '

The general form of any number- - - -~ --------- Ng = D4R° + D3R2 + D2R! + D1R” c)

o 0
The general form of any decimal number ---=--=-- Ny = D4(10%) + D3(10%) +.D2(101) + D1010)
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Whicl';px;tayAbe stated ag --=--=~--- gemmmmeeeeae Nio = D4(1000) + D3(100) + D2(10) + D1(1) . 7
' Substituting the digits of. 5032 ~=-r--==-ammeas: soézlo = 5(1000) + 0{100) + 3(10) + 2(1)
Remo;nng parentheges - —-==---- emm e 5032, = 5000 + 0 + 30 + 2
. Compl-eting the'addi!i?n-~---------:---------9-503210 l ‘. ) .
L&oking at this example, we gee th;t: ’ <
<" DI tells how p';a-ny units (1°s) are in the number, o
. ‘ D2 tells how many tens (10°s) are in the number. .

‘D3 tells how many hundreds (10Qis) are in the number.
., D4 tells how many thousands {1000’s) are in the number.

\ By placing the Arabic numerals 5032 in the proper place-positions in the mathematical -
form, we saw that the number contained 5 thousands, 0 hundreds, 3 tens, and 2 ones. In practice,
we write a decimal number ‘in its final Torm without resorting to the mathematical form b:cause - -
we have committed to memory the meaning of each place-position. ,However, in other number
systems using Arabic numerals, you may not have committed to memory the decimal value of

each glace in fhe final form, so let us look at some examples, -

- . v
.

. N . ~

b. Binary system. stead of numbering in the familiar decimal system where place-value *
is ihdicaled in powers of ten, we are numbering in the binary system whose place-value 13 in-
dicated in powers of two. (Meantime, do not forget the limit placed on the quantity of different
Arabic numerals pgrmitted in the place-positions of the system chosen. ) In the bingry only 0 or 4
1 can be used as digits in the place-positions; therefore, we indicate the absence or presence of
a decimal I, 2, 4, 8, etc., by using 0 or 1 1n the proper place-positions. As an exampge‘, we
analyze the binary number 11001 ) ‘ . . .

The general form of any number ---fcc---ecemmm-. Np = psR? + D4r® + D3R2 + D2R! + D1R?
. _ Jg
The general form of any binary number -=---a-cu-- Ny = Ds(24) + Dad) 4 D3(22) + D2{2!) + D1(29) -
Which may be .gtated ag -------- S T N, = D5(16) +D4 ’(8) + D3(4) +€ii2) +D1(1)
Substituting the digits of 11001 -=---=c-cemmaeemau- 110013 = 1(168) +1(8) + 0 (4) +0(2) +1 {1)
Removing parentheses - ------e-oceouooeoooo 211001, =16 +8 +0 +0 + 1
Completing the addition === ===c==an-memcmoclooaae. 11001, = 25
’ Looking at this example, we see that: ' o -
. . D1 tells how many ones (1’s) are in the equivalent decimal number.
= D2 tells how many twos (2's) are in the equivalent decimal number,
« , D3 tells how many fours (4's) are in the equivalent decimal number.
. 7 D4 tells how many eights (8's) are in the equivalent decimal number.

D5 tells how many sixteens (16's) are in the equivalent decitnal number.

¢. Octal system. Instead of numbering in the familiar ones, tens, hundreds, and thousands
ag in the decimal system; or in ones, twos, fours, and eights as in‘the binary system, we are
numbering in ones, eights, sixty-fours, and five-hundred-twelves. Also, in the octal system we
are limited to Arabic numerals, 0 through 7, in the place-positions. We use these numerals in
proper place-positions to indicate the number of ones, eights, sixty-fours, five-hundred-twelves,
etc., that are in a number. . .
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As an example, we analyze the Jctal number. 31,

. The general form of any numl.;er--------------é ------- Np = D4R3'+ D3R?2 +\D2R1‘+ D1RY
* The general form of any octal number*--—-«--:;-.-;--~~ Ng = D4(8%) + ]?3(82) ;?-HD'2~(8.i) + D189 )

Which may be stated @8- =n=sxnngismammmmemmmeoees 31g = D4(512) + D3(64) + D(2(8) + D1{1) ot

v - b “ e .
Substituting the digits of octal 31-=-=n=nn - mmemmeeoemnn 31g = 0(512) + 0(6%) + 3(8) +1(1)
Removing parenthesis-------------;----------:---'---‘ 31g:=0+0+24 +1 ; ) ‘ .
Completing the addition==-====-==scmmemmeuec . ;---;- 31g = 251, - ‘ o )

, . Looking at thig example, we gee that; - ' i ) P
D1 tells how many ones (1's) are in the equivalent d;ciinzl numbe:r. h S ~
. D2 tells how many eights (8's) are in the equivalent decimal number. . .

D3 tells how many sixty-fours {84's) are in the equivalent decimal number.
4 tells how many ﬁve-hundred-t’\‘elves (512's) are in the equivalent decimal

number, . d . .
- N '
d. Summary. Letus write the value of decifnal twenty-five in different systems, using the
" format in which place-values are indicated. - ~
Binary: 2t 23 22 P (power of radix) . . Y s
: ) 16. 8 4. 2 1 {place-value) . ‘
) N o« 1 1. o o1 -?5,0 o . .
Ternary: 3¢ 33 32 3! 30 {power of radix)
81 - 27 9 -~ 3 1 « {place-value) -
| A L MR S
. Quaternary: 44 43 i 4 40 {power of radix) .
N * 258 64 16 4 1 {place-value)
N4 = 1 2 1 = 25]0 b - . z 2
Quinary: 5¢ 5% 52 5! 50 (power of radix)
625 125 25 5 1, (place-value)
N, = T 00 =2
Sexenary: -, 6* 63 62 6! 60 {power of radix) ) .
1296 218 36 6 1 (place-value) ’
NG s 4 1 = 25,0 ‘ .
geptemty: 74 7 7 7! 7° (power of )radix') )
T 2401  34% 49 7 1 (place-value) * ° ]
N, = 3 4 =255, ,
7
Octal: 8 8% g g g0 (power of radix) '
4096 512 64 8 1 (place-value) .
NB = 3 1 = 25]0 " ')
¢ ; -
Nonary: 9t 9° 92 gt g0 (power of radix): s,
6561 1728 81 9 1 (place-value) pron - _
N9 = 2 ) 'l = 2510 , . . 1
Decimal:  10* 10° 102 10! 10° (power of radix) . S
* 10000 1000 100 10 1 (place-value) . 7
Nw’ 2 5 = 2510
- \ . . ‘ . N
R -7 )
. , 7 ’
1-4
ls -
" = — ’ ‘:
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(At this poiht, you should be able to recall the fundamentals of notation in nurgbering

systems using Arabic numerals. If not, review the above points.)
' b

e J=6. NUMBER SYSTEM CONVERSION L
' One of the most important mathematical opgr:;tions is the convergion of 3 number from one
number system to another, . - <. 1
0 L 4
a. Decimal to any other gystem.
. - . . - & , . !
B \ (1) To convert the whole part of a decimal number, divide the integer and each successive
- quotient by the radix, or base,.of the new system. Continue until the quotient is 0. The-
remainder from the first division is the least significant digit (LSD) of the new number,
' The remainders from succeeding divisions are progressively more gignificant; the
refnaifider from the last division-is the most significant digit (MSD) of the new number.
Examgl): Decimal 100 conversion to AN R
- Binary 'I‘ern.lgi Octal
50 . . 33 12 R4
K 2/ 100 3/ 100 8/ 100 . -
100 : - 99 96 -
. 0 = remainder (1.SD) 1 = remainder (LSD) - 4 = remainder (LSD)
2§ 11 L .
R 2/750 .os 3 /33 8 /12 T
. 50 FER 8
0 = remainder 0 = remainder 4 = remainder .
. - i . “
- s
12 * "3 . 0 .
2/ 25 3/ ' 8/1
Y 24 .. .8 [} ., .
( . 1 = remainder. 2 = remainder 1 = remainder{MSD) .
PR ’ ‘s ‘ . . 1’ . " - .
) 2/12 343 Answer: 1445 = 100,
12 3
0 = remainder 0.= remainder
3 o \ :
2/6 3/1 <
[ ‘ | 9 -
= 0 = remainder /1 = remainder (MSD) -
Answer: 10201, = 100,,
' 1
v 2/.3 { ’
2
1 = remainder . s
- -, . g
‘ . 9 -
2/1 N
0 .
1 = remainder (MSD)

: . Answer: 11001002 = 100,o -
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{2) To convert the fractional part of a decimal number, multiply the given fraction and each
successive product (fractional part only) by the radix, or base, of the new system. In
each multiplication if a carry into the wnit column (left of point) occurs, this carry is a
digit of the new number; otherwise the digit is 0, The required new system of digits
is obtained in order from left to right, The opeération can be carried out for as many
places as necessary for accuracy.

.

X
. . e A Y .
Examgle: Decgimal 0. 11 conversion to
Binary K Ternary Qctal
A1 ' ’ 11 , . :
2 3 .8 .
(MSD) 0.22~ . (MSD) 0. 33 (MSD) 0. 88 . Y
0.22 0.33 . 0.88
.2 3
0. 44 0799 7.04
0. 44 0.99 0,04 ; .
2 3 8
0.88 L] 2,97 0,32 .
0.88 ./ 0.97 . 0. 32
2 T 3 ' 8 »
1.78 2,91 2,56 .
/0.76 o /0.91 702/0:56
L 00011 2 ,00222_ + 3 . - 8
(LSD) 1, 52 (LSD) 2,173 (LSD)\ 4,48 \
Answer: 00011 =,11 Answer: ,00222 =11 Answer: .07024, = 11,
E— 2 T BE—— 3. 0 . f 10 .
. . .
- Y . . ) R

(3) Another method of converting decimal numbers to any other system is by s%btraction.
It is simple-when the radix is small but becgmes more difficult as the radix becomes
larger. This method works the samé for the whole number and frdctional parts of the

+ number to be converted, as follows: - ‘ p

(a) Determine the largest power (place-value) of the new radix which caffi-be subtracted
from the decimal number in question. Enter a number equivalent to the number of
times this place-value can be subtracted into the place-position of that power of radix.

-

(b) If there is a remainder, repeat step (a:)- using the remainder as the number in ques-
tion, ' .

(c} Continue with this procedure until the remainder is zero or until the desired accuracy
* has been achieved. Zeros should be entered in those place-positions where a sub~
traction could not be made.

Example: Decimal 100, 1 conversion to binary-

27 2% 2% 24 23 22 g1 0 1 52 4
128 64 32 1% 8__ 4 2 1 .5 .25 143 0825 (place~value)
1 1 0 0 =1 0 0 .0 0 0 1 (answer)
. 4 .

-3 2-4 (power of radix)
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100.1 (27 or 128 is™teo large to subtract.) ,
-64 (2% or 64 will subtract, so 1 goes in 2 place-position. )
36.1 - .
-3 . (2 or 32 will subtract, so 1 goes in 2° place-position. )
4,1 (2} and 2" are each too large to subtract, so thege positions are 0,)
- (2%0r 4 will subtract, 80 1 goes in 22 place-position. )
0.4 (2!, 2°, 2, 22, and Z%re each too large to subtract.)
-0, 0625 (2‘.0625 will subtract, so 1 goes in Z4place,phsition.)
. 0375 -

Note: This operation could continug for any degree of accuracy required.

Example: Decimal 100.1 conversion to ternary:;

P

3% #3732 3l 30 g 32 g3 4y (power of radix)
243 81 27 ] 3 1 -333 .111 .0370 .0123 (place-value)

1 Q 2 0 1 ¢.0 0 2 2 (answer)
\ . T
100, 1 (35 or 243 is too large to subtract.)
-81 (3¢ or 81 will subtract once, 80 1 goes in 3¢ place-position, ) #
19.1 (33 or 27 is too large to subtfact.) L 4
~-18 (32 or 9 will subtract twice, so 2 goes in 32place-position.)
1.1 (3! or 3 is too large to subtract) c :
-1 (3%.0r 1 will subtract once, so 1 goes in the P place-position.)
0.1 (31 and 3-2are each too large to subtract. )’ .

-0.0740 (3<% or .0370 will subtract twice, so 2 goesg,in 3-3position,)
-0260  (3*or . 0123 will subtract twice, 8o 2 goes in 3 4position.)
-. 0246 * : . ‘

. 0014 b

Exercise: Coxﬁ(ert the following decimal numbers to a number in each of .Q;e\indicated number
systems. Che ’

your answers with those on page 1-17.

.

Decimal Binary Ternary Quinary Octal
1 ”
2 R S —_— —
3 —— —_—
: —— —_—
5 € - - —
8 —_— _ —_— —_—
7 — —_— — —_—
8 — —_— —_— —
9 — - —_— A
10 —_— - — —
11 — ' —_— —— —
12 —_— —_— —_— —
13 —_ - —_— —_—
14 — - —_— —
15 — - — —_—
16 —_— —_— —_— —
17 —_— - —_— —_
18 — - —_— —_—
19 —_— —_— ——
20 I ’ e
A
b. An stem to de .To convert a number in any number systein to its decimal
equivalent, 'mu each digit of the number by its place-value and add the products,

Examplé; Binary 1100100 conversion to decimal:

26 25 24 2 22 2l 20 . (power of radix)
64 32 16 8 4 2 1 {place~value)
1 1 0 0 1< 0 0y {(number to be converted)
64 +32 + 0+ 0+ 4 +0 + 0= 100,, (answer)
\ 1-7

-
-
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Example: Ternary 10201 conversion to decimal:’

. LI LI R T - (power of radix)

243 81 27 9 3 1 (place-value
s 1 0 2. 0 13 (number td be converted)
81 + 0 + 18 + 0 + = loolo(answer)
r\«

Examples Octal 144 conversio‘n to decimal;

83 g g! g0
512 64 8 1 {place-value)
1 4 43 {number to be converted)
64 + 32 + 4 = 100j0(answer)

’(power of radix)

c. Binary to octal and octal to binary, Binary to octal conversion is useful because binary
numbers are difficult to read and to transmit orally from one person to another, since they
contain many ones and zeros. For these reasons, also to save time and reduce errors, binary
rumbers are often converted directly to octal numbers.

(1) A binary number is converted to an octal number by grouping the binary digits of the
number into groups of three, starting at the binary point, then reading each’group as
a separate decimal digit. That is, each group of three binary, digits is converted to a
decimal form. For example, binary 101, wken converted, is equal to decimal 5. In
converting a group of three binary digits to a decimal digit, the highest number ob-
tainable is 7 (111) and the lowest is 0 (000). Conversion of three binary digits to
decimal form will result only in a number of some value between 0 and 7; i. e., all
possible octal digits can be represented by a group of three binary digits,

Example: Binary number, ~=«---v=ea-- 11101010101110115
Binary number grouped----- (00)1 110 101 010 111 0112
Groups to decimal----a-m-u-um- 1 &6 5 2 17 3 .
Octal DUmber-n-=nnnnnsesemee- 185273¢
' "Note: If tNe left-hand group of binary digits is incomplete, zeros are added to

complete the group.

{2) An octal number can be converted to a binary number b)/examlning each octal digit
gseparately as though it were a decimal, and indicating its equivalent binary value by a
group of three binary digits. As an example, we will {find the binary equivalent of octal
531. Starting with the least significgnt digit, octal 1 is regarded as a decimal; and
grouping three binary digits to equal decimal 1 produces 001, which are the least signif-
icant three binary digits of the conversion. To find the remaining digits in order of
significance, octal 3 is regarded as a decimal and the binarv equivalent is 011, and octal
5's equivalent is 101. Therefore, 531g = 101 u1l 0012

(3) In the preceding paragraph, we examined each digit of an octal number separately as
though it were a decimal digit. However, this procedure, even though correct for con-
version from octal to. binary, has no significance in determining the decimal value of an
octal number., As previously noted, the conventional method of converting a mumber
in any system to its decimal equivalent is to multiply each digit of the number by its
place-value and to add the products obtained,

(4) It is sometimes convenient in determining the decimal equivalent of an dctal number to

\\-/

first convert to a binary and then to a decimal number. This method is
follows:
5 3 . 1 (octal)
1 ] 1 ' 0 "1 1 0- ] 1, (binary)
256 128 . 64 32 16 8 4 2 1" (place-value)
256 + O + 064 + O + I8 + § + 0 - ()+I=345lo
1-8
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" It might also be convenient in converting decimal to binary to first convert to octal by

. division and then to binary. This method would require fewer divisions and save time,
particularly in converting large numbers,

.
Exercise; Conv.erQ the following integers to a number in each of the indicated number systems,
Check your answers with those on page 1-17,
Binary Teruar‘y Qtinary Octal Decimal
‘ .
101
. 1101 '
111000
1100111 .
100001 . '
110011
) ¥ i 202
) 120
. . 2021 ) .
1212
21212 -
222
' 100 0 .
-/ 134
413 . *
( 1111
\
. 100 v . ’
+ 136 .
/ > 777 ‘ .
. ! 1526 -
AW ?

) e |
» t
»
H -
, ,
» E d

1-9
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1-1. MéTH’EMATIC OPERATIONS

' .

Synce practically all digital equipment uses the binary nuniber system, study of binary
arithmetic is necegsary to understand its operation. A computer, in order to be versatile, must
be able to perform the four basgic arithmetic operations of addition, subtraction, multiplication,
and division. Thegé operations, using binary numbers, are described as follows.

a. Addition. The sum of two or more binary nurabers can be determined by first converting
them to decimal numbers and then performing the addition, however, this 18 not the method used
by computers. Direct addition of binary numbers, as done in a computer, follows the rules for 4
binary addition to give a sum and a carry ds an output. These are the rules:

0+0 = 0 »
041 =1

. 140 = 1 .
141 = 10 where the 1 is carried to the next higher

column and is equal to binary 2,

Note. Once a maximum count 13 reached in any column (in binary counting, the maximum 1s
1), the next count is zero with 1' carried over to the next most significant column.

’

Dz D

le:
Example D5 D4 D3 1
1 0 1 1, =11
10
1 1 1 0, 145, |
1 1 0 0 1 2510

2
COLUMN D2: 141 =0 carry one. In column D2 of this example, the place-value is decimal 2.
That is, each binary 1 represents a defimal value of 2. Thus 1n column D2, binary 1
plus binary 1 means 219 + 2|3 = 4)9. This sum cannot be represented in column D2 be-
cause it exceeds the place-value. However, it can be represented by a binary 1 in the next

most significant column D3 because this column has a place~value of dectmal four. There-
fore, 0 is entered as the sum in column D2.and a binary 1 is carried over to column D3.

COLUMNDI: 1+0 =1,

COLUMN D3: 0 +1 +the 1 carrigd from column D2 = 0 and a carry of 1. The digits in
column D3 are added: 0+1=1. This 1 must be added to the 1 which was carried in from
column B. Again, the sum is'l +1 = 0 and 1 to carry over to the next mast significant

column.

COLUMN D4: 1 +1 +the 1 carried from column D3 = 1 and a carry of 1. Agan, the tarry
18 to the next most significant column. ~ Therefore, 1 is entered. as the sum in column D4 -
and a binary 1 is carried over to coldmn D5. '

.

COLUMN D5: Since 1 has been carried in from column D4 and there are no other digits in
column D5, the sum is 1+0 = 1.

N

The complete solution to the problem results in.a sum of 110015 = 25;,. 1
Exercise: Solve: 10112 11012 11112 111. 111,

11012 11019 N 1111, 101.101,

(Check your answers with-those on page 1-17.)

b. Subtraction. In binary subtraction, the following basic rules apply:

-

0 1 1
SR S U X 5
T 0. 1

It is frequently necessary to borrow a one (1) from the digit in one place (pasition) and add its
equivalent value to the digit in the,‘adjacent right place before completing the subtraction process.
In binary, the process is the same as it is for decimal.

\,—’
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Example: ) 417 We canriot subtract 9 from"7, so we bérrow 1 from
’ : I - 5 (leaving 4), and add the equivalent value to 7, |
. : =9 making 10+7 or 17. Now we subtract 99from 17 to =
48 ~ , obtain a remainder of 8. - . .
. 0(1 +1) We cannot subtract 1 from 0, so-we borrow 1 from
Ry . the second place 1n the minuend, leaving 0(1-1=0),
. =l ' and add its equivalent (111) to the first place in the
1 © - minuend. Note that there are two ones in the e-

- quivalent because, in addition, two ones were re-
.. quired to obtain a carry of one.
/‘ ) . A

N .n

ple: - . ' 101103 = 2249 - _ . .
. Example: Minuend 2 1
' . Subtr?hend ,, 0110145213 . \ R ‘.
- Difference ~ 010012 = g9 -

I » M
This problem requires borrowirg in two instances. In both, .the borrow. ig obtained from

‘the adjacent higher order. A direct subtraction may require a borrow from a highdr orier whieh

is not,adjacent, as shown below: . r . . -~ v
N ] ; - 1 1 - .
. 100 = 010 = 011 - o
. - % . -1 i S 8 :
. . P N \ 011 . . “
. . Ex"arcxse:“‘ Solve: ~ (110, 1011, 11011, * 1111114 . 0

<0,  Zllo  -1100; 101101,
14

{Check your answers with thoge on page 1-17.) , .
7

e Suf)traction by addition. Since most computers perform.all four. basic arithmetic 6peratiqhs
by addition, the following will show hi?w these operations are related to addition. - ¢4

.
’ v -

.,

f
‘ {1) ‘Radix-minus-one complement. To describée how subtraction"may be performed by ’ G
addition, we look first at a decimal problem dealing with subtraction. The problem can
. be performed by taking the radix-minus-one or 9's complentent of the number to be N -~ "
' subtracted and adding it to the minuend. The radix-minus-one complement of a num-~ , a
! ber is a number which, when added tp the original number, results in the largest num-
. \ ber pogsible in the subject number system (this number contains the same humber of ) ,
. $ places as the original number), The expression, 9's com lement, is sometimes used in
other numbering systethsg, .even binary, where 9 is not an admissible number, More -
correctly, “the expregsion should be? radix-minus-one complement, or 1'g complement, , )
- '1 . .
Example: Proble 9's Complement Solution - . ¢
L \ " . v
86 99, 86
s (¥4 ’gl "'ﬂ' . #72
' '69 72 " 158 : - .
t b fend-around- carry)
R \ : . 59 ° .
- , Loy ‘ r.
% N -
: * ' Pt . - ¢ <
. ; AN
This problem is to find the difference’between 86 and 27. To find the radix-minus-one *

complement of 27, it is necessary to subtract 27 from 99, this being the largest possible number
containjng the same number of places. The radix-mirtig-one mplement of 27 is 72. The next,

step is to add 72 to 86, resulting in a sum of 158. When subtr¥ction is perférmed by aading the ( {
radix-minus-one complement of the subtrahend, it ig necessary to perform what ig known as end-’
around-carry, This is doné by removing the most significant digit of ‘the sum and adding it to the
least significant digit, % o

~ LN
\ % .~ Vs R

~4
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This process of Subtraction through the addition of con\zplements may seem complicated,
but it lenda itgelf readily to mechanization in,a computer uging the binary ifun!bermg system.
To obtain the radix-minus-one cgmplément of\rbinary’number, simply change all I°s t 0's and P

35

~ 2

>

“all 0fs-to 1's, - ¢ . ;
. . * - °. 7] - ’ -
. )‘Exam“pl_:*: ﬂ\“'P?obléinﬁ N ?olution s’ > ) ‘ ~ VL
- . N~
b ook, - 1o s L
s 010102 = 10,0 * +10101 {(compiement) s,
. ' 13 ‘ 101100 N
L 5710 - - ) i )
- ) “ o 5 » u) > N -

01101, * 13y

AN

3

¥

‘.

(2) True complement. Another thethod of complemepjing a num

N

) - 0
ber is to subtract each of 1its

- ., digits from the radix-minus-pne of the number

stem and thén. a

1 to the least sig~

nificant digit of the number formed. The number obtained by this method is,known as

» the true complement df the number; in the decimal system it is called the 10"s comple- ,

. ment and in the binary system, the 2's cgmplement. When subtraction is perforped by : N
. » adding the true complement of the subtrahend, end-around-carry 18 not accomplished. . .
N » °  However, the most significant digit of: tht sum is dropped. S . . .
i ~ X ‘ . ‘ o
) " Example: ~ Problem -~ ¢ Detefmine the true complement. Solution J N
< 11004 = 1210 1111 = radix minus-one 11602
- -G1119 = 710; <0111 = subtrahend +1001
" ‘ 5 $000 = Drop, 70101 = 5;
o ClA | 0 .
N - 0 - 1 add1 N 10, ,
T 1001 = true' complément: . — v
- Exercise: Solve by*gomple'mentauon: ’ ’ T
. - . ) . . . M 4
110112 1110015 .« 1101102 11011119 N
s -011002 ¢ v-11p° € -10042 .« -11002 )
_ N (Check your answers with those on page 1-18.) . ¢
a < L
. 3 . . . < ’
-d. Multiplication. Multiplication by the papex‘-and-péncil method and the decimal system 1s ‘ &

accomplished with the axd-of a2 muliplication:table,

{ The multiplication table for the binary sys-
tem is shown in table 1-1, R ' s

Table 1-1. Rules for binary multiplication . ) ’ oy “
‘ 3
. Multiplier Multiplicand .. Product : e
, < Digit Digit - -
‘ . \ 2 . I 8
, 0 X 0 = 0 %
. b 0 X 1 = 0.
1 X .0 = 0
\ . 1 X - 1 = 1 . . . -v
Since you are familiar with the papér—andjpencil method of multiplication using decimal .
numbers, examples need not be given, However, this method using binary numbers is illustrated d
as follows: - < . }
bl € . N .
~ Multiplicand: 1111 e i
) ¢ Multiplier: 1101 . ' e . o
, 1111 . ‘ . L
e - Partial 0000 . ¢ > t
L Products: 1111 : s .
- ._IL < ‘ ’
< ’ ( 11000011 ¢

[y Rl

In the above example of binary multiplication, 1111 (decimal 15) is multiplied by 1101
(decimal 13) to obtain the product 11000011 (decimal 195), The partial products are equal to .
‘either zero or to the multiplicand, a¢cording to whether the corresponding muitiplier digit is 0~ ~
or 1. The customary way to sum partial products is to add their digits one column at a time,

starting with the lowest order. Additiop of partial products is more difficult in the binary system

¢

<

* than in the decimal system because of the carries

[EERRE SIS
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When the partial' products are summed in a decimal-system multiplication, the carries
usually apply to the adjacent higher order column., In binary multiplication, a carry resulting
from the summing of 2 column containing four 1’s indicates an additional 1 belonging in the column

two place-pdsitions%higher. This is so because in the binary system, carrying & 2{which is not

TR ‘7 a permissible digit t the adjacent higher place column) is not allowed. This problem w1is en-
\ countered in the preceding example.
‘ The process of carrying over several columns often occurs in adding the partial products
of a binary multiplication. This is a difficult and awkward process to execute in a computer;
_ but it is easily avoided by adding only cae partial product at a time in.the formation of the final
= product--although such adding causes the disadvantage of having to record several intermediate
sums, '
- : Example: Multiplicand: 111 .
R Multiplier: 1101
1111 First partial product .
. 0000 Second partial product _
: - 01111  Sum of the partial products -
= 1111 Third partial product )
, ) 1001011 "Sum of the partial products
. . 1111 Fourth partial produgt
.. & . 11000011  Final product .
*
Each sum of the partial products is the sum of the previous product and either the multi-
plicand or zero, Each succeeding addition requires that the multiplicand (or zero) be shifted to
. the left. The large quantity of additional circuits required to accomplish this shifting of the multi-
¢ . plicand dictated the’use of a third method' of multiplication in most digital computers,

‘ma computer, no multiplication table has to be stored since it is 80 simple and the multi-
plication ig performed by additions and shifts, as will be illustrated in examples,

The computer method of multiplication ig illustrated by adapting the previous example:

i

Multiplicand: 1111 ,
Multiplier: 1101 N )
(‘ ’ 1111 First partial product
- . i 1Y
< . 1111  Product shifted right
. 0000 Second partial product .
. ) . . 01111 Sum of the partial products .
: ) 01111 Sum shifted right -
1111 _ Third partial product
: v - 1001011 Sum of the partial products . >
; / Y .
" 1001011 Sum shiffed right o R
) N R - e S 111t — Fourth partial product ~ N
) 11000011 Final produot
' » . - - ’ . ’ ) -
) ’ As can be seen, the final product is the same as before. The only difference between the

’ paper-and-pencil method of multiplication and the computer method illustrated is the addition and
g shifting right of the partial products until the final product is obtained. This method is used in most
* cofnputers because the required gate,gigx;cuit! are already avaﬂable,‘ since they are also required for

v Yy I

PN other operations. « .
4 S "\ | |
- " Exercisé: Solve: 11001, 11011, 110110, 110111l &
©oa ©oL X1l x110G x 1001, x_ 1100 " .
. . . ' (Check your answers with those on page 1-18,)

.
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e. Division. The process of division, as accomplished by the computer, is the most time-con~

- sumin of the four arithmetic operations, Basically, it is accomplished by subtractions, shift
opera'ions, and additions, where needed.

)

!

, Division can be performed by subtracting (adding complements) the divisor from thé dividend
repeatedly and reFo;ding the number of subtractions that were possible.

Example; 3 '
: 10 15
. 50/ 15,7 =5 First subtraction
s 15 10 .
00 /=5 Second subtraction
=5 Third subtraction
0 Remainder

The,same procedure is possible with binary numbers.

Example: 5y = 101, . p
15y, = 11.112 101,‘,/11112
14 .&Q.L .
) 101
. 101
‘ 000
1111 !
. 101  First subtraction
: 1010
101 Second subtraction \
101
' 101 Third subtraction
v 000 )

Again we made three subtractions. If the number of subtractions were recorded in binary'
form, it would be 0011 or decimal 3. This method is not used bepause it is too time consuming.

) Finally, let us examine how division might actually be performed by a computer. The prob-
blem i; to divide 18 by 4. We first illustrate the problem, using the conventional decimal method:

’
'

4.5
4 / 18.0 . . ¢
16 __ .
4 20
' 20

P Q0 . e+ e PR

e . o

O
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Next, the steps utilized by a computer in solving this problem: ; / A
440 = 100, Quotient

18,9 = 10010, Step 1 " 10010
= 100
10010 i 0 MSD
(-. . Step 2 100100 (left shift)
- 100 X
100100 | . 0
Step 3 1001000 (left shift) :
100
0001000 . 1
Step 4 0010000 (left shift) .
. . 100
. . 0010000 .0
. Step 5 0100000 (left shift) AN
- 100 S e -
- . : : 0100000 0
Step 6 1000000 (left shift)
. 100 _
o ‘ ' - 0000000 1 LSD
Answer: 00100.1, , '

In step 1 of the probleth, MSD of the dividend and LSD of the divisor are lined up, and a
subtraction is attempted. If-a subtraction had been accomplished, the difference would have been .
a negative number. For simplicity, when a subtraction would result in'a negative rémainder, it
! - 1is-not performed, a zero is recorded’in the quotient and the dividend shifted one place left for the
next operation. When subtraction is accomplished, 1 is recorded in the quotient (as in steps 3
i, : and 6). In the example, the first five places of the quotient represent a whole number, and the
sixth place or LSD represents . 5 which is a fraction. Here, as in any other division, when the
~ quotient has more places than the dividend, a fractional part is indicated. To be accurate only
to a whole number, the quotient contains the same number of places as the dividend,

Exercise: 11, /111001, ™ 1100, /11011, . 1100, /1101111,

(Check your answers with those on page 1r18.)
1-8, SPECIALLY CODED SYSTEMS

(\. a. Binary coded decimal system (BCD). It is possible to graup symbols to get a workable
. system such as the binary coded degimal or 8421 system. Thig system derives its name from
the symbols 8, 4, 2, 1 that are the Place-values of the digits in a 4-~digit bi;xary number, Instead
of a true conversion to binary, this system codes each of the 10 Arabic numerals into a 4-digit
binary number as follows: .

: e /
Decimal . Binary ’
, Number' Code ’
0 0800 ’ o
. B | 0001 }
oo - - > - 2 0010
. 3 0011
, L 4 0100 -
5 0101
6 0110 v ’
7 0111 .
. 8 1000
- 9 1001
N N s . .
Decima] 25 is written 0010 0101. Decimal 291,is written 0010 1001 0001. In this
gsystem, ’e;nch decimal digit is coded separately to a binary form. (Bemember that the
decimal nimber .is not converted to the binary form. That is, 0010 101, is not:equal -
to 25, . Although the 8421 code is commonly used, obviously m Y special codes are
possible. To interpret such codes you must know the system beiny used,
- .
. , D .
\ 1 _ * ,1-15 - )
e . ’ : ’
v . - ’ , 4

, v
"f. A ruitoxt provided by ERIC . -
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b. Gray code system. Similar to the binary is the Gray code or reflected binar).' system
(table 1-2). A useful application of this is found in some types of analog-to-digital conversion
equipment, Its advantage is drived from the fact that successive integers differ one from the

next by only one digit, thus reducing the degree of error which might occur when numbers are
transferred. The usefulness to.the reflected binary system does not extend to arithmetic oper-

d ations. Even simple addition is relatively difficult with this system. Actual conversion to the
N . Gray code is accomplished in the computer by the utilization of a digital logic circuit.
Table 1-2. Relationships between numbers in the dectmal, : .
binary, and Gray code systems ’
) Decimal Bindry Gray Code * Decimal Binary Gray Code’
0 ‘ 0000 0000 8 1000 | 1100 .
1 0001 [1/]0) SR 9 - 1001 1101 -
- 2 0010 0011 10 1010 1111
3 0011 0010 ¢ 11 1o 1110
4 06100 o110 12 1100 1010 B
5 o101 0111 13 : <1101 1011 -~
6 0110 0101 . 140 1110 T 1001 4
7 0111’ 0100 15 1111 1000 ,
‘ Notice in table 1-2 that a change {from 01119 (710) to 10003 {81¢) requires a change from three .

onesg and a zero to “three zeroes and 2 one. Thus, all digits were changed simultaneously for
a consecutive count, whereas in the Gray code system consecutive numbers differ by a change

of only one digit. .

c. Biquinary system. The biquinary system is a coded system similar to the abacus in th;t,
it hag two sections. One section, the “bi’’' portion, has two places, while the other section, the
“quin’’ portion; has five places. This system has limited use in modern equipment. It was used
in earlier decimal counters to reduce from 10 to 7 the number of bistable devices necesgsary to
count from O to 9. The code has a self-checking characteristic in that the biquinary representation
of a decimal number always has exactly two ‘‘ones, '* which makes it applicable to error-detection

circuits.

Table 1-3. Biquinary code with decimal equivalents
&

Decimal Biquinary Decimal Biquinary
« 50-43210 (place-value) ) 50-43210 (place-value)
0 01 0000} 5. 10 00001
1 01 00010 6 10 00010
2 01 00100 7 10 60100 ,
: . 3 01 01000 8 10 61000 g
4 01 10000 9 10 10000 : 3

¢
N

The biquinary code (table 1-3) is based on the idea that each digit place répresents a decimal
value. To find the total decimal value, the equivalent values of thos digit places occupied by ones
are added. For example, the biquinary esentation of the decimalmnumber zero is 01-00001.
In this case the coded value of the 1 in the '‘bi'’ portion is equal to 0; also, the coded value of the
1 in the ‘‘quin’' portion, is equal to 0. Adding the value of the ‘‘bi'’ portion to the value of the
‘“quin’’ portion, we have a sum of zero which is egual to the value of the decimal 0, "As another
exampl:, the piquiné.ry representation for the decimal fiumber 2 is 01-00100, Here the coded
value o! the 1 in the *‘bi’’' portion is 0, and the coded value of the 1 in the '‘quin'’ portion is 2.

Adding the cdded value of the two portions, we have'_deciina.l 2.

1-9. SUMMARY , ‘ ) . ,

1g directly with numbers composed o'f digits or symbols called
ch more than the ternary, octal, decimal,

’

a, Digital equipment dea
Arabic numerals. The binary number system is used mu

or other specially coded numberhsysteml.

subscript to the number, identifies the number

b. The radix, or base, which is written as a
digits are used. Two other features are im-

system and tells how many ferent symbols or
- portant in mumber system notation: (1) the'place-value, which-is the decimal value of the power

of radix of the position that the digit ooctpies in the number; and (2)-the point, which is used to
\ separate the fractional part of a number from the whole part. The total value of a number in o
terms of the decimal-number system is equal to the sum of the individual digit values. The digit

value is equal to the product of the digit and its place-value.

' 1-18 30 N
Q > - ‘ U : .
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c. Most digital equipment uses the hﬁnr} numf:er-:yltim ;.nd 'p’erformn‘ all arithmetic com- 23
putations by addition. This is practical because subtraction, multiplication, and division are

‘simple variations of the basic arithmetic operation of addition, In the computer, -subtraction is

accomplished by addition of the minuend and 2 complemented subtrahend; multiplication is accom-
plished by a series of additions and shifts; and division becomes @ series of subtractions (comple-
ment additions) and shifts, ’ .

ANSWERS TO EXERCISES

Exercise follovdné para 1-6a:

Decimal Binary Ternary Quinary tal
1 1 1 1 1
2 10 2 " 2 2 ’
3 11 10 3 3 -
i 4 100 11 4 4
5 . 101 12 10 5
[} 110 20 11 6
. 7 1S S 21 12 T
8 1000 22 13 10
9 1001 100 14 11 .
10 ‘ 1010 . 101 20 12 -
11 « 1011 102 21 - 13 ,
) 1100 110 22 " 14
13 1101 111 = 23 15
14 1110 112 24 18
15 1111 120 - 30 17
18 10000 121 . 31 20
17 10001 122 32 21
J 18 10010 200 33 » . 22
19 10011 201 34 23 .
20 10100 202 40 . 24
Exercise following para 1-6c;
Binary * Ternary Quirary tal Decimal
101 <12 10 5 5 ’
1101 111 23 15 13
111000 2002 211 70 R 56
1100111 o 10211 403 147 103
1007J01 1020 113 41 — 33
110311 1220 201 83 51
10100 ¢ 202 40 24 ’ 20 .
1111 120 ‘30 17 15
111.01 2021 . 221 T 15 o 81 -
110010 1212 200 82 . 50
11010100 21212 1322 324 212 S
11110 ' 222 101 32 26
11301 221 100 ¥31 » 25 >
101.00 1122 134 54 44
1101:00 11000 ° 413 ’ 154 . 108
10011100 - 12210 4111 , 234 . 156
10600000 2101 224 100 64 v
1011110 10111 334 136 94
111111111 200221 - 4021 i 511 .
1101010110+ 1011122 ' 11404 1528 854
" Exercise following para 1-7a; :
- 1011 1101 1111 111,111 .
4 " #1101 +1101 +1111° +101, 101 ¢
11000 11010 11110 1101.100 .
- Exercise following para 1-7b:
110 1011 11011 111,111
=1 =110 1100 =101,101
101 101 1111 10.010 .
1"17 ' .
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Exercise following p'ara 1=7c;

] oL 11011 11011 : !
A 1 : , T -01100 —» 10011 +1 — +10100
e . 1111 701111
: 111001 » 111001 )
. -000011 —>» 111100 + 1 — +111101 -,
] , 110110 -, o110 .
110110 110110
. -001001 —> 110110 + 1 — +110111 .
) 101101 101101 .
1101111 . 1101111
-0001100 — 1110011 + 1 <»+1110100 5
1100011 w1001 G, .

Exercise louowing para 1-7d:

11001 11011 110110 1101111 o
s x11 x1100 x1001. x1100 .
11001 1101100 110110 - 110111100
11001 11011 110110 1101111} i ]
" 1001011 101000100 111100110 1010011¢100 -
Exercige following para 1=7e: , o
10011 - . 10.01 . 1001, 01
11 ¥ 111001 1100 /11011.00 1100 /1101111.00
11 ‘ . 1100 . 1100
> . 100 1100 . > 1111
. 11 1100 ° : : 1100
/ ? i 11 N P 1100
' . ~ 1100
a
x' . 4
7
Py 2
e ., :
» . 3
. N N . .
- .
A ) - .
5
N > 3 >
. > M -~
A . 2
2 ’ o

1-18 g ~
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Chapter 2 -

BOOLEAN ALGEBRA

3-1. INTRODUCTION e

i, The objective of this chapter is to exi:lai.n the basic concepts of Boolean algebra so that
you may under.;:tﬁnd the purpose and operation.of the logic circuits used in digital equipment,

AN
b. In 1854, George Boole, an English mathematician, published his classic, An Investigation

of the Laws of Thought. His stated intention was to perform a mathematical analysis of logic,
No practical use was made of this new type of logic until 1938 when C. E. Shannon, a research
assistant at the Massachusetts Institute of Technology, showed that this form of algebra is use-
ful for indicating the logical functions of telephone and cqmputer switching circuits, Since then,
the increasing need for computers and automatic-dial telephones has created a rapid growth in
the application of Boolean algebra,’

¢, Because Boolean algebra is different from ordinary algebra, it may seem confusing at
first; actually, it is not difficult. Understanding its functions will help you to understand the
operation of the logic circuits used in digital equipment., However, Boolean algebra does not .
deal directly with electronic circuits, . [

2-2. BASIC FUNCTIONS : J/

Boolean algebra expresses logical functions mathematically, Once the Boolean eypression
is derived, a djagram of the logical functions involved may be drawn. This logic -diagram illus-
trates the required functions and indicates the type of electrical circuit required. An electrical
circuit can then be buijlt which will accomplish these functions, In computer design and in cer-
tain-maintenance applications, Boolean expressions and logic diagrams may be used convemently
to represent electronic circuit functions without taking the time to draw the actual circuit com-
ponents, .

>

In Boolean algebra there arethree basic operations: AND-ing, OR-ing, and complementa-
tion, The symbols which denote these operations do not have the same meaning as in ordinary
alg¥bra. The addition sign (+) means “QR, the multiplication sign () means AND, and the com-
Plementation sign ( — ) means inversion or NOT the signal, Note that the multiplication sign
i3 frequently Qmitted, as in ordinary algebra, and the AND Iifction is assumed, These basic
functions will he discussgd before considering more complex expressions,

a. The OR function. An equation in otdinary algebra such as A + B = C hag an infinite num-
ber of possible values, Since.A and B ean be assigned any number. On the other hand, an equa-
tion in Boolean algebra can have only one of two possible values. All variables and constants are
either 0 or 1, Therefore, in the Boolean expression, "A or B equals C, there are only four
possible numberical combinations, which will gatisfy the following equatfons:

~~0 o)
+ + + + +
-0 ~oll

H u u n wn

wmv-on
-

‘

These results could represent a standard addition table, except the last entry, When
both A &nd B are 1, the logical sum is also 1, The + symbol therefore does not have the same
meaning as in ordinary algebra, but it is a logical sum symbol. It should also be noted that

. any number of variables can be represented in the OR equation. For instance, in the equation
W+X+Y+Z =4, it W, X,)Y, and Z all had the value of 1, the logical sum of values, or

o . »
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A, would be 1. That is, if one or all of the quantities in.the equation are 1, the result is
1. Conversely, the result is 0 only if all the quantities in the equation are 0,

-

Figure 2-1A, illustrates the OR function by the use of a simplified light-switching circuit.
Figure 2-1B shows the logic symbol for this circuit, which is called an OR gate.

Note: The logic symbols in this chapter arg in accordance with MIL-STD-80613,

_—/A‘ - A+B=C
B

- i
Fandll c C=A+B
. L - B

A. Simplified circuit. B. Logic symbol.
I'ig 2-1, OR circuit.

The Boolean equation for the circuit shown in figure 2-1A is A + B = C. Switch A and
! switch B may be represented by 1 when in the closed position, and by 0 when in the opey position
Also, light C may be represented by 1 when it is glowing, and by 0 when it is off. Whef switch
A is closed, the circuit is represented by the equation 1 + 0 = 1, When switch B is cloded, the
gircuit is represented by the equation 0 + 1 = 1. Thus, light C will' glow when either switch A
or B is in the closed position. If both switches A and B are closed, the light C glows with the
same intensity ag it does with only one switch Q]psed and the circuit will be represented by the
equation 1+1 =1,
b. ‘the AND fynction. In ordinary algebra, the equation A - 13 = C means, A multiplied by
B equals C. Because the quantities A and B can be assigned any value, the equation can have an
infinite combination of numbers. However, since Boolean algebra uscs only the values 1 and 0,

O

these are the only four possible combinations which satisfy the Boolean cxpression A AND B equal C;

. A*B=C ’
0:-0=0
0.1=0 -
1.0=0 ‘
1.1=1 <

In the AND equation, the result is I only when all the given quantities are 1. Here also,
. note that any number of variables can be represented in the AND equation; however, as in ordi-
nary multiplication, the logical-product will be 1 only if all of the tacmra are 1,

Fiffire 2<2A illustrates the AND function by the use of a simplified light-switching circuit

Figure 2-2B shows the logic symbol for this circuit, which is called an AND gate. .
P . 3
-EAO—/B A.B=:cC . .
—ee . A —
= -_— C C=A-B

i
1 .

A. Simplified circuit, )/ B. Logic symbol,

A\

Fig 2-2. AND circuit, .

Y ' o 34
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The Boolean equation for this circuit is A - B = C, Light C will glow if switches A and B 7
are in the closed position. The closed position for either switch may be represented-by 1; and
the open position of either, by 0, Also, light C may be represented by 1 when ft glows, and by
0 when it is off. When switches A and B are arranged in the Your possible combinations pre-
viously given, in only one case will the light C glow; that is, when switches A and B are ~losed,*
This condition is represented by the equation de 151,
Note: In many equations ‘he AND sign () may not be expressed. Nevertheless, it is as-
sumed to be there. For example: A = CD. -
¢. Combination AND;OR functions, Complex switching networks are frequently required to
perform a combination of logical functions. Figure 2-3A shows a circuit in which light E will
glow when switches A and B or C and/D are closed, that {s, an OR function combined with two
AND functions. The Boolean equati or this circuit is AB+ CD = E, and is read A AND B OR
C AND D equal E. The logic diagram for the circait is given in figure 2-3B,

—l—/Ao—/Bo— A ' )
)AB
B £
‘ CD‘

v ¢ . E=AB+CD
-r __./C 0—-0/60—— Ci C
D____|
AB+CD=E ' . ) :
. o
’ A. Simplified cifcuit. B. .Logic diagram. '
R °®
Fig 2-3. Combination AND-OR circuit,
Figure 2-4A shows a gimplified light-switching circuit in which two OR functions are .
combined with an AND function. The equation' for this circuit is (A + B) (C + D) = E, and s read
r AORBANDCORD equal E. The logic diagram for this circuit is shown in figure 2-4B. \
’ A
J . A+B y
' B — ‘ .
o { g ] E=(A+BNC+D)
C .
= B C+D
. " o/
T D
(A+B)(C+D)=E AT ) ,
A, Simplified circuit. B. Logic diagram, ¥ .
o Fig 2-4. Combination OR'-AND circuit, ’ 5
7 - L. .
Note: Parentheses are used to group related terms. For instance, the expression (A + B)
(€ + D) means, ‘'AND’’ the quantity A + B with the quantity C + D.
d. The NOT function, A basic concept',in Boolean algebra that has no counterpart in ordi-~
v " naly algebra is the NOT function which denotes the complement of the Boolean expression, A
. line over an expression is used in Boolean algebra to indicate the NOT function. Therefore,
0 means NOT 0, and has the same value as 1 because 1 is the only other value it-can have. For
the same reason, 1 has the value of 0. So, if A is 1, then Ais0; and when A is 0, A is 1; The
NOT function may also be indicated by the prime sign (’), That is, A may also be written A’
. K 2.3 . " )
'
. - .,
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The basic NOT circuit is a single-input cifcuit {fig 2-5A) whose output 1s inverse of the
input. That is, if switch A is closed, the relay will open the circuit to the light. The light wall
glow only when switch A is not closed. The logic symbol for the circuit is given in figure 2-5B.
The upper diagram is used when a relay or other direct switching device 1s used. The lower
diagram is used if amplification takes place at the same time.as inversion, such as with a tube
or transistor.

! NORMALLY INVERTER {
CLOSED 0 ) B / —
RELAY Fe — B:A
) » AMPLIFIER

it —h

INVERTER
A s Y
A B = A— B:=aA
:/> .
»’ -
A. Simplified circuit. B. Logic symbol. /\ )
Fig 2-5. NOT circuit. / "1 )
e. The NOR and NAN}functions. The NOT function is frequently combined with an OR or AND
function. In figure 2-74, the light will go out (NOT light up) when sw1tch A or Bis closed.’ The
logic symbol for this circuit is shown in figure 2- SB
i _L NORMALLY “)
—_— COSED Co C
T . RELAY
! . oA ~
_L. i C=A+B
— A+B=C B
A -,
, ,
B Il
A. Simplified circuit., - . B. Logic symbol. ‘
. Fig 2-6, NOR circuit.
In figure 2-8A, the light will go out (NOT light up) when switch A AND B are closed. The
logic symbol for this circuit is shown in figure 2-7B. .
f NORMALLY ¥ 4
_— CLOSER CD> c
'[" RELAY ¥ ‘
i g A o . )
i = AB
I - 5 —
— AB:C
..... A B
“ . /.L-/ o—-——/ ! 1 )
A, Simplified circuit. . B. Logic s_ymbol.
\ Fig 2-7. NAND circuit, v —
2-4 "
o ¢ )

|
:
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2-3. SIGNAL LEVELS ‘ &) 7

a, In the preceding ussion, e noted manually actuated switches which caused lights to go
on or off in accordance with Boolean lgebra functions. In actual application, such a function 1s
performed by an input signal to the ci cuit, and the level of the signal determines whether the

©  circuit will be activated or deactivatedd,

There are two rigidly controlle signal levels present in digital equipments which utilize
. binary circuits. These levels are referred to as HIGHS (most pogitive) and LOWS (least positive). ,

(1) HIGHS. A high-level signal normally rep‘x:ésents the value one (1), Equipment designed
to represent the presence of a Boolean expression with HIGHS is said to be using positive
logic, . N

, (2) LOWS. a low-level signal normally represents the value zero (0) or the absence of a

Boolean expression, However, some applications do use LOWS to indicate the presence, _

of Boolean expressions -- and’the equipment is said to be using negative logic. -

b. The particular signal level required at the input and present at the output of a logic circuit
when it is activated {(performing the indicated function) is indicated on the logic symbol by the °
presence or absence of 2 small circle (state indicator) (fig 2-8). If no circle is present at the
output, the circuit is assumed to have a HIGH output when it is activated. The presence of a
a2 circle indicates a LOW level output of the circuit when it is activated, The presence of a gtate
indicator at the input indicates that the output will be the NOT function of the-Boolean expression
at the point 1n question. g .

Of equal importance is the concept that the circuit will be inhibited {not activated) when a_
.. Boolean expressjon present at the input differs from that indicated on the diagram. Thus, ifa A
(NOT A) is indicated, the circuit will be activated by A and inhibited by A,

A A —
Bﬁ. B .

a2 | A

R C:E C=A+B

- B ——8———dy. ‘B , N

Fig 2-8, State indicators, N

*

2-4. APPLICATION OF BOOLEAN ALGEBRA -

The logical algebra' developed by Boole has been extended and developed into. several new N
‘fields of mathematics. However, this chapter covers Boolean algebra only to the extent neces-
saty to understand the logical functions performed by digital circuits. . ,

A short review of the basig logical functions of Boolean algebra and the logic symbols which
have been developed to illustrate them will aid in understanding their application.

a. The OR function is performed by the OR gate (fig 2-1), which is activated when any of its
required-inputs is present, ‘If no required input is present, the OR gate is inhibited. = =
b, The AND function is performed by the AND gate (fig 2-2), which is activated only when all
of its required inputs are present, If any required input is absent, the AND gate is inhibited.
¢. The NOT function is used to express the ébsence of ‘an expression, If signal A is absent,
then signal NOT A is present. ’

o " - 3 a
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2-5. BOOLEAN EQUATION /

P

The Boo_lean equation is a mathematical statement of logical functions, and it can be dis-
played pictorially by a logic diagram. Conversely, a Boolean equation can be written for any
given logic diagram. - > . '

a. In writing the Boolean equation for a logic diagram, we note that the output of a gate or .
series of gates is composed of the individual inputs necessary to activate the gate or gates. We )
begin the equation by writing the output for the input gate or gates. Then, step by step we write .
an output for each gate, proceeding toward the final (output) gate. For example, in figure 2-9A
we first wrote an expression for the output of gate 1. This output,- A - B, is shown (fig 2-9A)

-as an input to gate 2, along with input C. The output from gate 1 is a spoken of as being OR'ed )

with input C in gate 2. Then output L will be present when A AND B are present OR when C i8 N

present. This is written AB + C = L.
Figure 2-9B shows the output of an OR gate being used as an input to an AND gate. The

output of gate 1, which is A + B, is shown in figure 2-9B as an input to gate 2, along with input B

C. The output from gate 1 is spoken of as being AND'ed with input Cin gate 2. Then output L.

will be present when A OR B is present AND C is present. This is written (A + B)C=1L. )

5
A - N
. B
c
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[
: Fig 2-9A. - ) ¢
A .
A+B .
B
c > U
N
v . Fig 2-9B.

Q

Fig 2-9. Logic diagram.
Figure 2-10 illustrates how the NOT function of an expression may be used as.an input. T
The state indicator, which appears at the input of the AND gate, does not necessarily illustrate
a physical component, but rather that the input circuit is constructed so that logical inversion
occurs. In ﬂgure 2-10, gate 1 will be activated when the expressions A AND B aré€ present as

inputs. (The inversion from B to B takes place within the gate.)"
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When gate 1. of figure 2-10 is activated, the output is AB. The inputs required to activate
fate 2 are the output of gate 1 OR C; therefore, the output of gate 2 is G + AB. The inputs re- ~
quired to activate gate 3 are the outputs of gates 2 AND D AND E; thérefox:e, the output of gate
~3is L £ ED(C + AB). -

A
= N
B ARN . <
k- .
. c kY . .
’ L A
. D 3 L=(AB+C)DE
E 4
P ]
Jp - - Fig 2-10, Logic ;iiagram. *
“ . . ‘ .\ ) ‘. .
Figure 2-11 illustrates how the NOT function output from a gate can be used logically as
an input‘to a following gate, .4n figure 2-11, the 3tate indicator at the output of gate 1 indicates Y

» that when A AND B are present at the input, the gate will be activated and the output will be AB,

For gate 2 of figure 2-11 to be activated, C must be present or the NOT function expres-- *
sion from gate 1 must be present. Thus the output expression tor gate 2is C + (AB) = L,

P ) Fig 2-1). Logic diagram. . : .
2-6." DRAWING LQGIC DIAGRAMS

<0 In drawing logic diagrams for a Boolean expression, the object is to drawcthe gates and L >
~functions necessary to geuerate the~expression from individual signal terms. , The steps to be
~ observed are as, follows: = -

a. The individual terms of the expression are used as inputs to the gates. d . . .
. b. The sign of operation between terms indicates the type of logic gate required. ) -
7 ~ . S

c. The NOT function indicates that logical inversjon is i'equix;ed. .

. Examples: The first gate o be drawn for the expression F + EEﬂ' (AB + CB is the OR gate
shown in figure 2-12, . -

The OR gate input ED (AB + C) shown in figure 2-12 is the ottput of the 3~input AND gate
- shown in figure 2-13, ) ’
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ED(AB+C)
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The AND gate input ABicC shown m tigure 2-13 s the output of the' 2~ mput OR gate shown

in ﬂgure 2-14; , . .
PR ~ v >

The OR gate input AB shown in ftgure 2 14 is the output of the 2- input OR gate shown in .
! < figure 2-15. } . ’ . . .
2 . - - ,

AE [ “ . .
| S— - R
N, / 2> .
o Fig2-14, Logtc"diagm,n F1g 2-15, I.:'b‘gic diagi‘ani:‘ ’ ‘ p
~ -
e

The .complete logic diagram is shown in- hgure 2-16, Notice that the state indicatoy sym-. | L. /

bol has been added to mputsB and p of gates 1 and 3, respectwely,
smn octurs’ . .

~ . N s »

./

md1cat§ng that logical inver-

.

) Note To check a Boolean expression, reverse the diagraming’procedure.

Starting with the

o inputs, determine whether the outputs of successive gates, mcludmg the final output, are correctly '
expressed, R

. , -
- - . .- ,

.. - Fig2-186,

>
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2-7. THEOREMS AND TRUTH TABLES C - ‘ B x\
i | As previously pomted out, Boolean algebra is'a valuable aid in the deugn and analysis of
switching circuits, For instance, it'is easier to calculaté with mathematical expressions that,
~ represent switching circuits than to analyze schematic or logic dfagrams. In addition, once *

the logic diagrams havé been drawn, Boolean algebra provides & ’stra1ghtforward way of describ-
ing the circuitry-used.

3 : , : .
LiaFic diagram. - “ ) R

.7. The tundamental doncepts upon which Boolean algebra’is based have been presented and _—
described with simplified circuits and logic diagrams. We now discuss those Boolean algebra .
- theorems which state most of the baslc rules by which Boolean expressions may be simplified. . . -

These theorems and their names are shown- in figure 2-17, . . -

in studymg a Boolean expression, it is helpful to consfruct a tabulation (called a truth - -

“table) and use it'to evaluate each combination of variables in the expression, and to prove ove that °
a Boolean equation is. true or to show its falseness. In other words, the truth table enables you
to, compare the right side of & Boolean equation'with the left side, to see if they are equlvalent

s in value,  Thig rhethod of proof ls called proof by pertect ind»qction A
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Intersection

Idempotent

Complementary

«

N
Double negative

’ ‘—

Comutative

+Y=Y+X
Y. X

L X
X-Ys

" Associative

o

]
X +(Y+Z) = (X+Y) + 2Z /
X(YZ) ={XY)Z

R

Distributive

XY + XZ = X(Y+Z)
X+Y) X+Z) =X +YZ
WY+WZ+XY+XZ = (W+X) (Y+Z)

’

.’}ibso:rptio;x

N
-
2

X+XY =X

N
\

DeMorgan's*

X(X+¥) s X

_XYZ = AT +Z "
X+Y+#2=X.Y.2

T
, 2

Common Identities

X+XY = X+Y
X(X+Y) = XY

———

e >

Fig 2-17. Boolean algebra theorems,

. !
2, Union theorems, These expressions indicate logical addition (the OR function).

sﬁnﬁle in that there is only one variable, and it can assume only the value of 0 or 1,

Y77 41) 0+ X = X means that the logical addition of 0 to an e

(fig 2-184), The tryth table
0 + X is equal to the variable

output.

proves that foy each value of the variable

+ In other words, 0 input to an OR gate has no effect on the

>

xpression doés not affect the result”
X, the expression



(2) 1+X = l.ineans"unt the logical addition of 1 to an expressgion results in a value of 1
(fig 2-18B). The truth table proves|that the valle of the variable X does not affect the
g;gult.

Q R
.A‘\ -

Fig 2-18,’ Logic dia 8 for union theorem.g.

b. Intersection theorems. These &pressl ns indicate logical multiplication (the AND func-
tion) involving only one viPiabie, - '

L

(1) 0 . X = 0 means that the logical u}tﬁttp cation of an expression by 0 reBults in a value
of 0 (ﬁg 2-19A).: In other words, if any input to an AND gate is 0, the output is 0,

result (fig 2-19B). Whemthe inputs to an AND gate are 1 and a variable, the output is
equal to the variable, 7 : :

c. Idempotent theorems. : \ -
Co Loy .
(1) X+ X = X means that the logies] addition
pression (fig 2-20A). That is, if the inpu
identical, ,

f an expression to itself results in the ex-
to an OR gate are identical, the output is

(2) X - X = X means that the logical hﬁl'tiplica‘itlon of an expression by itself resuits {n the .

expression (fig 2-20B), Or, if the inputs to an AND gate are identical, the oatput is
identical, ' 1

L] ~
0




Fig 2-20. Logic dlagrams for 1&en;potent theorems,

d. Complementary theorems, . :

(1) X+X = 1 means that the logical addition of an expression and its complement results

- in a value of 1 (fig 2-214). In other words, if an input and its comp!ement are OR’ed,
the output is 1, )

(é) X + X = 0 means that the logical multiplication of an expression and its complement _
results in a value of 0 (fig 2-21B). When an input and its complement are AND'ed,the
output is 0. R

A : ' B.

Fig 2-21, Logic diagrams for complementary theorems,

»

“e. Double-negative theorem. X = X means that a double jnveraion of an expression results
in the original expression (fig 2-22). 1f a sigral is sent through two inverter stages, the output
is equivalent to the origi:’ml signal, -

. ¥ EQUAL — i
0
l.

R

L oo
Fig.2-22. Logic diagram for double~negative theorém, *

f. Commutative theorems, These expressions indicate that the sequence of terms has no

effect on the value of the expression. The-output terms of an AND or an OR gatemay be written
in any order without affecting th\e value, .

. § N
() XFY=7+%,

(2 X:Y=Y %X
‘7
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- g Associative theorems. These expressions mdxcate that the grouping of terms has no effect
on the value of the expressions.

(1) X+(Y+Z)=(X+Y)+Z. The output terms of a series of OR gates may be grouped in
any order without affecting the value (fig 2- 23A)

(2) X(YZ) = (XY)Z. The output tesms ot a series of AND gates may be grouped in any order

without affec the value (fig 2-23B).
tng € x |yl z lysz|xuyez)
\\
. 0o {of]o.lo 0
0 Jo}111 1
0o |1]0f1 1
0o {1]1{1 1
- 1 JojJo}o 1
. 1 Jol1 g1 "1
1 101 1
’ ‘ 1 111 1 1
~
. ¢ -
\ EQUAL<
. . X 1Y | 2 K+y UX+Y)4Z
o o fo-]o 0
0o Jol1]o 1
0 l1}0 ]1 1
o [1]1 |1 1
1 oo |1 1
. Jrjojr |1 1
. "1 110 1 1
1 {111 1,
‘ ‘ . . A,
/ ) “ C x |y |z |vz|xyz)
: ’ ' ojojo]o 0
. ' ' o'lof11]o0 0
X(YZ) 0 1|l]o]o 0
0o |1}1]1 0
olo]o 0
’ i‘ oj1]o 0
1 {1]o-1{o 0
. . 11 {1 }1 I
» ™ ) .

‘EQUA

j\

) A Y|z XY|/(XNZ
- o fofo_llo 0 )
0 o1 0 0 .
* 0 1{o0 0 0 .
0 J1}14{¢0 ©0
1 ocjo | o 0
1 0}1 0 0 N
. 1 1]0 1 0
i 1 1 {1 1 1 .

B. =
Logic diagram# for associative theorems.
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h, Distributive theorems. These expressions indicate logical addition or multiplication where
one yariable appears in each of the terms. ’

(1) XY +XZ* X(Y+Z). Indicates a Yogical ;ddition of products containing an expression

in common (fig 2-244), AND’ing an expressicn with each input of an OR gate is equiva-
» lént to AND'ing the expression with the output of the OR gate,

«(2) (X ¥ YNX +2Z) = X +YZ indicates a logical multiplication of sums containing an expres-
sion in common (fig 2-24B), OR’ing an expression with each input of an AND gate is
equivalent to OR’ing the expression to the output of the AND gate,

WY+ WZ+ XY + XZ = (W+X) {Y+Z) indicates a logical addition of products' containing .
an expression in common (fig 2-24C), OR'ing an expression with each output of an
AND gate is equivalent to AND'ing the expression to the outputs of the OR gates.
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~ , L Absorpon theorems, These expressions indicate the logical addition or multiplicatish of
a variable with terms containing that variable,.

(1) X +XY = X means that the Iogigal addition of ;.n expression and 2 product containing that
expression results in the original expression (fig 2-254). If the output of an AND gate
is OR’ed with one of the AND gate's inputs, the result is equal to that input.

(2) Xa{ +Y) = X means that the logical multiplication of an expression and a sum containing
that expression results in the original expression (fig.2-25B). If the output of an OR
gte is AND’ed with one of the OR gate's inputs, the result is equal to that input,

B,

. Fig 2-25. Logic diagrams for absorption theorems, 8 ) '

j. DeMorgan's theorem. . These expressions indicate that the complement of an expression
is the equivalent of the complement of the individual terms with the connecting signs changed.

(1) XYZ =X+ Y +Z. Complelnenting the output of an AND gate is squivalent to OR’ing the
complements of the inputs (fig 2-264),

X X
¥ , Xz -y RT4Z
. z ; Z
?
\ ¥
. Yy EQUAL .
Xtylz] x¥z x| v]| z| ¥+
olofo 1 0jo0|o 1
olo]1 1 01011 1 ™~
0 1]o 1 >l 0 1.J0 1
ol1l1 1 . o111 1 .ot
1{o0]o 1 110f0° 1
1101 1 ' 110]1 I -
‘111]60 1 11110 1 B
. ' ) 1f1]1 -0
111 0 A
X X .
Y  X+Y+Z Y X-Y.Z :
Z YA

1—_'?QUAL Y

X1y |z | X+y+z Xlylzix.-Y¥.2
oflo}o 1 ofolo 1
0 0 1 0 R 0 0 1 0
0 l1]o 0 011410 0 .
ol1]1 0 Lol 171 0 -
1]o]o 0 110¢t0 0 !
1fof1 0 . 11o01t1 0: .,
110 0 1l1]o0 .0

111 0 B. 1]11}1 0

Fig 2-28. Logic diagrams for DeMorgan's theorems. o
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(2) X+Y+Z =X Y Z Complementing the output of an OR. gate is equivalent to AND'ing -

the complements of the inputs {(fig 2~-26B). .

k. Common identities. These expressions indicate the logical addition or multipi’ication of | o
d a variable with terms containing the complement of that variable.
,
. {1) X +XY = X + Y means that the logical addition of a variable (X) by the product of an ex-
pression (Y) and the complement of the variable (X) results in the logical sum of the
variable and the expression (fig 2-27A). In other words, AND'ing the complement of ' . b
one input to an OR gate with another input of the OR gate has no effect on its output.

(2) X(X +7Y) = XY means that the logical multiplication of a variable (X) to the sum of an
expression (Y) and the complement of the variable (¥) results irwthe logical product of
the variable and the expression (fig 2-26B). In other* words, OR'ing the.complement
of one input to an AND gate with another input of the AND gate has no effect on its output. .

X
X+Y
Y
i Y
§  ———EQUAL 3
X| Y| XY | X+XY ) X | Y[ X+Y
ojo}] of.o ! olo ()}
s o0 1] 1 1 0l1 1 .
trf o] o 1 . t{o 1 .
1]1] o0 1 1] 1 >
A, =
- . ‘ N ’
X o ¥
X ]
, X+Y 9.4
Y Y e
, b 4
X|v Xy Xl vy XY
0 Jo | 1 olo 0 .
of11] 1 0ot 0
1]o] o 1|o 0
111 . 1] 1 1

. B.
kY -

Fig 2-27. Logic diagrams for the common iden‘tities.
2-8, SIMPLIFYING BOOLEAN EQUATIONS

,.hn been shown that a logical ébnfiguration which has been designed to produce a certain
output can sometimes be replaced by a simplified logic circuit which is equivalent, and it will
produce the same output,

a. Letgs assume that we need a circuit which will provide an output X with any of the follow~
ing inputs: AandC, Aand D, Band C, or Band D. Thus, the Boolean equation is:

* X=AC+AD+BC+BD . ,

v

: S 2-18 48
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} |
BD ’
}—Bg | " ‘
Fig 2-28. Logic diagram,

The logic diagram for this equation is shown in figure 2-28, We see that we have 12 signal paths
with associated gate circuitry. We shall now see how Boolean algebra can be used to indicate

a simplified circuit. Apply the distributive theorem AC + AD = A(C + D) and BC + BD = B(C+ D).
Substituting these values in the original equation gives X = A(C + D) + B(C + D).

A(C+D)

A(C+D)+B(C+D)

Fig 2-29, Logic diagram. .

The circuit will now appear as shown in figure 2-29. Now only 10 signal paths are needed to per- .
form the same job as the original 12, We are not {inished with the job of simplification, however, - -
Since the factor C + D appears twfée, we can apply the distributive theorem again and the equa-
tion becomes X = (A + B) (C + D). Only 6 signal paths and 3 gates are needed for this circuit
(fig 2-30). -- Here we should check-the original requiréments and ask ourselves, will this sim-
- plified circuit perform the required operatiéns? -

oA A+B o _ ,;‘

B ' R
- . (A+B}{C+D)

\

Fig 2-30, Logic diagram,

2-17




Exercige: Simplify:
(A+B(B+C)+ (A+ B(B+O)
- (COF + A+ D+ ADA)(A + BD + EA + D)

. {Check your answers with those.on page 2-21.) d

b, Another circuit is required which will provide an output X when the 3-digit binary input
represents a prime number (e.g., decimal 2, 3, 5,- 7). Assigning the letters A, B, C;to the

place positions,we have:

T - .
Decimal Binary Boolean-
2 . 010 ABT .
.3 011 ABC - - ”
5 101 ABC
7 111 ABC

And the Boolean equation is the logical sum of thse products: X = ABC + ABC + ABC + ABC.

Fig 2-31%

The logic diagram for this equation (fig 2-31) shows 5 gates with 18 signal paths, We can sim-

ABC+ABC+ABC+ABC

Logic diagram.

plify this equation by applying the indicated theorems:

X = ABC'+ ABC + ABC ¢+ ABC

= CAB + CAB + BAC + BAC

Commutative . .
" Associative = TEB) + C(AB) + BIAC) + B(AC)
Distributive = (C + C)(AB) + {'1'3 + B)(AC)
\ Complementary = (1M(AB) + (1)‘(AC?

Intersection .

=ZB+AC

¢

N
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The logic diagram for this equation (fig 2-32) requires only3 gates and 6 signel paths, The table
below shows the expression to be correct. ~ ,

~

Decimal ABC AB AC AB+ AC

000
001
010

011
100
101
110
111

qac'n».u:o-—o
RN - E-X-)

)

~omoO0O0O0OO
- - =)

t

Fig 2-32, Logic diagram,

Exercige: The table below represents a binary ag:ldition where A and B are the two digits to
be added and C is the carry digit from the next lower place position,

ABC X'y

000
001
010
011
100
101 .
: 110
. ’ 111

HOOKMOKMO
e O~ OoOO0 O

Write and simplify the Boolea 'et.;uatlon for the sum digit X and then the carry to the next higher
place-position Y. (Check youy answers with those on page 2-22,)

c. Boolean algebra can alpo be used to devise circuits that, though not always the aimplest,
use only one type of gate thrqughout. NOR gates are commonly used in this manner, Knowing.
the desired output, we dete e the inputs necessary to produce it. If the desired output of

~ the final NOR gate (fig 2-33) is the same as that of figure 2-32, the signal before the final inver-
- ‘sion is the complement of the output or; AB + AC

~

'




< M v
. -+ To obtain the inputs, it is necessary to simplify the expression: \
v . . 3‘
X = AB+AC .
> =_ , — R « - , 2
~ DeMorgan's * = (AB) (AC) '
N o
. DeMorgan’s ] ={A+B)(A+C) » .- »
Double negative = (A + B) (A + E),, - . )
Digtributive <:AA+C)+BRA +C)
© _ Distributive = AA + AC + BA + BC . .
Complementary ' =0 + AC + BA + BC
i Union ) = AC + BA + BC
Complementary = AC + BA + (A +A)BC
. Distributive "z AC + BA + ABC + ABC
Commutative = AC + A§§ +AB + ABC
Absorption = AC + ABC + AB . ,
* - ) *
a Absorption = AC + AB
These are the two inputs of the.final NOR gate (fig 2-33), each being the output of another NOR '
. gate (fig 2-34). Their inputs are determined in the same manner:
- . Y , : \
* ) - = = = )
DeMorgan’s A+C A+B . o 7
’ Double negative A+C A'+B
. A )
C —
AB+AC
z . {A+C)+(A+B) »
. - T y , 'S
- B . A+B
s . N = . Y e
~ . Fig 2-34, Logic diagram,
« N .
By writing the Boolean equation for the diagram {fig 2-34), using these inputs and simpliﬁying, we
- ; should obtain the ortg\mal output expre;ssion: - VAR
. . ' X=(A+C)+(A+B) .o~ 7 7
- & o )
DeMorgan's ={(A+C)(A+B)
‘Double negative =(A+C){(A+B) .- ‘ -
“, , Distributive =A(A+B)+C(A+B) < . y
- Distributive =AA+AB +CA +CB
Complementary = AB + CA +CB * ’ -
Complementary =AB+CA+(A+ ACB ¢
re ' Distributive = AB + CA + ACB +,ACB : '
. , Commutative / - AB+ EBC + AC + ACB ‘ )
, o v Absorption = AB + AC
RO . " 2-20 -
AN Q. . 5 2 _ ‘ . -
:"ERIC : '
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Fig 2-35.. Circuit often used for binary addjtion. -

.- Exercise: The odtpﬁ’ts of gates 1, 2, and 3 dare indicated, Writé the output of each of the .
remaining gates. Simplify the expressions for X and Y. Are they the same as in the previous L
exercise? (Check your answers with those on page 2-22.) ' ' ' ’

s

h -,

_2-9, SUMMARY ] i} : o ‘ -
a. Boolean algebra is used to indicate the logic circuits needéd’ to perform the fogical funes - -

> tions of digital computers and other automatic switching networks. The three basic functions of
Boolean algebra are the AND function, the OR function, and the NOT function. The AND gate,
which performs the AND function, is activated only when all“indicated inputs are presént; if any
is absent, the gate will be inhibited. The QR gate, which performs the OR function, will be activa--
ted when any of the indicated inputs is present; if all inputs are absent, the gate will-be inhibited. .
The NOT function is used to-express the inversion or complementation of a term, . If signal A is .
absent, then NOT A is.present. ‘ -

b. The concept of equivalent expressions is used to simplify Boolean expressions and to - .
indicate alternate circuits. The Boolean expréssion is a mathematical statement of logical ‘
functions, and it can be displayed-pictorially by a logic ‘'diagram. To draw the logic diagram.
indicated by a Boolean expression, draw the gates indicated by the signs of operatién, using <

ion

— the terms adjacent to each sign as inputs to, the associated gate and observing logical inver «
as indicated by occurrence of the NOT sign. Conversely, to write the Boolean expression indi- ~ o
cated by a logic-diagram, begin by writing the output for the input gate or gates. Then, step -
by step write an oufput for each gate, proceeding toward the final gate. An expression for any o
switcling network, no matter, how complex, can be written'with this method. :
’ ’ ANSWERS TO EXERCISES 7 )
- . . \ L -
Exercise following para 2-8aj : ¢
IQ f ~ : .. ~
‘ © Given: A+B(B+Q+AFB(EB+0O R '
Distributive AC+B+AFBETO ~ V. .
N : DeMorgan's ° AC+B+(ABED . . .
: 4 ' Idgmgotent AC+ B+ ABC , E -
T " .*" Common identity AC + B+ AC - :
- rFd = - ‘&\ -
*
. t a '
3 N s . 2421 - -
. ‘ ¥ -
- . .
b B ' “ Lt “
. . ) R - R . . )
(" ! J . “, . t
~ B o) v
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. B . Given: ., i - (ﬁDF+*A+D+ADAl(A+BDfEA+D) 3 " N

< . ‘>?"' CoET ,_’Congn.iutiﬁze‘,‘ ‘ [(A%ADK)+(D+DCF] [(A+AE)+(D+DBﬂ s

A\ N 4 N
« . . . - — . . - > - . . ..
¢ ’ ‘ Absorption ' jA +D) (A + D) £ ’ - : C
t ~ - b N
< . ’ < . ~ . . T '-7‘ . l—," , o - , . . - R
: f - v . Idempotent LI A+D, ’ " - o e
5 > . .- . o .2 ‘ -t . . - s et
‘ X ~ . e ~ LR J R . i «, s
- b - ST " I ‘Exercile Iollowing para 2-8b: SR L, < 7
e : N v 7 - K] " 3 e

: T - Lo ,\‘x A§L+KBC"+A'BC+ABC - S .

TN . N 5 e N .
. " -Distributive *‘A'(Bc +BQ+AEC+BO . - -] N e
.. ‘ v . i Loy J , \ X '
e L L oort” -’E(Ec + AE) + B (AT # AC) : U
. ) -~ T s _— 3 . . P " »
5 . v ’ - B \L '’ er X -'C (KB + AB) + c(A'f3+ AB) ~ > o i .

> e e - T Y A’BC+A‘BC+A.BE+ABC e

' E} - :
~ § 3 K4 ) :

AN -3 . . ! T
oy L . ., ldempotent ° _ =ABC+ ABC + -\EC + ABC + ABC"" ABC - :
ee C T e » ¢ N N~ s c S = — -

) ) S v Distributive - = BCA + A) + AC(B + B) ¥ AB(C + CF : -
MY > g o T N : . Co . 'l: ) - . ! ? < . ? ?
P > : o Complementary = BC{I) +)AC(1)‘+ AB(1)
- " 7

”
se

2 ’ . ¢ ' Ve ‘ R ¢ - N P
. ‘ ’ v Intersection ™ = BC+ AC + AB. ‘ . - v

' >
PN E " )
¥ . > . . 0 -
N v @ > . . . 3
’ 2 . o, Exercise.following para 2-8c¢: - e s .
. L R X T N 2 - - P -~ .
- - . { s P e ~ - . ;
~ . . > . , " . e s - ~
: - - Gate 4. = AB+XB , - o . , .
. .. ) . ‘ - ; -2 RN} -

N
.
>
¢
.
o
{
I'd
v
v
[
-
)

B - . . Gate5 =T(AB + AB)., e . " . R .
. > . [ . 2 2 e

- ;~ 5 ~ , Co. . ’ Gate 6” - ’=~ CM) B ’_ : , - B Lo K
a Ty = o _cames | x-TWB +Tua)’; S@E AR . R
b . -, *' . ' DeMorgan's N T = TAB+ KBi +C @+ BN{A +'I_3] - : P ~ N
3 v ’ ) Distributive > -t(A‘E +IB) +C(EMa+B +BAr B ’: ‘. -
*j . ° Common idex;tit; = C(A"§+ &B) +C E\B + A] ‘ ‘ o ( ’ i s
. I T 0': L ”Gatye 9,“)»,\, Y=AB+ C{AB + AB), «* ] e ' ; )
s ,, - Distributive ./ ;=AB+ABC+EBC - _ N ’ ’
Y ’ . b i ’ " Idempotent '’ AR+ ABC + AB + KBC t Lo . , : ) .
%’“‘ IR . Distributive, : 2 A(B+BO) + BlA +EO ‘ - A
., : % Tﬁ b o ) é\{; Common identity . = AlB+ C) + B(A'+ C) RIS ‘ ‘ ¢ , )
PN i’ ) N ”-\Dg;:rib‘::'tive Lz AB+ Aé + AB+ Bg~ yoo . ‘ . g}
2 T n .© idempotent 3 - ABFAC+BC" . . ’ R

/« ) R N Yes, X and Y are the same. N
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- ) LOGIC GATES 3(’/ .
- f‘ /

.t
=

3-1. INTRODUCTION . . . i

The building blocks of digital equipment are its individual circuits. Hundreds, often thou-
* sands of them are interconnected to accomplish the operations of transferring and processing
’ data. Actually, there are only a few different types of basic circuits, and they are used ‘g 1in
: and again in different combinations. .This has the advantages of simplifying the design, increasing
reliability by using only a few well-tested circt;}ts, and making maintenane simpler and-faster.
i) .

s ° The circuits in digital equipment are simple in principle and less complicated than many
circuits in raddr and television sets. The types.of circuits used are: logic circuits which per- ¢ ’
. ) form logical operations with input signals, storage elements which store bits of information, and
’ accessory circuits such as line drivers, neon indicator circuits, and others. Since it would be .
. impractical to describe every circuit configuration now in use, only representative circuits of °
each type are explained here. * ° . ; N \

- - a. Information signals. Information in digital equipment is handled in the form of electrical
< signals. The transfer and processing of information is done by switching and-storing information .
signals. The binary system is used because we have bistable (2-state, on or off) devices. <
L. Some ‘common electronic devices (relays, vacuum tubes, crystal diodes, and transistors) per-
- . - form well'in bistable (2-state, or on-off) operations. Using the binary system, information’signals
L el represent the binary digits | and 0, ‘ < - -

5 . ~ .
.- - There are several ways of gepresenting the binary 1's and 0’s electrically. Some possible
combinations are: > ) . - . -

€ Al . < . [y ,
- . . w

’ . ¢ o 0 . 1
- s 1-> ¢ ,ﬂ
[ , Zero Voltage - Negative Voltage . ' -
< e - - No Current T © Current . <
R « .. . ¢ Negative Pulse . . «. _  Positive Pulge -. .
L. AR “Low Voltage' . * T High: Voltage
. R ‘- ¢’ Zero Voltage : Positive Voltage ' ’ » "
2« ‘ ) e . -No Pulge < Pulse - N ’ <
s N <, ¢ = . . [ S - - K o ! -
) s - - ‘Alsnds't‘ é.?y éirquit that has, two <stabl,e states can be used as a logical element. The extreme \ ;
L “ U« * values représehting 1 'and‘0 are «as-Togicilevels. C o . e , Tl
¢ 'SR T ¢ ¢ ¢ e . > 4 w0 : e . ’
¢ ¢ Joe b. SwitcHing logic. The gpérafioné\‘carfied_’out by a digital computer are operations of logié. | g
e, £ < Arithmetic and in fadt all mathematics are rigidly baseg op'logic. -In other words, arithmetic o
. RO , 1s a systematic progess of gnanipulating numbersfinvolving siniple operations carried out according: - -
ot towprecise rules, 'If numbers are to be represented by voltage le'&ls and pulses, some system of .,
s - 'manipulating these voltages ,a‘cgo::ding to the} ic rules of arithmetic 1nust be Eged. »Ciarcuits\w'hich !
s o Lex perform this funttion are called logic circuits. « - - ‘ Y S K g
} ’ P . < ‘,: . ¢ ¢ ) - ", (4 4 -
. ’ ’ How does switching entér into operations of logic? Do Yog recall the types of: logic operations .,
Vs that can easily bie performed by a switching circuit? - To answér these and sifnilar vq\xesﬁons. let
J us briefly review the OR ftgnct!@ and the AND function; r - |, S Lo« & <
- P .o - o ¢ t
: VSRS U N '
(1) The OR fiinction is performéd whenever any one of two or mor'e alternate possibilities ¢an " R - .
B . bring about a specified result, € et < - N c "L 3
< . ey, . “ e < C e ] L Lo K v . ) 2
l < (2) The AND function requirés that all of twd or more possible éonditiomebe present at the L ,\/‘; "
same time to bring about a %pecified result, e < ) T R R
. LT ¢ ‘ ' RSN -
I - E ¢ 'd . e, ¢ S s
* ¢ . « In chapter 2, you studied bas?g logic functions in terms of infarnfation only.. Here we . . 3w
5 o * . examine how physical circuits operate according t6 the rules .of these functions. The inputs to C
. " these circuits are now going to be electrical signals gepresenting the fadts that must be logically PR
4 . “ \ . I ¢ ‘{A/ LN : oy Tt l&,
< v Y - ) ‘ ) . c, .t

[ 0 .
‘e e 2 v [




° - ¢ ’ ]
\ - \ .
| . .
‘ processed. The logic.blocks previously used to diagram logic functions actually represented Y
physi:al circuits. Each output 1s an ¢lectrical signal representing the result of applying, the

- rules of a particular logic function to a set of inputs.‘ )f‘n other words, each output is a logical

N

conclision. . - , .
L ) . ‘
. The switching devices commonly used in-logic & icuits are determined by the state of the
v art and the job to be done. Relays, semiconductor diodes, vacuum tubes, transistors, and .

magnetic cores are prevalent today. Tomorrow's devices may be different, for research is
constantly seeking smaller, faster, more efficient, and more reliable é‘\vitching devices.
N This chapter cow.-r._é the operation of logic. swftching circuits called"gates. A gating circuit
’ {as itg name 1mplies) gcts as a swinging door that will determine whether a pulse is to pass or
be stopped. For example, gates can perform.AND, OR, NOT, and EXCLUSIVE OR functions.

. .. \ . ,
A 3‘2. DIODE LOGIC CIRCUITS | ‘ -

Some equipment uses what is.called diode logic; that is, it performs most Yogic operations
1n circuits made of semiconductor diodes. Vacuum tube‘ or transistor circuits are used primarily

N for building up weak or attenuated pulses. |
. ? “ |

-
,

The solid state diode, like the vacuum tube diode, \has an anode and a cathode (fig 3-1).
It offi.rs very little forward resistance to the flow of electrons from the cathode to the anode;
, - in other words, it conducts easily when the anode is maﬁe more positive than the cathode. Q
However, when the cathode 1s more poditive than the anode the diode offers a very high back
resistance, and practically no current can flow. ! .
L0 ; . \‘ + Voltage
. - . ANQDE | CATHODE 3,

|
. - -~ . ~ ‘ ' .
~ - , . ,Pu )

i PR “ELECTRON |

- .

) _ <F—— FLow .- T>_—K}_

, Fig 3-1. Solid state diode symbol. Fig.3-2. Diode positive AND or -
. ) D ) | negative OR gate.

. a. Pogitive AND of negative OR gate. Figure 3-2 shclws a diode logic circuit that can per-
form efther the positive AND or the negativé OR function.| The inputs are connected in patallel,
. each thrdugh a separate diode to the output. The operaticl‘n of the circuit depends on the voltage -
drop across the load resistor which, in this case, is co ected to a positive voltage source.
More inputs can be added, although only t{wo are shown in!the figure. -

v

K For explanation of this circuit, we agsume that the Jogic levels are 0 volts and ~10 volts. -
\ (You should remémber that different equipment uses different logic level voltages to represent
information.} " ’ s W :
- 2 3 1 ’ 2
R As the circuit in figure 3-3A shows, -10 volts are béi.ng applied to both inputs. In this
=~ &reuit, both diodes are condugting; thus, both act as a shért circuit for current in this direction.
- The output is therefore -10 velts=with respect to ground for this condition, Figure 3-3B shows

) the equivalent circuit with both diodes acting as shorts. -10v >

e +50v < * = - ’
o : A T ) Output

‘ CrR2 :
- CRY =10 CR1

T . -lov >—m——4>—-> . ) . - v
’ ' - - Qutput J . 1. .
¢ N 14 . N A .
; . . -l o 50v
. . ‘ . 10v — — 10v = .
R ) P ‘. ] l +‘.‘ I + l -
. o CR2 =, .- . = 2 X
e’ - Ao —: B.'
* +_ Pig 3-3. Diode circuft with both.inputs -10 volts.
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. . N 4 l
d Figure 3-4A shows the same circuit with ofie input at 0 vo}ts and the other at -10 volts. / - !
. ‘ CR2 imtially his a 60-volt difference in potential across it, since the +50 volts and -10 volts .

' are connected in series-aiding. CRZ conducts and puts the anode of CR1 at -10 volts with respecd
\ to ground. This causes CR1 to act as an open, and the output is -10 vGlts for this condition.
Figure 3-4B shows the equivalent circuit, if the -10-volt input is &pplied to CR1 and the 0-vdlt
input is applied to CR2, the conditions are reversed. That is, CRl conducts and puts the anode

of CR2 at -10 vGlts. This causes CR2 to act as an open. The-output is ~10 volts far thig condifion A
- I : also, - - it 3 T

J \‘r +50v . 2N

)
IS
)

CR1 -10v

- . ov >——|<}—<>—1> CR1

\ Output

> oy > K] y

. " CR2
. i A,

CR2

— 50v

B.

1
—_T_O Q_
H-
q
=

‘Fig 3-4. Diode circuit with one input -10 volts and one input 0 volts,

You can see that when -10 volts are applied to one 1nput and 0 volts are applied to

the other, the conducting diode shorts out the open circuit. As a result, the output is -10 volts N
in either case. ’ N .

Figure 3-5 shows the same circuit as in figure 3-4, but with both inputs at 0 volts. Both L’
diodes are conducting, thus acting as short circuits. For this condition, the output is 0 volts.
.

+50v

. Ov
o —T
’ . . \ Output s
’ CR1 ov ,CR1 CR2 »
ov >—K}—<>——]> . i
’ .
. + 9
o ’ ” ) — 50v
T.
—tm

’

A ' B
Fig 3-5. Diode’ circuit with both inputs 0 volts. : )
i From th‘é preceding discussion, it is possjlale to set up the device activity states cr
s electrical truth table for the circuit.in figure 3-3A. This is shown in table 3-1.

. In digital-logic terminology, a high (H) is the less negative, or more positive, logic level.
A low (L) is the more negative, or less positive, logic level. For example, in the preceding
discussion of the diode logic gate, we noted 0 volts as the high (H) and -10 volts as the 1ow (L).
" In table 3-1, substitute H for the high (0 volts) and L for the low (-10 volts); then the ac'ivity
combinations table for the circuit will be as shown in table 3-2, '

. | i ) ; \

p y
. ) INPUTS ., |OUTPUT | INPUTS OUTPUT
A B c ) A B C
-10v -10v - -10v S L L L
+=10v Ov -10v ‘ L H L. ’
Ov ~10v ~10v H L L
. ) . . ov ov Ov H H H
L Table 3-1. Electrical states. Table 3-2. Activity combinations,
. 3-3
. ~
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From our discussion of information sign;us you will recall that a computer may use either

“extreme of the logic levels to represent a binary I or a binary 0. The voltage level which repre-

sents che of the digits may become reversed in some of the circuits during the handling operation,
This is not ob;echonable as long as the operation remains logical and consistent, and the desx;ed
end result is obtained. If a relatively high voltage level represents a binary 1, the logic is re-
ferred to as positive logic. If a relatively low voltage level represents a binary 1, the logic s

reterre,d to as negadv,e 1ogic.

5 For the aiode logic circuit in figure 3-3, we assume that the Q-volt (H) level is assigned
the binary value 1; and the -10-volt (L) level is assigned to the binary value 0., As thé circuit
jwill be using positive logie, ft is now possible to write a truth table for the circuit by substi-
tuting 1 for 0 volta (H) and 0 for -10 volts (L). Table 3- -3 shows such a truth table. 1

From table 3-3, you can see that the circuit discussed performs the AND function. That
is, all of the inputs must be 1'to obtain ap output of 1. Sincg the high voltage level represents a
binary i, the function performed is called the positive AND function; and the circuit'1s a positive
AND gate. The circuit in figure 3-3 1s symbolized by .the standard logic symbol for the positive
AND function, as shown in figure 3-6. The Boolewn equation for this circuit is AB=C.
B 3 i . 2

8 -
, INPUTS oUTPUT
3
- A B c
0 0 0
0 1 0
1 0 0
1 - 1 1
3 Y -’ -
Fig 3-6. Symbol for positiye AND gate. Table 3-3. Truth table using positive logic.

2

Consider the same circuit when the: ~10-volt (L) level is assigned the binary value 1, and
the 0-volt (H) level is assigned the binary value 0. The truth table for this condition 1s shown

in table 3-4. s s

From table 3-4, you can see that the ¢ircuit now performsg the OR function. That is, the
output is 1 if any or all inputs are 1, Since the low voltage level represents binary 1, the function
performed is called the negative QR function, and the circuit is a negative OR gate. The circuit
is symbolized by the standard logxc symbol shown in figure 3-7. The Boolean equation for the

circuitis A+B =C. .
P
INPUTS OUTPUT
A A B c
’ C i 1 1 1
1 0 1 .
B - 0 1 1
] ] 0 ,
- . \ )
. . ,
Fig 3-7. Syribol for negative OR gate, - Table 3-4. Truth table using negative logic.

The small #ircle(s) at the input to any symbol element (logical or nonlogical) indicate(s) that

the 1 elatively low (L) input signal activates the function. Conversely, the absence of a smalil
circle indicates that the relatively high (H) input signal activates the function.

.
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d

A small circle at the symbol output side indicates that the output terminal of the activated
function is relatively low (L). . '

" From the foregoing discussion, you can see that a single circuit may perform eithcr the
AND function or the OR function, depending on the asgignment of the logic levels, The circut
that you have just studied may be used as a positive AND gate or a negative OR gate,

*b. Three-input positive AND or negative OR gaté. Figure 3-8 shows the circuit and wave-
forms for three inputs to a positive AND or a negative OR gate. Jugt as with the 2-input gate,
the 3-input gate is in parallel and connected through diodes to the output, The load resis-or is
connected to a positive voltage source.

+ voltage

: ST R N
Y > ——t R B
C>;i<lL -18:'21—'

Fig 3-8, Diode circuit for a 3-input positive AND or négative OR gate.

If we assign 0 volts and -10 volts as the logic levels, the circuit acts according to tahle 3-5.
Substitution of the term “*high’’ (H) for the 0-volt levels and thesterm ‘low* (L) for the -10-volt

levels in table 3-5 results in table 3-86.
i

INPUTS OUTPUT INPUTS OUTPUT
AlBle D B lc D
-10v|-10v| -10v| -10v N Ju L L L
-10v|-10v| oOv] -10v L{L |=H L
-10v| oOv|-10v] -10v L [H |L L
-10v| ov| ov| s ~10v L |8 |=H L .
ov|-lov| -10v| -lOv . H|L |L L
ov|-10v| ov] . -10v: H.|L | B L
ov{ ov|-tov] -10v H|H |L L
ovi ov] ov ov .1'H |l B 1H H

v

3
- ¢ v

Table'3-5. Electrical states. Table 3-6. Activity combinations.

&

When the 0-volt (H) level is considered the activating level and is assigned the logic value
of 1, and the -10-volt (L¥level is considered the inactive level and represgents the logic value 0,
substitution of these values for table 3-8 levels results in table 3-7. v
) 5 )
The circujt now performs the pogitive AN function, and the symbol ig shown in figure 3-9.
The Boolean equation is ABC = D, ‘

2 e -
»
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~~o0Q~moo ky

A —

B — D
c—

-

e 0000

~omOorOmO |jn

~oocooococooly
) '

v

- 14

Fig 3-9. Symbol for 3-input positive Table 3-7. Truth table using positive logic.
AND gate. .
When the -10-volt (L) level is considered the activating level and is assigned the logic
value of 1, and the 0-volt (H) level is considered the inactive level and represents the logic
value 0, substitution of these values for table 3-6 levels results in table 3-8.

The circuit now performs the negative OR function, and the symbol 1s shown in figu;-e 3-10.
The Boolean equationis A +B +C =D,

NPUTS QUTPUT

A B ' C D

< » 1 | 1 1

A 1 1 0 1

B D 1|0 1 1

C 1 0 0 1

0 1 1 1

o1 ] o 1

0 0 1 1

¥ 0}o 0 0
Fig 3-10, Symbol for 3-input negative . Table 3-8. Truth table using negative logic.

OR gate.
o~
c. Positive OR or negative AND gate. We have discussed the diode logic circuit that is
capible of performing either the positive AND or the negative OR function. In contrast, the
circuit shown in figure 3-11 performs either the positive OR or the negative AND function,

How does the circuit in figure 3-11 differ from the circuit in figure 3-2? First, in figure 3-11

the load resistor is connected to a negative power source; second, the cathodes of the diodes are

connected to the load resistor.
»

R - Voltage ,

9
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Again, for explanation of the circuit in igure 3-11, we assume that the logic levels are
= 0 volts and -10 volts.

—~ .
Figure 3-12A shows the circuit with -10 volts applied to both inputs. Both diodes .re /iﬁ"
conducting, thus acting as short circuits for current. Therefore, the output is -10 volts.for ;

this condition. Figure 3-12B shows the equivalent circuit ‘with both diodes acting as shorts.
' -10v

* -80v - >

,output

CR2 A, — B,

Fig 3-12. Diode circuit with both inputs -10 volts.

Figure 3-13 shows the same circuit with one input at 0 volts and the other at -10 volts.
The anode of CR1 has 0 volts applied to it, and the anode of CR2 has =10 volts applied to 1t. This ‘,
means that, initially, across CR1 there is a 60-volt difference, while across CR2 there i a .
50-volt difference. CR1 conducts and shorts the output to 0 volts. This shorting action causes

0 volts to be felt on the cathode of CR2. The -10 volts in series with CR2 cause_it to-be biased *
in its high-impedance direction. Since the cathode of CR2 is positive with respect to the .node, ;
it will not conduct but will act as an open circuit. The output of the circuit remains at 0 volts.
or -80v ov
1 hd : -
ov CB output
: CRI1 CR2 .
7Tt
o ¢ output
\_——
-10v ~, _l>|__1 , = 1wv . — 80v .
I+ i :
‘ CR2 L X

Fig‘ 3-13. Diode circuit with one input 0 volts and one input -10 volts.

If the -10-volt input {s applied to CR1, and the 0-volt input is applied to CR2, the conditions'
are reverged. That is, CR2 conducts and puts the cathode of CR1 at 0 volts, and again the output’
of the circuit is 0'volts.

Figure 3-14 shows the same circuit with both input levels at 0 volts. Both diodes conduct
and short the output to 0 volts. .

Oy

. ~80v *+ =
’ : CR1 output
. ov CR s T CRe
ov >____D'_. .
=

output
ov >__.D,_.

CR2

Fig 3-14. Diode circuit with both inputs 0 volts.
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From the preceding discussion, it is possible-to set up the device activity s‘tates or ’ 7
electrical truth table for the circuit in figure 3-11.  This information is listed in table 3-9.
[}

\

Substituting the high (H) for 0 volts and theﬁ (L) for the ~10 volts results in activity

combinations for this diode logic circuit as shown in table 3-10. I
1 L4
3 1
- -
o INPUTS OUTPUT INPUTS OUTPUT

A B c A B Ci
-1ov | -1ov | -10v _ L L L
. ~10v ov ov > L H H
; Ov -10v Ov H L H
: ov ov ov H H H

Table 3-9. Electrical states. Table 3-10. Activity combinations.

/
Consider the diode circuit in figure 3-11 when the 0-volt (H) level is assigned the logic
value 1 and activates the circuit, and the -10-volt (L) level is assigiled the logic value 0 and is the -
inactive level. Substitution of these values in table 3-10 results in the truth table shown in oty
table 3-11.

From table 3-11, you can see that the circuit performs the OR function. That is, the
‘output is 1 if any or all of the inputs are 1. Since the high voltage level represents binary 1,
the circuit performs the positive OR function;--and is called 2 positive OR gate. The circuit

is symbolized by the standard logic symbol for the positive OR function, as shown in figure 3-15.
N The Boolean equation for the circuitis A +B = C. . R v )
INPUTS OUTPUT
A A B o .
! C 0 0 ] .
0 1 1 .
B 1. 0 1
; 1 1 1
.
Fig 3-15. Symbol for positive OR gate. . Table 3-11. Truth table using pogitive logic.

A
Consider the same circuit when the -10-yolt (L) level is assigned the logic value of 1 and
is the activating signal, and the 0-volt (H) level is assigned the logic value of 0 and is the inactive
level., The truth table for this condition is shown in table 3412,

From table 3-12, you can see that the circuit now performs the AND function. That is,
all inputs must be 1 to obtain an output of 1. Since the low voltage level represents binary 1,
the function performed is called the negative AND function, and the circuitjis 2 negative AND
gate, as represented by the standard logic symbol in figure 3-18. The Boolean equation for
the circuit is AB = C,

3-8 .
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& . - INPUTS | OUTPUT
A —( ) A B .| c.
~ C 1 17 1
‘B —(1 1 0 ]
0’ 1 ] "o
0 0 0
. E4
R Fig 3-16. Symbol for neg.at'lve AND gate. Table 3-12. Truth table using negati‘e logic.

Again, you can see that a single circuit may perform either the OR function or the AND
function, depending on the assignment of logic levels. The circuit that you have just studied
may be used as a positive QR circuit or a negative AND circuits °

d. Three- mput positive OR or negative AND gate. Figure 3-17 shows the cu-cult and wave-
forms for a positive OR or a negative AND gate. Just as with the 2- -input gate, the three inputs
are in parallel and connected through diodes to the output. The load resistor is connected to a
negative voltage source.

-voltage
Ov
1oy A M
L .
- ov <
A >———-l >|—1 ’ D 1oy 2 [l ‘ I"I_
y N

e~ mell ML

Fig 3-17. Diode circuit for a positive OR or negative AND gate,

If we assign 0 volts and -10 volts as the logic levels, the circuit acts according to the
‘ values in table 3-13. o
Substitution of high (H) for the 0-volt levels and low (L) for the -10 volt levels in table
3-13 results in activity combinations shown in table 3-14.

; ' N >
PUTS =} OUTPUT INPUTS OUTPUT

A B c D B | C D
~-10v{-10v .-10v ~-10v L LI L L
. }=10v] -10v Ov Ov L L |H H
-10v| Ov|-i0Ov Ov L H|L H
-10v| Ov Ov .0v L H|H H
s Ov|-10v| ~10v Ov . - |I™H L | L H

N Ov) -10v Ov Ov H L}iH |- H . =
Ov| Ov|-10v Ov H H|L . H

. Ovi Ov| “Ov Ov B * H H|H H t

Table 3-13, Electrical states. , Table 3-14. Activity combination.

3-9
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When the 0-volt (H) level is consideréd the activating level and is assigned the logic value
of 1, and the -10-volt (L) level is considered the inactive level and is assigned the logic value of
0, substitution of these values for table 3-14 levels results in table 3-15, .

With these values assigned, the circuit now performs the positive OR function, and is
represented by the symbol shown in figure 3-18. The Boolean equation for the circuit is

A+B+C=D, /

-4
R . Q INPUTS QUTPUT
1
A B C D
0 0 0 0
. A 0 {o 1 1
0 1 0 1
B D o |1 |1 1
C 1 0 0 1
- . r{o |1 1
-1 1 0 1
1 1 1 1
‘¢
L]
Fig 3-18, Symbol for 3-input positive” Tabie 3-15. Truth table using positive logic.

OR gate.

-

When the -10-volt (L) level is considered the a:ctivating level and is assigned the logic value
of 1, and the 0-volt (H) level is considered the inactive level and is assigned the logic value of 0,
substituting these values for table 3-14 levels results in table 3-16:

The circuit now performs the negative AND function, and is
figure 3-19. The Boolean equation for the circust is AB C = D,

nted by the symbol in

{

. N

OUTPUT

H
]

v}

= o

3

~

[

-

QO - OO0
000000 O
[8

lororowmow|n

£ <

- <
Fig 3-19. Symbol for 3-(input negative.
AND gate.
¢ 75
3-3. TRANSISTOR LOGIC CIRCUITS

!
(Table 3-16. Truth table using negative logic.

<

o

v

4 i " The use of transistots in digital equipment brought about a radical change in design. In
the past, vacuum tubes required large, bulky units'to contain all the circuitry and power equipment
such units are no longer necessary because a transistor is much smaller than a vacuum tube.

. Transistors are generally housed in tiny cylinders less than 1/2 inch long. Transistors are
efficient because of their small size, low power consumption, long life, and extremely flexible
circuit design. As switches, they are as fast as vacuum 'tubes; hence, they can be used in high-
speed equipment! / 3 )
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Modern equipment uses transistor gate circuits to perform logic functions. Transistors
have the ability to amplify, and they are used to keep a signal constant through several gates.
Transistors may be connected in series, para)llel, or deries-parallel4o provide logic functions.

£ {

Several types of transistor logic circuits are used for logic gates. The type selected for a
particular application will depénd on power equipment, gwitching speed,:and cost. The.basic
transistor logic circuits ave: diode-transistor logic (DTL), resistor-transistor logic (RTL);
and direct-coupled transistor logic (DCT ;- .

a. Diode-transistor logic (DTL). As stated earlier, the diode logic gate does not amplify
the signal, To keep the amplitude constant and to prevent the diode gate from being loaded by
‘ iexternal circuitry, a common emitter-transistor circuit (gain=1) is added to the output of the

diode gate, Pigure 3-20 shows this type of logic network, which is a pysitive OR or negative
AND gate. The logic symbols for this circuit are shown in figure 3-21, '

~
i

-voltage

< "-"c"n M '
e N - o LT M

Fig 3-20. DTL circuit for a positive OR or negative AND gate,

A ) - A —
B D ¢ B —QO
" c c —(
. . . & , ‘

Fig 3-21. Symbols for circuit in fig 3-20.

Figure 3-22 illustrates the same type circuit used as 4 positive AND or negative OR gate

The logic symbols for figure 3-22 are given in figure 3-23. ¢ y
e l . - .
+ .
) voltage voltags . , .
voa 1 M
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A
hY B D
C

Fig 3-23. Symbols for circuit in fig 3~22.

Instead of the emitter follower as the output stagé, a common-emitter or inverter circuit
is generally used. This circuit (fig 3-24) is an inverted positive OR or an inverted negative AND
gate. The logic symbols for the circuit in figure 3-24 are shown in figure 3-25.

"

:volta. ge

U I

-V
Ov

S I N e B

Ova

O S e N I

> T LI T N

Fig 3-24. Inverted positive OR or inverted negative AND circuit. ~
A A—( ) B
B O—D , B — D
¢ . ¢c—Q
. o /

» Fig 3-25. Symbols for circuit in figure 3-24.

Figure 3-26 shows the same type of circuit used as an inverted positive AND or an inverted
negative OR gate. Figure 3-27 shows the;lgic symbols for the circuit in figure 3-26.
4 .

4 )

+y
ov . >
-y A
. A Ov
= l<] ' ' - B ‘

" P A

9
1
;
1
3
-
.
-
.
. e d
N,
.
B
Dv‘
3 4
A -
’ .)
A
A
/‘9,
]
Y
vy
4 [ .:




’ 3 T T T,

- Fig 3-27. Symbols for circuit in figure’3-26. ° 4) >
: 2 R L

b Resistor-transistor logic (RTL}. A resistor-transistor logic circuit is made up of ¢

resistor gate and an.nverting-amplifier. Figure 3-28 shows this type of circuit with three !

resistors of equal value.” The logic levels are assumeQd to be 0 Volts and -2 Volts. If all the o

inputs are at the upper level, or 0 volts, the transistor will not conduc{ The resistor values K

are such that if one input is at.the lower level of -2 volts, the transistor is driven into the Y

saturation region. If more than one tpput is at the lower lével, the transistor will ke driven -

more nto saturation. The output is inverted througg the trahsistor. Thlsxcxrcuxt‘per.forms >

the positive AND ox the negatwg OR funct 1on with an inverted output. The logic symbols for the

circuit are shown in figure 3-2 Note that the logic symbols are the same as those in fxgure .

3-27, but the circuit is not the same as that in figure 3-26,

[a) ~ ')

=Vee

o Fig 3-29, Symbols for cchmt in figure 3-28.

~
- ) Rl . . 5
'I'o perform the positive"OR or neganve AND guncuon wi mvex:sxon the circuit in figure
3-30 may be used. - If any of the inputs is-at'the upper level, transister conducts. The,

resistors perform the OR function, while the transis.tor amplifies and inverts. The logic symbbls
for the cifcuit are: shown in figure 3-31,

L -

Aruitoxt provided by Eic:
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K > > Fig 3-31. Symbols for circuit in figure-3-30. . ) - ) ‘
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-t < s . < ~ N . . .
o7 .o ﬁesistor-transis@onlogic circuits require the addition of RL networks, speedup‘capac,iiors, - /
T and diodes to make them work at high frequencies. ‘Therefore, they are’ more complicdted, . o
‘- " less economital, and less,eificiént at these frequencies, However, wher used with good high- X -
frequency transisters,’ they are ugeful in high-speed computers. . . e N T <
- U - T, ¢ -, ¢ , N 5 ®

- : : c. Direct-coupled transistor logic {DCTL). ‘Direct-coupled transistor logic, *ds its name
t= ! implies, uses direct coupling to transfer a logic, voltage level from one transistor to another. T
. .. Since these circuits use only transistorsand resistors, their frequency response is excellent. . .
.. > Logic functions can be perfox‘med with small voltage changes when DCTL circuits are used. S -
: The voltage swings may be as_low as.0. 2 or 0.3 volt, No level-restoring circuitry is needed .

¢ e since the DCTL circuit-sets the upper and lower voltage levels.
- e T : [} .

-

., . Two stages of a basic transistor switch are illustrated in figure 3-32. The ixlput!,,signal has
a 0. 2-volt swing from =0.1 volt.to -0, 3 volt. ' L W . . -
: . - . . 3
\" N \ N . , o . =
£, -~ . ‘ Y _Sv“ . . .

R X o . " . Fig 3-32. DETL swi)tch circuits ?
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A"series DGTL gate conslsturg of two trax)sxstors in semes is ;uustrated in figure 3-35.
I the’ inputs, A and B, are relatively.high (-0.1 volt), sthe gutput is low {~0. 3 volt) -- tfus assumes
that the gate is feeding another circuit. If either input is {ow (0. 3 yolt), ‘the output is still -0. 3,
-volt. If both inputs are low (-0, 3 volt); the output is high (-0.1 vélt) Froiy these facts, you
can see that the series gate is either a positive input OR gate with mnversion or -a negative irput
AND gate with mvérsxon. The logxc symbolsa fog‘ this gate are 3hown i) fxgure 3-38.

MAS

s
-2/ - A .
. > ,_w— R .- . '

PR *,f,, . '“f: “, Fig 3-56 ‘ Symbols for circmt in ﬁguz-e g 35 S T %
e ol a IR

The pnhcxp}es employed in the anﬁlys;s of the c;rcmt in fxéure -32 3pg}kto alql DrCTI'.‘ o
gircuits. . ,’_w -~ L X R Lo -

‘- o - ol P . T
IR . - . s -
E o~ . D3 - R

' Again if mw}epséxon is not desxred an inver\tgy ampllilex‘ may be ,added‘rto"the czrcht. v
Moré€ transistérs may be pIaced “in series, but there is a3 limit to. the number becaude e voltag$
- drops acrgss the transistors gsmal\l as they are) ad.d togeiher ;md reduce the vo}tage swmg -
ofthemput . Lo i S : AP S Bt
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- Zof Q2 flmvmg through the collector-load resistor of Q1 (droppmg -2.7 volts), and through the.

ox ‘
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¢ 1 < ¢ j ¢
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A Fig 3-34. Symbolfs got cxrcuit m igure 3 3'3 v o -~ -
© . . -
/i -
s If inversion is not desired an invertgr ampIifxerma be(added to the cireuit, More tran-
sistors can be “plaged in parallel to b}'oyide more inputs, but there is a hmit to the,number . v
because the sum of the leakage gurrent, feo, wﬂb increase to a pomt Whe.re the oufput voltage, R
. remains too.close to -0. 1 volt . . -
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The -C! 1 yolt applied to the base of Ql 18 insuffi lent to bnng Ql into conduction. With Q1
cut off, its collector velsage would be at Vee ,Or -3 volts, except that the collector of Q1 1s directly
coupled to the base of Q2 and the base-émitter junction| of. Q2 clambps the collector of Q1 to -0.3
volt. This -0.3 van is the voltage drop across the ba -emitfer junction. It is'the resuitof Ip |

bage-emitter resistance of Q2 (dropping -0 3 volt) Thus, the base-emitter junction of Q2
maintains ihe low logic level. .. B i .

When the input signal goes to.-0:3 volt, QI saturites and the col.lec\or of Ql rises. ;o
-0 ¢} volt, This =0. 1 volt is~ ihe voltage drop from coll ¢tor to emitter,, and ‘is used to, cut off Q2.
Thys, the voltage drop across tt;e saturated tranaistor {Q1) maintains the high logic leveL The
_output voltage of Q2 will vary between -0. 1 and -0.3 volt only if the ouiput is directly coupled
to an identfcal stage or to one which provides sufficient current through the collector resistor to
maintain ¢he -0.3 volf and when Q2 is cut off. In most other logic circui.ts diodes are usgd to °
establish the logic levels, Direct-coupled methods of obta.inipg logic levels slmpllfy the c;rcuitry
by eliminating !he rieed tor"logic level es?abliéhing coméonents. “

& -

P

Aparallel DC'I’L gate is 11.lustrated in figure 3- 33‘ «It has three tra.nsistors connected m b
para.llel in a common-ermtter configurativn, ‘If all three iriputs, A, B, and C, are high, or -0.1
volt the Oufput at’D wxil ve <0, 3 volt {assuming the gatgl is fpeding another ciruit). However, if any
of fhe three inguts is low, or -0.3 volt, the-output becomes 0.1 volt. From thege facts, yOu
can see that fhe gafe is either a positive input AND gate with inversion ora negative input OR

© gate’ with ‘tnyersion.” 'I’ﬁe lqgic symbols for this’ gate are shown, in figure 3- -34.
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The direct-coupled transistor logic circuit 13 simple and has low power consumption. It
also has some disadvantages. The t,na%sxstors and resistors mubt be kept within close tolerances.
If many transistors are used, noise voltages are a problem. Since the voltage swings are small
and the switching speed is limited, the trafizistors are operated at saturation.

. 3-4, NOT CIRCUITS - ‘

. A circuit that inverts the logic of a pulse or group of pulses is called a NOT circuit, -and
is usually a simple inverter. A common-cathode triode or a groupded ~ematter transistor amphfier
constitutes a NOT circmit. This circuit is frequently used to advantage in conjunction with other
switching gates to change the polarity of the signal.

An’AND circuit whose output signal is inverted with respect to the input signal 1s called a

" NOT-AND, or NAND, circuit. The circuits shown in’figure 3-24, 3-26, 3-28, 3-30, and 3-32

are examples of NAND circuits. Logic symbols for the NAND circuit are shown in figui'e 3-31,
‘e

> ~ . *

bl

M Fig 3-37. Symbols for-NAND circuits.

"An OR circuit whose outpu?signal 15 inverted with respect to the input signal 1s called a
NOT-OR, or yOR. circwt. The circuits shown in figures 3-24, 3-26, 3-28, 3-30, and 3-32
are examples of NOR circuits. Notice that these are the same as the NAND circuits. The
function that the circujt performs depends én the logic level used to represent 1. Logic symbols
for the ‘NOR circuit are shown in figure 3-38.

By

£
v
N - . NS
" . Fig 3-38, Symbols for NOR circuits.
3-5. EXCLUSIVE OR CIRQUIT L i :
i “Thé OR function product;; a specified resul n any one or all of the input condit ons are

[ vsatisfied. ‘Sincg the OR includes all combinations ag4well as one-at-a-time inputs, it 1s called
_ INCLUSIVE OR. All the circuits discussed so far and which perform the OR function hdave been

" INCLUSIVE OR circuits. In digital logic circuits, the OR function is always “‘inclusive’’ wnless
otherwise specified. . -

-

H M / . -
’/ A logic operation that will produce an output when either input is present, but not when both

inputs are present, is called an EXCLUSIVE OR. A combination of AND and OR circuitry may be
arranged to per:}‘orrg this logic Tunction: Such ah arrangement is shown in figure 3-39,
k ;" )

The Boolean equation for an EXCLUSIVE OR cirolit is AB + AB = C. This says that C

will be present when A or B is present, but not when both are present. A truth table for the
circuit«fs shown in table 3-17, .

’
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Fig 3-39. EXCLUSIVE OR logic circuit. Table 3-17. EXCLUSIVE OR truth table.
3-6. ANALYSES

An example of an EXCLUSIVE OR circuit using DCTL is illustrated in figure 3-40. ,

B

a. Operational analysis of the circuit prior to the existence of an input signal is as follows:

(1) Transistor Ql lfas approximately 0 volts applied to its base. Itis grounded on its
’ emitter and has -3 volts applied to its collector through R3. This causes transistor
Q1 to be cut off.

' (2) Transistor Q2 has approximately 0 volts applied to its base. It is grounded on its
emitter and has -3 volts applied to its collector through R2. This causes Q2 to be . -
cut off. N

(3) Transistor Q3 has -3 volts applied to its base from R3; the emitter has -3 volts applied
to it from R2; and the collector has -3 volts applied to it from R1. With the base, emitter,
! and collector at -3 volts, Q3 is cut off. .
(4) Transistor Q4 has -3 volts applied to its base from R2; the emitter has -3 volts applied )
to it from R3; and the collector has -3 volts applied.to it from Rl. With the.base, emitter,
and collector at -3 volts, Q4 is cut offA

(5) The output with Q1, Q2, Q3, and Q4 cut off is the collector potentlia.l of Q3 and Q4, which
is -3 volts.

- 9 -3v . . .
* -

. R3 Rl R2

Input - ' : Input

. ) =

<

o*n

Fig 3-40. EXCLUSIVE OR circuit. F“‘l‘g‘3-4l. Symbol for EXCLUSIVE OR circuit.
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v b. Operational analysis with the injection of an i:nput signal on the base of Q! and no input on
the base of Q2 is as follows:

., (1) With a negative i.npht p{xlse applied to the base of Q1, the transistor goes to saturation
and-acts as a short,’ This causes the ground potential of the emitter of Q1 to be felt
at the collector of Q1 . : .

> (2) The ground potential felt at the collector of Q1 isgeoupled to the emitter of Q4. This
now caiises Q1 to have the following voltages: -3 volts on the base from R2, -3 volts
applied to the collecfor from R1, and ground on the emitter. These voltages cause Q4
to saturate and {o act as a short go that Q4's emitter potential, approximately 0 volts,
will be felt at the collector of Q4. The output which is taken from the collector of Q4
will be approximately 0 volts, o

Transistor Q3 will remain cut off due to approximately 0 volts on the collector; =3 volts

will be on the emitter, and approximately 0 volts on the base.

With an input to 62, the same o&eratioh takel place, but it will mnvolve Q2 and Q3 instedd
of Ql and Q4. -~ ., .

c. Oéeration‘a.l an'alysis with both input signals present at the same time is a% follows:

Botthl and Q2 go to ;amration. applying 0 volts, or ground poteﬂtia.l. to the bases and
emitters of Q3 and Q4. Q3 and Q4 remain cut off, and their collector potential or output
remains unchanged at ~3 volts.

(The logic symbol for the EXCLUSIVE OR circuit is shown in figure 3-41.)

P

3-7. SUMMARY

a, A logic gate is a circuit capable of producing an output that depends on a’gpecified type of
input signal or on the coincidence of input signals. An AND gate has an Qutput pulse when there
is timne coincidence of all inputs. An OR gate has an output when any one or any combination of
input pulses occurs in time coincidence. -

b. Semiconductqr diodes and a load\:.esistor are used to form AND and OR gaiing circuits, , .
The diodes in a positive AND circuit are.connected opposite in direction to those in the positive OR
circuit. The supply voltage for the positive AND circuit is opposite in polarity to that.in the
positive OR circuit. .

: -

c. If the relatively high voltage of &'xe logic leveld represents a binary 1, the logic is called
positive. If the relatively low voltage of the logic level represents a binary 1, the logic 18 called

negative,

d. The function that a circuit perfgrms depends-on which type of logic is being used. Thus,
a circuit may perform as a positive AND gate or as a negative OR gate. Likewise, another cir-

cuit may perform as a negative AND gate or as a positive OR gate.

. A transistor may be added to a diode gate“to amplify the signal. This type of logic is
called diode-and-transigtor logic, or DTL. A resistor-transistor logic (RTL) circuit consists
of a resistor gate anggan ampliffer. Direct-coupled transistor logic (DCTL) circuits use direct
coupling to transfer Togic voltage levels. The transistors may be connected in parallel to form
'a positive input AND gate or a negative input OR gate. TPansistors conmected in series would form
a negative input AND gate or a positive input OR gate.

A

f. A NOT circuit inverts the logic of a pulse or group of pulses. The circuit is usually a
simple inverter. An AND circuit whose output signal is inverted with respect to the inpu- signal
is called a NOT-AND, or NAND, circuit. An OR circuit whose utput signal ig inverted vith
respegt to theinput signal is called a NOT-OR, or NOR, circuit,

-~ g. An EXCLUSIVE OR circuit is one that will produce an output‘when either input is present,
but not when both inputs are present.

~
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Chapter 4

LOGIC FLIP-FLOPS

-

4-1. INTRODUCTION

2. In our previous discussion of logic circuits, an output was present only ‘when the x:equxred
iriput was present. Digital equipment also requires circuits which will retain or store informa-
tion supplied to it. Since the flip-flop has two stable states, it can be used to store the digits--

_ the 0 and the 1--used in the binary number system. When the flip-flop is used to perform logic
operations such as addition, subtraction, multiplication, division, and comparigon, it 1S called-

- I

a logic flip-flop. h -

_ The logic symbols for flip-flops are shown in figure 4-1. Figure 4-1A shows t&) inputs,
set (S) and clear (C), and two outputs. one (1) and zero (0). A pulse applied to the S input w1ill
cause the outputs to be as indicated on the symbol. Conversely, a pulse applied to the C input
will cause the outputs to be the NOT function of those indicated on the symbol. In figure 4-1B,
atrigger (T) input has been added. . A pulse applied to the T input will cause the flip-flop to change
its state, so that whichever logical output was present previously will be reversed. Figure 4-1C
§%gws a flip-flop with a single inpat{T). The action of the input pulse is the same as described
above, . )

N

e
J
fe——

S .
U pre——

Fig 4-1. Logic sybmols.

b. Many current references will label the S and C inputs as S and R inputs, with R mearing
reset and S again meaning set. With this terminology, the R ‘input acts the same way as the C
input. The functioning of the flip.flop is identical.

% Whether labeled S and C or S and R, an input made simultaneously on both sides of the flip-

flop (S and C or S and R) will have an undetermined result, The output of the circuit will depend
upon which input registered last and can only be determined by testing,

c. Another deéignation for S and C as fx?;uts is J and K, ~Again the functioning of the flip.flop
is identical, but with one significant difference. Should inputs be made on béth the J and K inputs,

the result will be to complement the flip-flop. The two inputs will cause thig flip-flop to pe;-form;
in the same way as an S and C flip-flop with an additional T input. Consequently, two simultaneous

linputs in a J-K flip-flop will cause a triggering action and complement the flip.flop. ]

v

4-2. BISTABLE MULTIVIBRATOR .

a. A basic bistable multivibrator is shown in figure 4-3, The switch located in the emitter
circuit has been added for explanation. N

. Assume that the switch is open and -VCC is applied. Resistor voltage dividers R1, R3,
R6 and R2, R4, R5 apply equal forward bias to Q; and Q,. The voltages at the collectors a “e
also enfual. Neither transistor conducts because of the open emitter circuit.

4
(1) When the switch is closed, completing the emitter circuit and applying a small amcunt of
reverse bias from the battery, both transistors start to conduct. Because of slight .
differences in their construction, one will conduct more than the other. {Here we assume
that Q2 conducts more than Q;.) Thus the following actions are taking place simultane-

ously:

ERIC-
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Fig 4-2. Basic bistable multivibrator. .

(a) The currerﬁ through Q; and Q, is increasing. N

(b) The increased current through the collector resistors develops positive-going (less
negative) signal voltages at the collectors. Since Qg is conducting more than Q, its
signal will be larger.

(c) The signals are coupled through the divider networks to the bases of the respective
) transistors and act as reverse biag to oppose the increase in collector current flow. - \
[+ The signal at the base of Q) will be larger than the signal at the base of Q,. /

(2) The aboveaction ¢ontinues until the signal at the base of Q] is sufficient to cause its
collector current to stop increasing. At this point the following conditions exist:

(a) Qp's collector current is still increasing because the signal at ifs base did not reach
a large enough value, but it did level off at some dc value, because Q,;’s collector
current is no longer changing. ‘

Ve

7 (b) The signal at the base of Q; is still changing and therefore is continuing to reduce
. its collector current. -

(3) As the collector current of Q; must now‘atart to decrease, the following conditions will
exist:
(a) The current thrdugh Qj's collector resistor is decreasing and developing a negative- .
going signal at its collector.

' \
. »
N (b) This signal is coupled through the divider network to the base of Qq, and it acts as /
¥ forward bias to increase its collector current.
3
{c) This increase in Qg’s collector current will continue to develop a positive-going , '

signal voltage which is coupled to the base of QL to further decrease its collector
current until the reverse bias (composed of the positive-going signal and the battery)
cuts off Q1. With Q; cut off, its collector voltage approaches Vcc, and the divider
network apﬁies a steady forward bias to Qg which saturates,

(d) The flip-flop will remain in this state until a negative pulse to the base of the OFF
transistor or a positive pulse to the base of the ON transistor causes the circuit to
change states, ‘

b, The circuit shown in figure 4-3 is an Eccles-Jordan multivibrator, The waveforms are ] - )
included so that you will refer to them during the following explanation. Two outputs are available, .
each the complement of the other. One or both may be used, depending on the application.
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Fig 4-3. Bistable multivibrator,

R1, R3, and R7 form the voltage divider network that develops forward bias for Q2. R2,
R4, and R5 form the voltage divider network that develops forward bias for Q1. C1 and C2 are
speedup capacitors used to couple fast changes in the collector circuits to the<base circuits, These
increase the switching speed of the circuit,

Assume that prior to time To QI is cut off, the collector voltage (Vcl) is near negative
Vec, and thé base voltage (V) is near zero volts. Also assume that just prior to time To Q2
is saturated, the collector yoltage (Vo) is near zero volts, and the base voltage (Vpg) is nega-
tive. Attime T,, a negative trigger pulse is applied to the input, This negative trigger is
coupled through C3 and C4 to the bases of Q1 and Q2, and it has the effect of increasing the for-
ward bias of both transistors. Since Q2 is already saturated, no change in its collector voltage
occurs, The increased forward bias applied to-Ql causes it to start conducting and its collector
voltage to charige frorm near negative Vee to slightly less negative than zero volts. This causes the
base voltage of Q2 to change toward zero volts (cutoff). Vg then changes toward the negative
Vee- This negative voltage is coupled to the base of Q! aud drives QI to saturation, Thus, a
stable state of Q1 conducting and Q2 cutoff is reached. The flip-flop remains in this state \ntil
another negative trigger is applied at time Ty. At this time the circuit will be flipped back to its
other stable state. .
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¢. You can now see that the flip-flop has two stable states. In one state, the collector of.Ql
is high and the collector of Q2 is low. The opposite 18 true for the other state. Thus, the out-
put of Q1 can represent yes, true, present, etc.; and the output of Q2 can represent the oppo-
site values--no, 'false, absent, etc. This 2-value system 1s the basis for digijal logie, and for
this reason the flip-flop is widely used in digital equipment.

4-3. FLIP-FLOP INPUT CIRCUITRY
The inpﬁt signal applied to logic ﬂip-ﬂops;‘g_ikes on various forms, jrigger pulses, pulse
trains, etc. Since a flip-flop requires a sharp trigger pulse, additional circuitry 1s sometimes

‘required to reshape the input signal. Alsc, if an input pulse is applied to the bases of both

transistors from a common input source (18olated by capacitors to avoid de interaction, as in +
figure 4-3), switciling time will be delayed because while the OFF transistor is driven into con-

N\

duction, the ON transistor 1s driven deeper into saturation. The turning-on action of the previously

off transistor prevails, but must first overcome the effects of thé ON transistor being driven
deeper into saturation. Therefore increased input signal strength s required, and the rise and
fall times of the output signal are increased. By adding pulse-steering diodes (fig 4-4),. the
input pulse is directed to the transistor that is to be affected.

+Vas CRI - —VCC . CRI
——}€—0 TO BASE OF ———0 TO BASE OF
“ON" TRANSISTOR “ON" TRANSISTOR
GGER N
TRI
. PULSE °"l.

®

cr2 . CR2

L je—Sromaseor L——p}—o TOBASEOF

“OFF" TRANSISTOR OFF" TRANSISTOR

(A) Negative. {B) Positive

Fig 4-4. Pulse-steering diode circuitsT

a, Pulse-steering circuit operation, Assume the desired™Input pulse is negative (fig 4-4A), '
The pulse passes through coupling capacitor C,, and through the voltage-divider R1-R2, which
had been keeping the cathodes of the diodes at a positive potential, Diode Cg; has béen reverse-
biaséd, because the ON transistor has a significant negative base voltage. %or comparable
reasons, Cpg has been conducting because ofits forward bias. Thus, when the negative trigger
pulse comes through C,, reverse-biased Cr; prevents the puise from being applied to the base
of the ON transistor. However, forward-biased diode Cp, permits the negative trigger puise to
pass through easily, and to be applied to the base of the OFF transistor, turning it on in the
conventional fashion. After the switching action, the pulse-steering diodes change bias accord-
ingly, so that the next trigger pulse would be blocked by CRZ, but would easily pass through Cr1*
Note also that a positive trigger pulse applied to this steering circuit, regardless of the state of
the flip-flop, increases the reverse bias on the diodes, and hence has no triggering effect on the
circuit.

For positive-connected pulse steering (used with N-P-N transistors), the circuit would ve
set up as shown in fig 4-4B. Note that the voltage-divider polarity is reversed, and the steering
diode directions are changed,

b. Combination pulge-steering and differentiatidn circuit operation. In circuits which utilize a
wide pulse train (rather than a single or occasional sharp pulse), the input circuit shown in figure
4-5 is often used. An increase in switching action is made possible by the differentiating action' of
the steering-diode circuitry.
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Fig 4-5. Differentiating action in steering-diode circuits. v
Base resistors Rp) and Rpg are returned to -6 volts. The ON transistor has a positive base

(forward bias), so that the cathode of Sp; is positive and therefore reverse-biased. The OFF

transistor has a negative base (reverse bias), so that the cathode of Spz is negative and therefore

conducting. The point common to both steering diodes is at the junction of C and R. These com-

i ponents form a differentiating circuit for the input pulse. The RC time constant is chosen t9 pro-
duce a steep positive sp'ike of short duration, which passes through the steering diode (SpD2 in this /
case) to initiate switching action. The negative spike produced (dotted portion of the waveform)
simply reverse-biases both steering diodes.and doesg not affect circuit operation.

+

For application in circuits which use PNP transistors, the steering diode directions are .
changed, and the negative portion of the differentiated waveform is used to switch the flip-flop.
©

4-4. THREE-INPUT FLIP-FLOP ~

a. Figure 4-6 illustrates a flip-flop circuit with three inputs for triggering. This circuit
is activated by negative trigger pulses. A negative-going input signal applied at A always catses
the flip-flop to change states. A is the complementing input. A trigger pulse applied at B causes
the output voltage at D to be low. A trigger pulse applied at C causes the output voltage at E to
be low. - Rl .

b. Refer to figure 4-6 during the following analysis of the circuit. The bistable multivibra-
tor consists of two transistors, Q1 and Q2. Each transistor collector output of the flip-flop is
fed back through a complementary emitter follower to the base of the other transistor. The

. circuit constants are chosen so that, in the stable state, QI is either cut off or saturated, and
Q2 is in the complementary state’. ' ’

An input trigger pulse applied to input B causes forward bias of the emitter-base junction
of Q1. This causes the collector of Q1 to be at approximately zero volts, or a high voltage. This
high voltage is fed through the complementary emitter follower, Q5 and @6, to the output at E,
and at the same time through C2 and RS to reverse-bias the emitter-base junction of Q2. The
collector output of Q2, because of Q2 being cut off, is -12 volts, or a low voltage. This voltage
is fed through the complementary emitter follower, Q3 and Q4, to output D, and at the same time
‘through R1 and C1 to the base of Q1. This completes the regenerative loop, and the flip-flop
will remain in this state until trigger pulse is applied to input C or to input A.
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The application of a trigger pulse at input C causes forward bias of the emitter-base juric-
tion of Q2. This-causes the collector of Q2 to be at zero volts, or a high voltage. This high
voltage is fed through the complementary emitter follower, Q3 and Q4, to output D, and through
C1 and Rl to the base of Q1. This causes Q1 to cut bff. The collector output of Ql, due to cut-
off, i8 -12 volts, or a low voltage. This voltage is fed through the complementary emitter
follower, Q5 and Q6, to output E, and at the same time through R8 and C2 to the base of Q2.
This completes the x‘egenerp.twe loop, and the flip-flop will remain in this state until a tnggex‘
L ’ pulse is applied to input B or input A. (
The complementing input A is used to reverse the state of the flip-flop with each application
of a negative trigger pulse. Because of the diode configuration, CR3 and CR4, the negative pulse
will be steered to the base of the cutoff transistor. If Q2 is conducting, the'pulse is applied to
the base of Q1. This changes the state of Q1 from cutoff to conduction and, through the regenera-
tive loop previously described, changes the state of Q2 from conduction to cutoff. Each successive
negative pulse at A reverses the states of Q1 and Q2 in the same manner, and therefore changes
the output vqltage levels at D and E.

c. Referring to the waveforms in figure 4-6, note that the pulse applied to input B at time
T, changes the voltage levels at outputs D and E" Also, note that the pulses at T2 and T, do not
change these levels. This is so because the base of QI 18 already negative and QI 1s con %uctmg
When a negative pulse is applied at time T4 to input C, the voltage levels at D and E are reversed,
but the following pulses applied at times Tj and Tg have no effect. In contrast, when a negative
pulse 12 applied to input A at timesg Ty, Tg, Tg. and T,,, each consecutive pulse triggers the
flip-flop and changes the voltage levels at D and E. Figure 4-7 shows the logxc symbols for the
3-input flip-flop. \
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4-5, LOGIC FLIP-FLOP WITH LOGIC GATE INPUTS - N

a, 'I-fo.w does the logic flip-flop differ from the basic Eccles-Jordan rgultivibrago;-? Figure
‘4-8 shows a basic flip-flop with modifications that permit it to be used in logic circuits. These
modifications, which amount to addition, are: . .

W
(1) Logic circuits at the inputs to insure that the flip-flep will be triggered at the de?sired

time. . -
. _ N, 0y
(2) Circuits for presetting the flip-flop to a desired state, - N
N -7 - L@
(3) . Differentiating circuits to give sharp trigger pulses. i -, AN
' : (4) Visual indicators of The state of the flip-flop. , NS
N . N\
(5) Limiting circuits to establish the desired logic levels, N

. ' o [ ~ N
b. For the following circuit analysis, refer to figures 4-8 and 4-9. For explanation, we assume
that a high voltage at the output (0 volts) will represent the designated function; And a low output
(-10 volts), the NOT function. =
) Transistors Q3 and Q4 form the multivibrator. Q3 is the ONE side transistép and Q4 is IS
< the ZERO side transistor. R1 and R2 are collector-load resistors, R2, R6, and R9 form the
voltage divider network for forward biasing Q3. “R1, RS, and R10 form the voltage divider -
network for forward biasing Q4, The important portion of the forward bias for ope\ration of this
) circuit is developed across RS and R10. Cl and C2 will couple fast collector-changes to the
“ “transistor bases in order to increase the switching speed of the flip-flop. o .
- <" The inputs to the ﬂip-ﬂgp consist of SET and CLEAR circuits and logic inpyt circuits. -
The logic circuits in this case are AND gates. CRS, CR6, and R7 form the AND gate that feeds
the ONE side transistor and triggers the flip-flop to, the ZERO state. CRS8, CRS, and; R12 Yorm o
the AND gate that feeds the ZERO side transistor and triggers the flip-flop to the.ONE .state,
The CLEAR input is fed to C4 and the SET input ig fed to C8. These inputs make it posgible to
preset the flip-flop to a desired state, . T .

. . - . - AN “_
C3, R13, C5, and RI4 are differentiating networks that differentiate the outputs of the AND
gates. C4, R13, C8, and R14form tHe differentiating networks for the CLEAR and SET.inputs, ~ 3
R8, R13, Rll, and R14 form voltage divider networks that place negative poténtials o 1 the ahodes
of CR7 and CR10. This negative potential aJlows them-to conduct only on the positive spike.of ‘the
differentiated wave and permits CR7 and CR10_to perform théir functions as limiting diodes, <
clipping the negative spikes. o o, ~ .
Transistors Q1 and Q2 are emitter followers. The outputs.are taken frem their emftters,_
CR1, CR2, CR3, and CR4 are limiting diodes that maintain the logic 1lévels at 0 volts and 10v
volts. The outputs are connected to neon indicators so that the state of#fhe flip-flopican be deter-
mined by visual inspection. These indicators are not shown in figure 4-8, - -
- ~ N ‘ Y
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Fig 4-8. Logic flip-flop.
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- shown in figure 4-10 , ' U i ~ » i ': a
e The symbol in flgure 4- IOA is used when the logic | - ) .. ’ -

NS
{

. > . - - - . - : - " ; 5 »
‘e Now we amlyze the function of this flip-flop dyring one cycle of operatxon _Refer to the
clrcult ln‘ﬁguré.' 4%-8 and the waveshapes in figure 4-9. ) ¢ Lo
At time To, the flip~flop is in the ONE Btate, 'I’his means Q3 is conductlhg and Q4 is cut: .
Qtf 'I’he ONE-side outpit is at 0 volts and the ZERO~side output is at ~10 volts At time T]7 \\\"_’
slgnals are, applied to CR5 and CRS as shown in fxgure 4-9 N . ) . .
The slgnals A, B and C in figure '4-9 are the signals at points” A, B, and C'in the circuit
in figure 4-8. Slgna.l A is the output of the AND gate, Slgndye‘output of the differentiating i o

¥

network. Signal-C’is the output of the Jlimiting diode., Since bot e ONE-side and the ZERO~ -

. side lnput Gircuits and their waveshapes will be the same, it-18 sufficient to explain only one input )
clrcuit . " 3 o
> ‘) - ‘ ~ Il
" The input slgnale to thé circuit are both high durlng the,/tlme from Ty .to Tz (This is the
,only time an output from the AND gate will be present, as illustrated by slg'nal A n figure 4-9.),
Signal A is then differentiated by C3 and R13 (slgnal B) and.the negative splke is cllpped by -
.« CR7 (slgnnl C). “ ) . - : . T
. - - ' -~ ~ v
’ The pozxtive spike of the signa.l at C is applied| to'the bnse of Q3 at'time Ty and-will cut off
Q3. The collector voltageof Q3 goes, to a negative potentlal This negative cHa.ﬁge s coupled by . - S
C1 to the base of Q4, causing Q4 to conduct. The collector voltage of Q4 decreases toward zero Co e

volts. | ’I‘his decrease. ls'coupled by C2 to the bue of Q3 and keeps Q3 cut off. 7.

( - - RS o
_3 [ S

‘ With Q3 cut off the collector’ voltage is at 10 volts becauge of the logic level establishing r >
diode CRI. Tais voltage (a low) is' applied 10_tue base of @I, Tand the output of -10 volts is taken
from the emitter of Ql. This ig the ONE side output. ~ :

. o .

¥ After time Ty, Q4 is saturared and the cbllector ls at 0 volts because of the clamping action
of CR4. This voltage (a high)’is applied to the base of Q2, and the output of 0 volts is taken from -
the emitter of Q2. This is the ZERO-side output. TFhe ﬂlp-flop is now in the ZERO state, and
remains in this stalile staté--the ZERO state--until time Tg Then the inputs to CR8 and CR9 )
(fig 4-9) activate the logic input (ONE) gate Signals A', B’ and C' are generated and a positive: e
trigger (C') is applied to the base of Q4.” This will cut off Q4 and trigger the flip-flop to the ONE °
state, with Q3 conducting and Q4 cut off. The mu.ltlvlbrator action’ is the same ad wag dlscuased
-in friggering the flip-flop to the ZERO state. N

-

-

> B

~ N,

The logic symbols-for the logxc Hip—nop are .

Y

gates ax:eiphysically integral with flip-flop functions._ N R . )
* The symbol in figure 4-10B is used when the. logxc . ° ) ~ - . S
gates are physically separated from tlie mp-ﬂop . N I . o ' ) ~
functions. .« . . . . - “f .’ ) -~
> 4 ' s v ‘ ,‘— .
-t ’ .o . , : &"ig 4-10, Logic sym for flip- ﬂop ) r
- A = y » with logi f.nputs .
4-6. SUMMARY - . B y

a. The loglc flip-flop has two ‘stable states, It is used tp temporarily store binary 1 or tﬁnary
0. en its output represents a binary 1, itis said to bé in the ONE state. When its output
represents a blnary 0, it is said to be in the ZERO state. .
7 " © -
.¢ b. A blnable multivibrator eircuit with modificatjons is used as a logic nl@p The bastc
circuit is modified by us;ng ut logic gates, dlfferentlatlng networks, logic level-setting circuits,
state indlcators

a 7 -

-flop uses pulse-steerlng iclrcults to enable it to be triggéred by .

.
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: 0 -1 INTRODUCTION - ce LT, T \ U7, :

.. . - & ~ .

" Not-all’circuits in digital equipment perform logic Yunctions, Cirgults are alé_o needed to ~ - -
amplify, tinfe, reshape, delay, invert, or festore signal levels. ~€ircuits that perform these™ - €

. ‘. functions are presentad in this chapter. - Répresentative c}rcuits ag'e/used a‘sﬂexampléa,—smce , . s
- it is impractical to discuss every cix}cuit variation.in use today, - '
7] - VN 'd

~,

T ! -7 - 50T s
. - o . D e
B Nonlogic-circuits perform important Yunctions, Their job is to support-the logic circuits” .
in the gccomplishment of digital functlons. " Some of these circdits make the interpal wofkings - .
e ‘ -

known to the operator through visual monitaping devices; others extract information from logic
) circuits and convert it into usable outputs to operate vari

< ‘.
ous displays or' other output devices, « ..
.o . r

. « .
N -

5-2.0 EMITTER FOLLOWER .~ .. oA .

“ > .
N - few - . A ”~ N
- s

4. The emitter follower is a ranIogic circuit v},hich,usey the c0mmon‘§o]=1eéfor conﬁguréilpn.. .
.This circuit is used mainly as an impedance-matching device and as-a-gurrent source, Ithas no ..
phase inversion, it has relatii'relj' low power gain, ..and it cauges only a slight alfération of the
input signal voltage lével. ° e T 2 ’

. - - -
. . -~ 3
-

b, Figure 5-1-is the scheriatic diagram of a basic emitter-follower, Note that th
is connected to a negative source of -6, 5 volts. Thig Will prevent tife base-coll'éc'tq‘r junction’ -
{rom becoming forward-biased as long’as the input signal does not becomé more negative than !
-6.5 volts, .. . N - - =

« -
~ N .. ~ 4

e collector . s

~

——

1
-~

A iscHARGE Sl
RL PATH

- -

‘ LN X ‘
¢. Assuming a 0-volt mptt, the bdse-emitter junctio
is d{vided,between Ky and the forward resistancé of,
dition, the output of the circuit i3 ‘approximate

onducts and the emitter
e base-emitter junction. Un
+0. 2 volt with respect to ground,

dseé)ply voltage - '
this ocon- ’ ’

.

When the input signal goes in the negatifre direction

° 1
» it increases the forward bias on_the ‘ '
base-emitter junction and causes an increase in collecto

\
r-emitter current. The change at the
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lppti‘t is immediately re)ﬂedted in the output dae to the resulting tmai.l resgistance of the base-

’, emitter juhction, The output voltage will increase to .-4. 8 volts,

in- the line is across the’outpdt and charges to -4, 8 volts, , The ¢

The stray capacitance (C,)

! ging path.is through the low
impedance of the transistor; thus, the voltage will change rapidly at fhe leading edge of the pulse,
. > ¢ - R *

Whien the input signal changes back to 0 volts, the output voltage cannot follow the change
immediately, due fo

”
the exponential discharge rate of Cs thfough #he load resistance, asshown
in-figure 5-1, This s a relatively higher resistance than the charg® path, .
Py i * o

d. Notice that thé voltdges which represent the logic levels ha'{e been changed from 0 and a
-5 volts to 40, 2 and -4, 8 voltas,. When only one Stage is used fn an emitter-follower configura-
tion, this change in the voltage levels ¢an be considered n‘egligibleL

when’the signal is passed through several emitter-followers.

; but it becomés more evadent

To cbmpensate for such change,
a voltagedivider circuit'is added, as in figure 5-2, By using the p\\roper ratio of Rl to R2, the
voltage at the base conpection will be dpproximately
This added forward bias cauBes an increase in emitt
favel at the output of approximately 0 voltg.

(4

-0. 2 volt when; the input signal is at 0 volts. ‘
er.current, resulting in an upper voltage

<
| o
I .
. | <
© ’ =13v
-3 . . .
<o

4
}
|
: ‘3
INFUT’Q’— - | .
3 oy e \
< - |
P ' .-
! -Sv
z
> ¢ N

1

. +10v <A
.

Fig 5-2. EmitterTollower with voltage divider.

v
|
The addition of a fast coupling capacitor (C1) acroas R1 compensated for the slower rise
time caused by the transistor input capacitance,
mediately felt on the base.

With C1, the initial input gigndl will be im-
» i

|

\ @
i

. . \ .

e. In circuits requiring fast rise and fall times, a complementary emitter-follower configura-

tion may be used. The complementary-emitter-follower circuit uses a PNP and an NPN transistor

in push-pull (fig 5-3).

This circuit provides a relatively short time-constant\ charge and dis-
charge path for the siray capacitance. In the quiescent state, in this case 0 v\olts input, each
trans#stor is biu{;y individual voltage dividers-consisting of R1 and R2, R3 and R4, The - '
resistors aré geledted so that equal currents flow through eacn transistor, resulting in’ a u-vol

output. When the input changes to -5 volts, Q2 is reverse-biased and the forw

increased, The leading edge of the fnput pulse is fast-coupled to the bases by

- charges rapidly through the low resistance of Q1.

ard bias on Q1 is
. When the in,
charge on Cg is felt on the ‘emitter of Q2 as a forward bias.

€1 and C3, Cg
put again changes to 0 volts, the
Therefore Cs is rapidly discharged ) ‘
through the low resistance of Q2. . --Remex;nber.that C; in the emitter-followers shown in figures i
5-1 and 5-2 discharged through the load resistance and daused the output pulse to have a slow /
, rise time. The complementary emitter-follower in figure 5-3 provi‘ﬁs a low-resistance dis-
* charge path for Cg, and givés the ‘output pulse a fast rise time,
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- 5-3. PULS@AMPLIFIER ‘

. a. The pulse amplifier is a'nonloqm circuit used to increase the ‘driving capabilities of a
pulse, Yo increase the amplitude of a pulse, or to narrow a pulse width that has become
excessive, '

< il s

\’ A\l

c
. ‘ 1
= -t
! A . ‘F‘ig 5-4. Pulse amplifier, ‘, . ’
\ b. Pigure 5-4 shows the schematic diagram of a’pulse amplifier. The circuit consists of one
, transist®r (Q1) connected in a common-emitter configuration to amplify the signal and give the
; / ‘ .
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necessary power gain. The circuit also contains a pulse transformer (T1), to bring the output
signal in phase with the input signal and to determine the pulse width of the output.

c. At quiescence, the input is at ground potential, Q1 is at cutoff, and the output is at ground
potential.. With the application of a negative pulse at the 1nput, Q1 becomes forward-biased and
turng on. Current starts to flow from the -8. 5-volt supply through the transistor to the emitter.
The current flow in the collector circuit (T1 and R3) causes the collector to rise from -9.5 volts
toward 0 volts. The changing current in the primary transformer T1 produces an expanding
magnetic field which induces a voltage a¢ross the secondary. This output will be an increasing
negative potential as long as the current through the primary of the transformer is increasing. .
When the current flow through the primary of the transformer drives the core of T1 to saturation,
the voltage induced across the secondary decreases to 0 volts. Since the induced voltage in the
secondary will fall off before the end of the input pulse, the width of the output pulse is not depen-
dent on the width of the input pulse. (For this reason, the pulse amplifier may be used to narrow
a pulse whose width has been excessive.) Current will continu¢ to flow in the transistor as long
as the negative voitage is applied to the input. When the input returns to ground potential, no
current flows in the circuit, the magnetic field collapses, and the circuit is once again in the
steady state.

d. The current flow through the primary would not normally reach maximum immediately, X
because Q1 13 not fully conducting at the first instant. The addition of C2 in this circuit causes
the circuit to reach its maximum conduction state very rapidly. When the current in the secondary
starts to change, the resultant voltage produces a feedback to the base of Q1 through C2 and puts
Q! into saturation) thus resulting in a rapid rise time,

e. As the magtietic field collapses when Q1 i cut off, a negative overshoot is induced in the
primgry of T1. Diode CR1-prevefits the presence of this overShoot at the collector. It conducts
at this time through R3 and the primary, and dampens the overshoot. The collapsing field also
induces a positive pulse in the secondary, but CR2 limits it to 0 volts. C3 is a decoupling capac-
itor. o ’

S

5-4. RELAY DRIVER

>

The relay driver is a noﬁlogic circuit used to * sy . ,
energize a relay which, in turn, will switch high
currents and voltages. )

) 2

Figure 535 is the schematic diggram of a R o L 1
relay driver. The circuit consists of a grounded- . | . -1
emitter amplifier and associated components. R1 b ! |

|
l
l

With the input to the driver at ground level ~
{0%olts), Q1 is turned off, thereby presenting a »
igh inipedance. No current flows in the circuit,
therefore the relay is not energized. When the Lo |
input'is switched to the negative level, Q1 becomes R
*saturated and presents a low-impedance path to the - i
flow of current. As current flows through thé relay g D
coil;” the relay becomes energized and the contacts
pare closed, thereby performing the switthing ‘ o
function.

CR1 is used to limit the negd

ve overshoot
from the relay coil. :

. Fig 5-5. Relay driver.
. I

5-5. LEVEL RESTORER ’ f

"

a, The level restorer serves to restore pulge vollt“ages. to a desired lével.

. s ’
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b Two cggcaded comr;ion -emitter stages, as shown in figure 5-6, amplify the negative input
pulse 8o that the output is in phase with the input,* In this example, the output pulse limits are
approximately ground potential and -12 volts, . "

C. ., Assume that 2 signal pulse which should be =12 volts'has deteriorated to -§ volts, With
an input signal of less than -6 volts, Q1! ia at cutoff. Resistors R3 and R4 divide the source
¢ voltages of -12 volts and +12 volts so that the base of Q2 s approximately -3 volts, - This for-
ward bias is sufficient to have Q2 conducting at saturation. In this condition, the output is at
) approximately ground potential, or 0 volts. . -
LIRS
~N

* + 12y ,

- Fig 5-6. Level restorer, ) i \

-« )

mately ground potential, or 0 volts. Since this voltage is coupled to the base of Q2, Q2 almost
ceases to conduct. Under these conditions, the collector of Q2 ig about -12 volts. The input

- pulse of -8 volts is Festored to the desired level of -12 volts in the output of this circui .
‘ , WLAY LINES
. ’ a. Delay lines are nonlogic circuits used to delay a signal input for a specific period. \ ‘

Delay lines made of inductors and capacitors (LC) are usged to delay the signal from a few
nanoseconds to as many as several hundred nanoseconds, Although delay times of several hun-
dred microseconds are‘obtainable with LC delay lines, the large Physical size of the components . oA -
makes them impractical in digital equipment, In this case, mercury or magnetostrictive delay.
lines are used. Here we discuss only the LC type. ’ "
2 ' ~
) . -’ 2 n -

<

3 c4 :
. o - . .
INPUT . . Rl ourmur., s
. * ¢ ~ .
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Fig 5-7. LC delay line. ' o ( e
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b. Figure 5-7 shows a delay line that consists of a series of LC fitter sections. A pulse
applied to the input of the delay line charges C1 in a finite period of time. The voltage developed
across C1 causes current flow through L1, which charges C2. This process continues with L2
and €3, L3 and C4, L4 and C5. Finally, C5's charging produces a voltage pulse across resistor
R1. This output pulse appears at a fixed time after the pulse is applied to the input. The time -
difference between these puls€s (the delay) is determined by the values of L and C and the number
of LC sections. The equation used to ‘compute the amount of delay time is: . )

L]

. . : T, = N JLT
T, is the time delay in seconds, N is the number
of sections, L is the inductance in henrys per sec-
n tion, and C ig the capacitance per section in
. . farads. When a delay smajler than the total of the ’ __GD_ on
line is needed, the delay line may be tapped at . :
one of the LC sections..

¢. Symbols for time delay lines are shown in R

- figur e 5-8. Fig 5-8. Symbols for delay lines.

5-7. SGHMITT TRIGGER CIRCULT ’ R

a. When the qualityof a signal has degenerated, the Schmitt trigger circuit is used to furnish
a sharp rectangular output pulse of approximately the same duration and phase as the input pulse,
thus it improves the pulse waveshape. It is also used to change a sipe wave to a rectangular
wave. - : .

b. Figur‘-S shows a Schmitt trigger cxrcuit consisting of two common-emitter amplifiers,
. QL and Q2, and associated components

. .
c.” In the quiescent state the input fs at 0 vo\lts'.or above trigger level, and Q1 is cut off. The )
voltage divider of R3, R4, and R5 divides the source voltages -12 volts and +12 volts so that the
" " base of Q2-has a negative voltage appliéd, This forward bias causes Q2 to be operating at satu- .
ration, The current through Q2 causes the voltage drop across common emitter resistor R7 to
reverse-bias Q1 and keep it at cutoff. In this condition, the output taken from the collector of Q2 ’
‘is gsbout 0 volts. . - )

- 12v

1]
outruT

n7 .
2400 ' -
5 ouTPUT | I
v; 012‘ “ ( '. ) ‘ .
N A
. X . - 4 .
- Fig 5-9. Schmitt trigger circuit. . R
d. When a negative voltage of Suffibent amplitude is at the input Q1 conducts and its collec-
. ' tor goes toward 0 volts. This change js coupled to the'basé of Q2 and caises a decrease in the .
» « conduction of Q2. The decrease in current through R7 puts less reverse bias on the emitter of ' . \
Q1 and causeg Q1 to conduct more, making its collector become more positive and:causing Q2 : J '
. - to conduct les¥. This action continues until Q1 is conducting at or near saturation, and Q2 is cut
gff' by the colldctor potentfal of Q1.- 'I:he collectodr volptage of Q2 is now =12 volts.
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The circuit remains in this state vatil the input voltage decreases to below the level re-
quired to maintain the current flow at or near saturation. At this time, the collector po=~
tential of Q1 starts in the negative direction, This change is felt on the base of Q2 and starts
Q2 conducting, Q2 conducting causes more current through R7, which puts reverse bias on Q1
and causes it to conduct less, Furthermore, it causes the Q2 collector to become more neg-,
ative. This negative voltage cduses Q2 to conduct more, and the action continues until Q1. is
at cutoff and Q2 at gaturation, The output is now near 0 volts,

The sharp rise and fall at the output is due to the rapid regerieration between Q1! and Q2.
The purpose of C1 is to speed up this feedback.

e. The symbol for a Schmitt trigger circuit is a square labeled ST.

5-8. SINGLE-SHOT MULTIVIBRATOR

& The monostable multivibrator, also called the single-shot multivibrator, is uséc for pulse
stretching, pulse shaping, gatd operating, and for providing delayed pulges.

b. Figure 5-10 shows a single-shot multivibrator and its waveshapes. In its quiescent state,
Q3 conducts and Q2 is cut off. Q1 is a switching transistor, and it conducts only when an input
pulse ig applied. Prior to time T, » the multivibrator is'in the quiescent state, and the collector
of Q3 is about -0.3 volt. This is sufficient to keep Q2 cut off. The collector of Q2 is ar a nega-
tive Vee, ) o

At ime T, . anegative pulse is applied to the base of Q1; Q1 inverts this signal, und the
Lpositive pulse is coupled by C1 to the base of Q3 and drives Q3 to cutoff. The collector of Q3
starts going negative, This negative-going signal, V3 , is directly coupled to the base of Q2,
and Q2 starts to conduct, Q2 will then conduct as long as Q3 remains cut off. As Q2 conducts,
its collector voltage becomes less negative. When this happens, there is nothing to keep the
charge on C1. So C1 discharges from collector to emitter of Q2, through the Power source (V..
and then through R3 and R4 to the other plate of C1,

.
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The voltage drop across R3 and R4, dué to C1 discharging, keeps Q3 cut off until C1 dis- W
chargas to the cutoff voltage of Q3. Referring to the waveshapes in figure 5-11, notice that the
base * oltage of Q3, Vb3, follows the discharge of C1 between times To and Ty. Since this
voltag : dete: mines how long Q3 is cut off, the discharge time determines the width of the output
pulse. At time T, Q3 starts to conduct and the collector voltage of Q3 starts to go less nega-
tive. Chis drives Q2 toward cutoff, and C1 is charged again by the I; of Q3. The multivibrator
is now back in the quiescent condition and ready to receive the next trigger. The output may be
taken tcom either colléctor. The width of the output pulse is determined by the values of R3
-and R4, since these values determine the discharge time of C1.

c. The symbol for a single-shot multivibrator is & square labeled SS.

5-9, INVERTER

a. The inverter is a circuit which gives an output voltage 180° out of phase with the i1nput
voltage;.it also gives high voltage and power gain, Inversion of a signal is the natural function of )
a common-emitter amplifier and a common-base amplifier. Inverters used in digital equipment « ,
are usually common-emitter amplifiers, because their configuration has the largest power' gain,
and a voltage gain as well as a current gain. ’ .

b. Rigure 5-11A shows a basic inverter circuit which uses the grounded-emitter configuration.
With the input voltage at a 0-volt level, the base of Q1 is at about +0, 2 volt due to the ratio of
resisto ‘s R1 and R2. This reverse bias is enough to cut off Q1. With no current flow through
the transistor, i1s collector potential goes toward -15 volts. However, as soon as the collector
voltage goes below -5 volts, CR1 conducts and limits the output to -5 volts. -

»
-« 1
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A. CIRCUIT

-

* 9, SYMBOLS

¥
'
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- Fig 5-11. Inverter.

,
-

When the input voltage drops to -5 volts, capacitor C1 couples the fhstantaneous change -~ '
to theiase of ¢ 1 and causes it to conduct. The transistor Qperates at or fear saturation. This
causes the coll :ctor potential to rise to approximr ately 0 volts, which is the output voltage when the .
input is -5 volt:.. The transisfor conducts as long as the input voltage is at -5 volts, rbut when '
the input returns to 0 volts, the transistor cuts'off and the output returns to -§ volts.
c. Notice that the output voltage has a sharp rise time and a not-go-sharp fall time, --Let us
2 see why this happens: --The stray capacitance, Cu;, charges to -5 volts while the transistor is )

off. &'he path for the'charge is from the -15 volts, t6 C, , tot ground, and back to the supply. .

,

\V .
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When the input changes from 0 volts to -5 volts, Q1 conducts. This provides a quick discharge
path for C, and gives a sharp gise time. When the input changes from -5 volts to 0 volts, Q2
cuts off. Cgsnow charges through RL - This takes a longer time, resulting:dn the slow output
fall time,

d. The symbols for the inverter are shown in figure 5-11B. As in logic circuits, the gsmall
circle, or state indicator, placed at the input means that the circuit is activated by a relatively -
low voltage? The small circle placed at the output.means that the activated output is a relatively’
low voltage. The absgence of the-small circle, or state indicator, means that the circuit is
activated by a relatively high voltage.

-

e. The inverter may be used to perform a logic function. Since the output ig out of phase with
the input, the inverter may be used to perform the NOT function. .

5-10. SUMMARY

.
-

Digital equipment requires circuits other than logic circuits to perform efficiently and
reliably, . '

2. The emitter-follower is used to match impedances; also as a~current sourge.

b. The pulse amplifier is used to increase the amplitude of a pulse, to narrow a pulse width,
and*to increase the driving capabilities of a pulse. . .

kY

Cc. The relay driver.activates a relay coil.

d. The level restorer restores pulsé voltages to*the desired level.

v ‘ .
e. Delay lines are used to delay a sigrfal for a specified period. LC delay lines are used
for delay times of a few nanoseconds through several hundred nanoseconds.

f. The Schmitt trigger furnishes a sharp rectangular output pulse from an input of distorted

pulses or sinusoidal pulses. .
~

g. The single-srfot mui?lbrator produces gating pulses, increases or decreases pulse widths,
and provides time delay befween circuit actions, -

h. The inverter provides phase inversion for pulses, and it is capable of furnishing high voltage
and power gain.
. 7
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MAGNETIC CORES -
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In addition to miniaturization, the magnetié-core storage system offers other advantages,
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HYSTERESIS LOOP
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b. Figure 6-2 represents a typical hysteresis loop for a magnetic core. In this figure, the
B-axis is labeled ¢ and the H-axis is labeled I, since flux and current are the major factors which
make up flux density and magnetizing force. The dotted line XA B+ indicates the initial path taken
by the magnetic flux when an unmagnetized core has current applied for the first ime. With

. enough current applied, the core will reach saturation at point B 1n the indicated N direction. If

the current is removed, a slight decrease in magnetism occurs and causes the ma ic flux

point to move from B to C, where it is held by residual magnetxsm Q‘/
c. Remember that a pulse of current which is capable of saturating the core in any one direc-

tion is known as a full pulse, and that a pulse of current extending only to the knee of the curve

is known as a half pulse, as illustrated in figure 6~2. If the core is magnetized in the N direction

(refer to point C on the curve), then a full-current pulse passed through thg core in the opposite

direction will cause the magnetic flux to traverse around the knee of the loop and down to point

D, whichworresponds to saturation in the S direction. When the pulse is removed, the magnetic

flux poirt of the loop will change to E, which represents the residual magnetism. From this

point, if the magnetism is reversed (switched) by a full pulse, the change in flux will follow the

_path EB. When reversed again by a full pulse, it will follow path CD.

d. From this disdn.fssion of the hysteresis loop, you can See that the core may be magnetized
in either of two directions. This makes it an excellent bistable device for storing binary 1 and
binary 0. Also, the squareness of the hysteresis loop shows that the magnetic field within the
core may be reversed in a very short time. .

e. There are two main types of magnetic cores: the’ metallic ribbon core and the ferrite core.
The metallic-ribbon type is much larger than the ferrite core. It is used in shift registers,
logic circuits, and storage registers. Ferrite cores are used in fast-access coincident current
memory systems. -

{
6-3. METALLIC RIBBON CORE ' . .

a. Construction. This type core i8 constructed by spirally-winding a thin (1/8-~ to 1-mil gage)
narrow molybdenum permalloy ribbon on a ceramic bobbin. The end of the tape is then spot-
welded; the core is annealed and inserted in a plastic sleeve. The input winding, transfer wind-
ing, and output winding are then wound on this core. “ The coresis ready to use as it is or, if.
necessary, it may be encased in a shockproof capsule, (Figure 6-3 shows the parts used in the
ct;nstrucnon of a metallic ribbon core.) The diameter of these cores ranges from 1/4 inch to
1/2 inch

Note: Through common usage the metallic ribbon has comte to be called‘a bimagnetic or
bimag core. . )

ANNEALED CORE CERAMIC CORE
Y

S

CORE IN PLASTIC
ENCLOS

WINOINGS

MOLYPERMALLOY
RIBBON

Fig 6-3. Parts of a metallic ribbon core.
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b. Dot notation, Figure 6-4 {llustrates the schematic of a metallic ribbon core with dot

notation that reduces the confusion involved.in relating the voltages and currents present in the
windings of a core. .These conventions are important:’ * °

) i v “ .
(1) Electron current entering the nondot side of a winding tends to switch the core to_the
ZERO state. ! . E PR

&

(_2) Electron current entering the dot side of a winding tends to switch the core to the ONE

state. ‘
ct (3) When a core switches to:the ZERO state, ﬂt'hé pplari’ty at the dot gide of the output-wind-
ing is positive. i ) . -,
- ' ‘ @ . -
‘ For example, assume that the core in figure 6-4 is in the ZERO state and Curre"qt enters
- < the dot terminal of winding L1. A large flux variation takes place, and a large voltage is induced N
across winding L2. The dot terminal is then negative, and the nondot terminal is p’ositi\:e. Since
L2 is comparable to a secondary, and a secondary acts as a power source, current flows from the
dot terminal of L2+ . . . »
* P . ——— . ’
X LN OU? ¢ [ cn [ ]
- — L2 u~: Ls
LY 3 — L2 ¢ 3
-4 °
W : ® m ° m
’ u ¥ L
IN . .
Fig 6-4, Metallic ribbon Fig 6-5. Single-diode transfer loop.
_.” .core symbol.. .
) ¢. Single-diode transfer loop. Althouéh the core ¢an store data for an inme period, to
be useful the data must be transferred from one core to another or to some associated cjrcuit.
", "The transfer loop does this. The most frequently used transfer loop is the single-diode [{fig
. 6-5) and associated windings. -
Y . . . -

.8 .
{1) For explanation, let us assume that core A in figure 6-5 is in the ZERO state. Wherr
a data pulse which represents a binary 1is lied to winding LO, it causes cirrent .
to flow into the dot side of winding LO0. A large flux variation takes place and the core
is switched to the ONE state. The output winding 1.2 has a voltage induced, but no
! current can flow from it to winding L3, due to the high back resistance of CRl. Next,
a transfer pulse is applied to L1, Current flows into the nondot side of the winding L1
and switches core A to the ZERO state. During this switching act{on a large flux var-
{ation takes plade, and a voltage is induced in the output winding L2, The dot terminal
-of L2 is positive and the nondot terminal is negative, The output winding acts as a
- power source and causes current to flow into thedot terminal of winding L3, thrqugh
5 winding L3, through the low forward resistance of CR1, and back, to the dot termihal
of L2. This switches core B to the ONE state. Core A.i8 now in the ZERO state, and
binary 1 has been transferred from core A to core B. To transfer the binary 1 from
core B to another core or asdbciated circuit, a transfer pulse would have to be applied -
to.winding L4. : :

-
(2) The only flux chanjes in core A that should be felt in core B are those caused by switch-
ing core A from the ONE state to the ZERO state. Any other change is undesirable.
. For e¢xample, core A is in the ZERO state, core B is in the ONE state. Then, if a data
pulse representing a binary 1 is applied to winding L0, core A will'go to the ONE state.
When this happens, a voltage is induced in output winding L2 with the dot terminal ne-

‘\\ . gative and the nondot terminal pogitive. Without CR1, current would flow into nondot
\ terminal of L3 and prematurely tch core B to th'e\ ZERO state., Obviously this is
"\ undesirable. So CRI is added and current can flow, in one direction only; that is, into
- —~ the dot terminal of L3. Thus, the function of the crystal d‘iode in the single-diode loop
.- \Went premature switching of the receiving core. ‘ . ‘. N
. —— 8-3 ' . . — 4)
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(3{) Another problem is reverse transfer; that is, the transfer of a binary 1 froni core Bli:)

““core A whefl a transferpulse is applied to L4. For example, assumie that core A is in the
ZERO state and core B is jn the ONE-state. A'transfer pulse is applied to L4, and current
flows into the nondot side. A large flux variation occurs.and switches &ore B to the ZERO
state. Positive pslarities occur Gt the dot terminals of L3 and L5, and negative polarities
.occur at the nondot terminals. Both L3 and ‘L5 are acting as secondaries of a transformer
and therefore as power sources. Thig is desired in L5 as was explained, but in L3 it pfe-
sents a probl&xp. Current flow out of the nondot terminal of L3 through GRI1 11ito the dot

“terminal would switch core A to the ONE state. To keep this from happening, the output
winding L2 has“three'to five times as many turns as the input winding L3. The output
winding offers a high impedance to this undésired current, and keeps it down to a non-
switching'level, ¢ . ,__ ) N .

LIS
~ ) :

d. Analysis. - ' ) - ‘ .
(1) The next input pulse occurring ‘gt time T4 causes the current to flow into ‘the dot side of the
inputr winding, There is a'large flux variation to point B (positive saturation on the hyster~
esis loop in fig 6-2), and consequently an induced output signal. At time T,. when the
input current goes back to zero, the flux drop# to point C. This flux ig the residual mag-
netism, and the core now contains a binary 1. : -
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) a (2) At'time T3, an input pulse causes current to flow into the nongot, side of the input winding.

’ There is a lirge flux variation to D (negative saturation on the hysteresis loop), and :on~-
sequently an induced output signal. At time T3, when the input sighal goes back to‘zurok
the flux decreases to point E. This flux is the residual magnetism. The core now contains

‘ a binary 0, ' a7 A
(3) Assume that at time T4 another pulse ig applied with the’proper polarity ta store a binary
0. In this case; the core already contains a binary 0, so the flux variation is small from
E to D. This small variation induges small voltages (called noise) in the qutput winding. They
‘are tod small to activate the circuits connected to the output winding.
. . . Y
6-4. FERRITE CORE _ ’ ’ ) - ) -

; . . N
) a. ConStruction. The ferrite core is a small toroid made of a brittle, ceramic-type material
- e whose ingredientg are iron oxide, manganese, nonmstallic oxides, and an organjc binder. Although
- ” not all of these materials are in, themselves magnetic, the finished core exhibits atrong ferro-
e magnetic characteristics when the substances are mixed, formed, heated in 4 kiln, and cooled.
Kiln temperature and length of baking time determine the properties of the ferrite, and a varia-
tion of as little as 1% can cause a complete change in core characteristics, Physically, the
«  “ferrite core’is a gmall ring (similar to a doughnut or a teroid) with an approximate inner diameter
of 0.050 inch and an outer diémeter\pt‘ 0.080 inch. They are used extengively in magnetic stor-
. age systems.- - ' :

-

'

b. Functions. , How does the ferrite core store binary information? t the hysteresis loop
(fig 6-2), we saw that a core may be magnetized in either of two directions. We say that the core
is storing 1 or is in the ONE state when the magnetism is at point C on the curve, and that it is
. storing 0 or is in the ZERO state when the magnetism is at point E, These conditions could be
' reversed if desired, but for cur explanation we ude the conditions stated, Figure 6-7A shows

: / ‘ the direction of the flux in a core storing 1, and B shows the direction of the flux in a core
) / . “- storing 0., e
/ ° N . ‘- .

.

° : A. STORING 1 * 8. STORING 0

o Fig 6-7. Ferrite cores. .

.

N v

¥ | . To chéange the state of either core, the magnetic fi'gld in the core is.reversed, -~In the hys-
teresis loop (fig 6-2), we noted that the state could be changéd by using gne full-current pulse or
e *  two half-current pulses applied ‘simultaneously, The transfer is accomplished by two drive wires
passed through the center of the core (fig 6-8), For convenience, the drive wires are designated
¢ as X and Y; sometimes they are labeled the X address and the Y address. To write into a core
or to read out of a tore, each drive wire must supply half the current necessary to produce a full-
% current pulse. To switch the magnetism of a core, both X and Y wireg must be energized simul~
. taneously to supply a field large enough to reverse the magnetization of the core, Thus, the
phrase describing the common type of storage system -employing ferrite cores is the coincident
current memory arrangement, Two additional windings are usually employed: one for sense
(reading)‘and one far inhibit (fig 6-9). . :
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INHIBIT

Fig 6-8. %‘ig 6-9. Wiring of typical ‘'memory core.

’ | ] . .

To understand how the write function takes place, assume that the core in figure 6-10A is
in the ZERO state and magnetized in the direction shown.” A half-current pulse is &pplied to the
X drive wire in the directfon shown; ame time, another half-current pulse is applied to
the Y.drive wire as in figure 6-~10A. No current ig applied to theinhibit wire at this time.
Coincidence of the currents takes place in the center of thd core. The field produced by this
equivalrent full-current pulse switches the magnetic field to the direction shown in figure 6-10B.
The core now is storing a bingry 1. Since all’ the cores on these X and Y drive wires are pulsed
.at the game time, fyou may wonder how binary 0's are permitted to remain in the-cores which

Drive wires of core.

v’

‘ are to store 0's, --The inhibit wire of the core which is to store 0 is used when 0 is to be written.

A half-current pulse passes through this wire simultaneously ‘with the currents through the X
and Y wires. The direction of the inhibit current is opposite to the X and Y currents, as in
figure 6-10A. Since the current is in an opposite direction, the field produced by it cancels

half of the field of the X and Y currents. Therefore, the magnetic field, since it is too small

to switch the core to the other state,. rerfiaind in the direction shown in figure 6-19A. The core
now continueg Storing x bifary 0. .

x -
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+Fig.8-10. Writing into a ferrite ‘core. ST
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To read from a core, the sense wire and the X ahd Y drive’wires are used. Figlire 6-11A
shows a core in the ONE state. As in the store function, .half-current pulses are applied to, the

for reading is opposite,the direction of current during writing, as the arrows show. The half-

: . curcrent pulses add in the center of the core to equal a full-current puilse. The resultant magnetic
. field is large enough to fwitch the flux in the core fo the opposite direction (fig 6-11B). The

large change in magnetic flux induces a voltage in the sense wire. This pulse represents a binary

1. It is amplified and shdped to be used in other circuits. If the corehad been in the ZERO state

{(as in tig 6-11B), current flow in the X and Y wires in the direction shown in figure 6-11A would

not change the direction of the magn'etic field. Thus, no voltage would be induced in the sensge

.

i , . A, ONE STATE

e - T ’ Fig 6-11. Reading from a ferrite core. ,
. Since the core.that stores 1 switches to the ZERO state upon each readout, t(?readout
* is said to be destructive. To be retained, the data must be rew;it*ten into the core/after each
readout. This requires extra circuitry and decreases the access time of the memory unit.

To store large or emall quarntities of binary information, the ferrité cores must be so
arranged as to provide efficient access to specific bits. The cores may be,assembled into planes
or matrices. Figure 6-12 {llustrates a simple 4X 4 core plane with a stofage capacity of 16 in-
formation bits, To address any core in the plane, a half pulse is passed'in the read direction on
one X coordinate and on one Y coordinate, Such pulses add so that.the core at the point of inter- -
* section receives a full-curreat pulse, In the case shown in figure 8-12, half pulses applied to Y
coordinate 2 and X goordinate 2 resilt in a full pulse at the dark~shaded core. All other cores on
the respective X and.Y lines (indicated by light shading) are subjected to half pulses. The appli-
cation of a half pulse does not.change the state of ahy of these cores.
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X and Y drive wires simultaneously. However, notice that in figure 6-11A the direction of current ,

. wire. . / : - N
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‘
! The information to be stored normally consists ot a series of information bits which make ‘ )

up 2 binary word, Each binn‘y word may represent a single Character of the alphabet or several
characters depending on the capacity of the computer.
DIGITAL in binary form, A portioh of the codé used i3 shown in figure 6-13B. R
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Binary words.
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Figure 6-13A illustrates the word
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A 000001 .
B8 000010 ,
c 000011 .
5 000100,
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In order to store lgrger,qumtitiea of binary information, ferrite cores are agsembled
into planes or matrices whose' size is'determined by the number of words or units of informa-
tion the memory is required to store.

v

, ’
Once the size of the matrix has been determined (usua’y some power of 2), only the
number of digits per word remains to be selected, Since, each core of a plane,represents one
digit of a word, the number of planes required will be equal to the number of digits per word.
For example, a memopy of 4 x 4 planes stacked four high wquld have a capgzity of gixteen
4-digit words,, . ) . C

A
6-5. SUMMARY - .

Static magnetic sto;'age ig made possible by the use of ferrite's and other materials which
possess certain magnetic characteristics, Magnetis cores with their square hysteresis loops
make posasible high switching speeds. ’ ’ .

a. The metallic #ibbon core device is used mainly for storage ahd shjft registers. This bi-
magnetic core Stoses dhe binary 1 or 0. Information is applied through 21 input winding and read
out through an output winding. Transfer between cores i8 accomplish y the use of transfer

loops. . . \/

b. Theferrite core is used in coinciderit current memory units. The cor¢ discriminates
against half-current,pulses and swttches on full-current pulses. Thus, addressing a set of cores
in the core planes 18 easily accomplished by applying a half-current pulse on one coordinate and
2 half-current pulse on the other coordinate. The core of each f)lane at the intersection of the
coordinates receives a full-current pulse which interrogates the core in reading. If the core .
containg 1, it will swité'h to the 0 state and induce an output on the gense wire for that plane. To
write back in, the same set of coordinates is current-pulsed in the opposite directioh, which wjll
put 1 in the core of every plane. If it is desired to leave a 0 in the core of a particular plane,

+the inhbit driver for that plane must®be turned on. The current from the inhibit driver opposes
one of the coordinate half-current pulses and cancels it. Thus, the core for that plane doea not
receive a full-current pulse and will not switch to the 1 state.

\
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‘ Chapter 7 v .

LOGIC CIRCUITS / .
‘ : w .

. 7-1. INTRODUCTION wme °* . -

- . a. The basic funtions of digital equipment are to count, store, compare, and transfer informa- -
tion during a controlled time interval, Logical functions of these machines depend primarily
+  upon the action of counters, registers, decoders, and encoders that are formed by combinations
‘of logic switching circuits and flip-flops. ; # . .
. r

b. In prior chapters, we have studied circuits that are used as fundamental l;uilding blocks.
Now we put these blocks together to perform logical operations. In this chapter, we discuss serial
and parallel counters, s%rage and shift registers, decoders, and encoders.

\

’

‘7-2. COUNTERS
¢ [J
A counter is any device which can count, record, and indicate input information in a se-
quential manner. In logic machines, a counter may serve many seemingly unrelated purposes.
Although its basic function is to count, the countek output may be used to form a gating voltage
or atrigger for another logic circuit; also to reset the counter and begin a new counting opera-
tion. ,

]

L
When classified according to circuit design, counters are either serial or parallel. Wign
classified according to function, counters are up-counters, down-counters, or a combination of
. the two. Up-counters count or add the number of input pulses. Down-counters Subtract the
. input count or count down from some preset number. ’
. - L
Counters are often made up of geveral logic flip-Tlops connected together in serieg or in
parallel so as to count wnput pulses. The states of the flip-flops indicate the count in the counter.
a. Serial up-counter. A serial up-counter consists of a group of {lip-flops that céunts a
‘series of pulseg that may or may not be periodic. The flip-flops are so connected that each will
change from the ZERO to the-ONE state, or conversely, as it receives the pulse of the gutput
voltage from the preceding flip-flop or other triggering circuit. The construction of the flip- "o
s flops used 1n the counters will determjfie whether the leading or lagging edge of the pulse triggers ‘
) the flip-flop. The serial counter is dsed to coupt sequentially all pulses presented to the input.
Each pulse applied to the counter input changes the state of one or more of the flip-flops so that
the gtate of these flip-flops represents the number of pulses counted. .. .

N .

Note: The serial-up counter counts only negative or positive pulses depending upon the
. . . constritction of the counter. It does not count the absence of a pulse and therefore is uged |,
» to count continuous pulse trains rathér tnan binary combinations. s N
4 In the basic 4-stage serial up-counter ghown in figure 7-1, each flip-flop represents a g
power of 2 where A =235, B = 2;, C=2 29, and D = 23. This counter has 16 different possible
states and, with the application of each input pulse, the circuit will make a progressive transi-
tion from state to state. The 16th input pulse will reset the counter to its original state. These .
features can be recognized from the waveform chart in figure 7-1, The counting of the cgunter
° is closely associated with the binary system of representing numbers. -
»

.
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Fig 7-1. Serial up-counter; p

Note: A short list of equivalent numbers in decimal and binary notations is given in table *
7-1for review.

Table 7-1. Equivalent Numbers in Decimal and
5 - Binary Notations

: DECIMAL BINARY | DECIMAL  BINARY
. 0 0000 8 . 1000
1 0001 9 1001 4
d ¢ 2 0010 10 1016
. 3 11| 11 1011 ]
4 . 0100 12 1100
5 . 0101 13 < 1101°
8 0110 14 1110 .
) 7 0111 15 1111 . .
The output from each ﬂ;‘-ﬂoplnﬂgure 7-1 ig taken off the ONE side and fed {othe comple-~ h ‘

menting input of each succeeding flip-flop, Before the application of the firat pulse, we assume

that all the flip-flops are reset to the ZERO state, also, that the flip~flops are the complementing

type and change states on the trailing edge of positive input pulges (negative-going voltages). ¢
The high-voltage level represeuts tne binary 1.

Aruitoxt provided by Eic:
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If a negative-going pulse is applied to flip-flop A, it will cause a transition from ‘he ZERO
state to the ONE state, as can be seen by the waveforms in figure 7-1. Flip-flop A is row in the
ONE state. Flip-flop B is not affected since it has felt a positive-going voltage from flip-flop A.
The overall result 18 that flip-flop A has changed to the ONE state and all the other, flip-flops
remain in the ZERO state. -

‘ e

The second externally applied pulse causes flip-flop A to return from the ONE state to the
ZERO state. Flip-flop B now r@ceives a negative-going voltage and changes from the ZERO to
the ONE state. Flip-flop C does not respond to the change in flip-flop B, since C receives a .
positive-going voltage. The overall result of the application of the secend input pulse is that
flip-flop B is in'the ONE gtate while all the other flip-flopsfare in the ZERQO state, From this
we can see that: (1) flip-flop A makes a transition at each Input pulse; and (2) each of the other
flip-flops makes a transition when, and only when, the preceding flip-flop makes a transition
from the ONE to the ZERO state.

o4 )
Table 7-2. Number Representation in Senal‘
. Up-counter ) o
4 NUMBER FLIP-FLOPS | +NUMBER FLIP-FLOPS
\OF‘ PULSES A BCD OF PULSES A BCD
0 0 00O 8 0 0 0 1
. 1 1 000 9 1 0.0 1
2 s 0100 10 010 }
3 1100 11 ) 1 l(ﬁ/l‘
4 0 010 12 0 of 1 1
. , 5 1 010 13 1 01 1
6 0110 14 01 11 Rl
7 1 110 15 1 1 11

Table 7-2 shows the resulting state of the flip-flops of the counter in figure 7-1 after a
given number of input pulses. Compare this table with table 7-1. Note that the state of the flip-
flops corresponds to the binary count of the number ot input pulses. Thus, when 7 pulses have
been received by the counter, flip-flops A, B, and C are in the ONE state and D is in the ZERO
state (1110). The binary representation for 7 is 1110 (LSD on the left).

The maximum count of a serial counter may be extended by adding more flip-flops. To -
read the count of a serigl counter, it is necessary to use neon 1Zmps, a meter, or an oscilloscope
to obserye the individual flip-flops to determine the.state that they have assumed.

. - -

b. Serial down-counter. A serial downgcounter is designed to decrease its count by one with
each tnput pulse. We have just discussed the gerial up-counter, shown in figure 7-1. To change
the circuit to a down-counter, the output from each flip-flop is taken from the ZERO side instead
of the ONE side.’F‘igure 7-2 shows how the flip-flops are connected to form a serial down-counter.

If a flip-flop makes the transition from the ZERO state to the ONE state, the ONE-gide out-
put is positive-going while the ZERO-side output is negative-going. The negative-going output
from the ZERO-side will cause a transition in the flip-flop to which 1t is connected. Thus, the
flip-flop will change states when the preceding flip-flop goes from the ZERO state to the ONE

state.

’ “

\ ] -
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. . Fig 7-2. Serial down-counter, : . )
Consider the in fighre 7-2 as having a binary ceunt of 1100, which, of cours

equals decimal 12, the waveshapes you see that flip-flops A and B are in the ZERO state
and flips-flops C and D are in the ONE state pyior to the input pulse number 1, As input pulge
number 1 goes negative, flip-flop A goes to the ONE state, This change of statg causes flipge
flop B to change from the ZERO state to the ONE state. This chafige of state ,?gg.ses flip~flop -
C to change from the ONE state to the ZERO state, The transition of flip-flop d(;es“rlot affect . s
flip-flop D; thus, -flop D remains in the ONE state, The result is that the dounter now con- ’
tains a binary count\f 1011, which igdecimal'1l. Since the orig‘fnal number was 12, it is ob-

vious that a subtraction of 1 has taken place, .

Note: Subtractors are very similar to adders. The purpose of a subtractor s to s‘\gbtract
one binary number from angther in accordance with the rules for binary subtraction., This
may be done through the addition of the complement as discussed' in paragraph\1-7, Because
of a great similarity between subtractors and adders, subtractors will not be <} scussé’gi

.

in detail,

c. Serial gated countér. The flip-flops used in the serial counters in figures 7-1 and 7-2",' _
require a finite amount oftime to change state. Although this time is small, it is a fagtor that ‘
cannot be ignored, In a serial counter, a flip-flop cannot change its state until the prededidf
stage has changed state. This means that the time required for a serial-counter flip-flop to ’ )

change stafes is multiplied by the number of stages, to get the total time for the pulse to travel’ .o
from the first stage to the last, }

7-4
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-Fig 7-3,+ Serial up-counter with-series gates.

The accumulative delay time can be made less by use of the circuit shown in figure 7-3.
Notice that.the input pulses are fed to AND gate 1 as well as the trigger wnput of flip-flop A.
The other input to AND gate 1 is supplied by the ONE output of flip-flop A, If flip-flop A is in
the ONE state when a input pulse is applied, the gate will be activated and supply an iriput pulse
to flip-flop B and AND gate 2. Flip-flop B therefore receiyes a trigger input at the same time
as flip-flop A,thereby eliminating the delay. If flip-flop 4 Aad been in the ZERO state, prior to
the application of the input pulse, no output would have been¥resent at the ONE side and gate 1
would not have passed the input pulse to flip-flop B. For example assume that the’flip-flops
will change state as the input pulses go in the negative direction and that a negative voltage is

* present at the ONE output when the flip-flops are in the ONE state and 0 volts are present at the
ONE output when the flip-flops are in the ZERO state. Also assume that input pulse #6 is
applied to the input,

¢ Flip-flops A and € are in the ONE state and flip-flop B 18 in the ZERO state; therefore
only AND gates 1 and 3 have negative woltages applied to input, When input pulse #6 goes neg-
ative the following action takes place: The negative-goipg voltage at the T input to flip-flop A
causes it to change states, At the same time, the-negatiye-going voltage is applied to AND gate
1. Since a negative voltage is already present at the other input, a negative output pulse is
supplied to the T input of flip~flop B causing it to change states, Gate 1 also supplies a negative
pulse to gate 2, but no action takes place because the other input is at 0 volts, Flip~flop C
therefore has no input supplied and does not change states.

The counting in the counter in figure 7-3 157{e same as that derived in figures 7-1 and 7-2,
The counter in figure 7-3 has a faster speed because the gate‘s are preconditioned so that chang-
ing the state of a flip-flop does not depend on the preceding flip-flop's change of states. However,
the number of stages that can be used without amplification is limited, because the input pulse is
attenuated by each gate, and may require restoration after several stages

s
v

d P el up-counter. As we have shown, serial counters with many stages have trouble-
some cuiu.lative delay time. Such delay can cause problems especially when other circuits in
the equipment must remain idle while waiting for the counter. Figure 7-4 is a pdrallel-type counter
that reduces this delay problem but requires more gating circuitry.
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~ For discussion of the circuit jn figure 7-4, let us assume that the flip-flops change states

on the negative-going pulse and that a positive level of logic i3 used. Before the first input pulse
is applied, all of the flip-flops are in the ZERO state.

The first input pulse is applied to the complement input of flip-flop A and to gates 1, 2, and
¢ 3. Gates1, 2, and 3 have low inputs from the ONE sides of the flip-flops. Since all the flip-
flops are in the ZERO state, the gates are not activated by the first input pulse. Therefore, flip-
.flops B and C remain in the ZERO state, while flip-flop A changes to the ONE state. The counter
now contains a decimal count of 1, or binary 001, and gate 1 now has one high input from the
ONE side of Ttip-flop A. Figure 7-4 shows the waveforms which cause the action of the flip-flops, ‘,
and the binary and decimal count in the counter after each input pulse.

The second input pulse is applied to flip-flop A and gates 1, 2, and 3. Flip-flop A chai ges
to the ZERO state. Since gate_l is preconditioned with the high from the ONE side of flip-flop
A, the input pulse activates gate 1 and changes flip-flop B to the ONE state. Cate 2 is not
activated because of the low input from the ONE side of flip-flop B. Therefore, flip-flop C remains
in the ZERO state. The counter now contains a count of 2 (010).

Gate 2 now has one high and one low input from flip-flops B and A, respectively. The thir
input pulse is applied to flip-flop A and gates 1, 2, and 3. Flip-flop A changes to the ONE s
None of the gates is activated by the pulse. Therefore, flip-flops B and C remain unchang
The counter now contains a count of 3 (011).

Gate 1 now has one high input and gate 2 has two high inputs. The fourth input pulse is
applied to flip-flop A and to gates 1, 2, and 3. Flip-flop A changes to the ZERO state. The in-
put pulse activates gates 1 and 2, and changes fiip-flop B to the zgzao gtate and flip-flop C to the
ONE state. The counter now contains a count of 4 (100),

- . ~
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As the number of input pulses increases, the count in the counter will progress until a maxi-
mum count of 7 (111) is reached. The next pulse will set all the flip-flops to zero, and the count
will start over.

-

To cause any flip-flop in a parallel countey to change states, all the preceding flip-tlops
must be in the ONE state. The waveforms for the parallel counter in figure 7-4 are the same as
for the serial counter in figure 7-1. The speed of counting is the only difference. The time
required to go from one count to the next is equal to the switching time of one flip-flop.

e. Parallel down-counter. The function of the parallel down-counter is the same as that of
the serial down-counter. That is, the count in the counter decreases by one when an input pulse
.18 applied. However, the parallel down-counter operates at a higher speed than the serial down-
counter. Figure 7-5 shows a parallel down-counter and its waveforms. Notice that the difference
between this counter and the one in figure 7-4 is that the output from the flip-flops is taken from
the ZERO side instead of fhe ONE side. The opération of the two is similar; therefore, we shall
not go through the operation again. -

NPUT,

FLIP-FLOP A

FLIP-FLOP 8

FLiP-FLOP C

DECIMAL COUNT

Fig 7-5. Parallel down-counter.

f. Decimal counter. A decimal counter counts 0 through 9. A 3-stage binary counter counts
to a maximum of decimal 7. A 4-stage binary counter counts to a maximum of decimal 15.
Therefore, to have a binary counter that counts to decimal 9, a 4-stage counter with modifica-
tions to remove the last six binary combinations must be used.

.
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- Fig 7-6. Decimal counter,

Figure 7-6 shows a counter that does this by using an AND gate,and two delay lines. The
counter is a serfhl-type up-counter that operates normally until it reaches a decimal count of 9 .
or binary 1001, With 1001 in the counter, gat¢ 1 will have two activating signala from the ONE
. sides of flip-flops A and D. The next input pulse changes flip-flop A to the ZERO state. This

change causes flip-flop B to flip to the ONE state. However, the input pulle algo activates gate

1. The output of the gate goes through a delay lme D1, to the clear or reset side of flip-flop

B. The delay allows the output of gate 1 to change flip-flop B to the ZERO state after the out-

put of flip-flop A has flipped it to the ONE state. The change of flip-flop B from the ONE state

to the ZERO state changes flip-flop C to the ONE state. The output of gate 1 is applied through

delays D1 and D2.to the clear or reset input of flip-flop C. This changes flip-flop C to the ZERO -

state. Flip-flop D changes to the ZERO state by the change of flip-flop C from the ONE state to

the ZERO state. The counter now containg 0000, and starts counting again with the next input 4 )
. pulse. The output of flip-flop D may be fed to another decade counter, which then counts by

decimal 10's; itg output can be fed to another that-will count by 100's; and so on to the limit

required of the equipment design. . :

2. Ring counter. This is another type of counter; In it the output of the last stage is connect-

ed to the input of the first stage. One of the stages {s set to the ONE stat ; and the rest, in the

ZERO state. The input, pulse then moves the ONM¥Etate to succeedmg s ges with each 1nput

pulse. . ° -

There are many possible circuitg Yor ring counters, just as there are for other' type circuits.
A 4-stage counter is shown in figure 7-7. In this circuxt, if flip~flop A is in the ONE state and
the other flip-flops are in the ZERO state, flip-flop A is the only one whose output is 1. The next
input changes flip-flop A to the ZERO state but cannot affect the others since they are already I
in the ZERO state. However, the change of flip-flop A from the ONE state to the ZERO state
causes flip-flop B to flip to the ONE state. R

.
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Fig 7-7. Ring counter.,
In this manner, each input pulse changes the flip-flop that is in the ONE state to the ZERO *

state, and its change in state is used to get the next flip-flop to the' ONE state. Thus, as the
input pulses continue to come in, the condmons ofsthe flip- flops will be:

Ol—OOOU
OOOl—Om
v

. (etc.) N

. You can gee from the waveshapes shown in figure 7-7 that only one flip-flop is activated
{in the ONE state) at any particular time. Also, there are only four possible states. Therefore, .
thig 4-stage ring counter has a maximum number (called "modulus") of 4 discrete counts. . .
In computing machines, it is a common practice to assign one of the flip-flops the 0 count .
when it is in the ONE state, and to assign the following stages the 1, 2, 3, etc.”, counts, in
sequence, .

To illustrate, let us agsign flip-flop A of figure 7-7 the 0 count when it is in the ONE state.
In like manner, let flip-flop B represent the count of 1, flip-flop C the count of 2, and flip-flop
D the count of 3. Assume that the counter {8 in the condition representing a 0 count. When the
first pulse triggers the counter {(at T ) flip-flop A changes from the ONE state to the ZERO
state, and the output from its ONE sxde changes flip-flop B to the ONE state. A count of 1 is now
registered in the counter, because flip-flop B is in the ONE state. The count of 2 (T2)is indicat-

ed by flip-flop C when it is set to the ONE state; and the count of 3, by flip-flop D in like manner
at T3.
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) A unique characterisnc of ring counters is thdt only one outpg from a singie flip- flopj
required to indicate a given discrete count. In the equipment, each flip-flop output could rn
on" a single step or phase of a series of sequential operations. A ring counter of the type dis-
cussed could control up to 4 steps, since it has a modulus of 4. Because the modulus®f tbe
counter is determined by the numtkr@f stages it is-simply a matter of adding or subtracting®
Stages to arrive at any desired modulus counter. For instance, a decade counter would have 10
stages, and could repregent 0 through 9. . :

-

7-3. REGISTERS -

A register is a group of storage devices or circuits for storing a.unit of data. The most
common unit of data is the word. Since information is usually m®ved about and operated upon
in equipment word Qy word rather than bit by bit, a number of full-word regiSters is found 1n
most digital equipmpnt. .The circuits must Mandle each individual bit, but the equipment can be
g0 arranged that a gjroup of circuits will usually handle a word at a time in response to an

instruction or commiand.
A}

Since the two principal methods of informationTransmission are parallel and serial, some
registers are designied to take words in parallel form, and others take them in serial form. A
third type is the serles- parallel register which accepts the ‘number or word bits in parallel form
dand feeds them out in serial torm or vice versa.

Registers have uses besides simple word storage. Frequently they are built for specific
jobs such as counting or shifting. Counting has already been covered in the first part of this
chapter; therefore our discussion here will be limited to storage and shift registers.

INPUT WORD «
/’, -\ I3
' <
. , .
s 1 s 1 s 1 $ )
bY . \
- N ’
. 2
c 0 R ] < 0 < °
2 .
CLEAR . \ b
./ PULSE .
Fig 7-8. Parallel flip-flop registez\-. .

a. Storage register. The simples't registers are those used solely for word storage. Figure
7-8 shows one type of parallel flip-flop register that uses four flip-flops and can store a '4 -bit
word. The clear pulse clears all the flip-flops in the register to the ZERO state, erasing any
information stored previously. The+word to be stored is then applied in parallel form to the set
inputs. The pulse in each bit position (where there is 1) sets the corre ing flip-flop in the -
register to the ONE state. No pulses appear in the bit positions where there are 0's, so the flip-
flops in these positions remain in-the ZERO state. The correct word is now stored in the register.

’
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Fig 7-9. Parallel core register.

A parallel storage register of magnetic cores can be built gsimilar to the one discussed.
Figure 7-9 shows this type of register. Each bit of the input word is applied to the input winding
of a separate core. The readout windings, c&nnected either in series or in parallel, serve a
dual purpose. When a readout pulse is applied, it not only reads out all the bits stored in the
individual cores but also clears the register by resetting all cores to 0. The register 13 then
ready to store a new word, .

b. Shift register. A shift register is built with the intention of shifting any numbe: stored
in it for a purpoge different from that of ordinary storage. It may be built to convert words from
serial to parallel form or from parallel to gerial form, or it may be used to multiply >r divide
the number by some power of 2, Remember that shifting a binary number one place t the left

multiplies it by 2 and one place to the right divides it by 2,

One of the simplest shift registers ig shown in figure 7-10. Only three stages are indicat- .
ed, since the operation and connections would be the same for any number of stages. The reg-
ister ig arranged for a left shift. Each flip-flop is set to 1 or 0 when the word is written into the
regigter. The outputs from the flip-flops are connected to AND gates 1, 2, 3, and 4, as shown.

. ' , s *
g s 3 s ! . .
. . 0
- o ¢ 4 < 2 ¢ "
[
. SHIFTY
\ —< puLsES

~ <

'
+

Fig 7-10. Shift register.
]

To see how the shift takes place, assume that 010 18 stored in the register. Flip-flops ('
and A are in the ZERO gtate and flip2flop B ig in the ONE state, From the flip-flops, gates 2
and 3 each have one activating level applied to them. Gates 1 and« each have nonactivating - v
levels applied to them. When a shift pulse is applied, gates 2 and 3 are activated. Flip-flop A
remains in the ZERO state, flip-flop B flips to the ZERO state, and flip-flop C gets to the ONE
state. The register now contains 100. The original count of 010 has been shifted one place to

Jthe left.

1
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To shift the information to the right, the gate and shift pulses could be connected so fhat
the information moves from flip-flop C to flip-flop B to f2ip~flop A. In some applications it 1g
desirable to be able o shift ir. either direction. A register can be made to do this by using two
sits of gates and transfer lines with each set having its own'shift pulse line. A pulse on one
line would provide a shift to the right, and a pulse on the other would provide a ghift-to the left.

The logic diagrams for shift registers are shown in figure 7-11,
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ur INbUT IXPUT ¥ INPUT
s ¢c s ¢ s ¢
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PARALLEL OUTPUT . PARALLEL OUTPUT

-

l':’ig 7=11. Logic symbols for ghift registers.

Another type of shift register employs the metallic-ribbon storage device (discussed in
chapter 6). The magnetic-shift register uges the single-diode transfer loop to transfer the in-
formation from one core to the next. (How this is done was also covered in chapter 6.)

0 .

Figure 7-12 showa a 4-core magnetic ghift register that stores two oits of information.
The information is applied to LO. The shift pulses are applied to transfer windings L1, L4, L7,
and L10. To carry the register through a cycle of shift-in and shift-out, let us agsume that

< prior to shift-in, cores A‘through D are in the Z)?:RO gtate. .
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Fig 7-12. Magnetic shift-register.
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The first data pulse, which represents a binary 1, is applied to LO of core A, Core A”

switches to the ONE state. The data in each core of the register is now ,
. ( .
Core A B C D '
—~ Data 1 .0 0 0 -
< - s
The next pulse, which 1s.applied to line T2, is shift pulse number 1. It ig applied to L4
and L10 on the T2 line. If abinary 1 were in core B or core D, it would be transferred to core .
. C or out, respectively. -~ - ?
- V4
. The data in the register is still:
) - ) . Core A B C D
. Data 1 0 0 0 ,
: 7/
he next pulse ig shift pulse number 1 on the T1 line. Itis applied to L! and L7. The [ *
* in coré A 3 ghifted to core B, and 0 1s in core C, so no shift takes place from C to D. The
data in the register is now: ,
. - .
' Core A B c D ]
' Data 0 1, 0 0 . 4
. : Y
It is applied to LO and switches core A to the,ONE ;

The next pulse {3 the second data pulse.

<
state. The data in the register ig now:
Core A B c D
R Da_ta . | 1 0 \ 0 )
The next pulse is the shift pulse number 2 on the T2 line. It is again applied to L4 and L10. e ~g-
The binary 1'in core B is shifted to core C. There is a binary 0 in core D, 80 no shift-out takes
place. The data in the register is now: !
Core A B C D .
Data 1 0 1 0
The last pulse in the ghift-in process.is pulse number 2 on the T1! line. This ig applied to
L1 and L7. The binary 1's in cores A and C are ghifted to cores B and D. The data in the
register is now:
Core A B (o D
- Data 0 1 0 1 .
This completes the ’shxt‘t-in.v The data is now stored in the cores and could remain in
T *storage indefinitely. .
The shift-out is initiated by T2 shift-out pulse number 1. It jg applied to L4 and L10. The
1 in core B will be shifted to core C and the 1 in core D is ghifted out. The data in the register
is now:
. Core A B C D
Data 0 "0 1 0
° The next pulse is T1 ghift-out pulse number 1. It is applied to L1 and L7. The data in
core A is a 0, so ne ghift takes place. The 1 in core C is transferred to core D. The data in
. the register is now:
) Core A B C D
Data 0 0 0 1

ERIC - ,
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The next pulse applied is T2 shift-out pulse number 2. It is appljed &fa L4 and L10. There )
is a 0 in core B, 8o no shift takes place. The 1 in core D is shifted oyt. The data in the register . .
is now: . R )
' ' v+ Cote A B C D |
Data 0 0 0 0 ‘ , '

The last pulse applied is the Tl shift-out pulse number 2. It has no effect on the cores

B and D, since they are in the ZERO state. The shift-out ig now complete.

7-4. ADDERS

. ..

» .
The purpose of the adder circuit is to sum binary numbers 1n accordance with the rules for

binary a%tion: ' ’ . - !
- v . ‘ ‘ :

with a carry of 1
- - )

Observe that the sum is 1 only when A and B
are digsimilar; that is, when Ais 1 and Bis 0, or .
when A is 0 and B is 1, If A and B are both 0, the A— .t
sum is 0. If A and B are both 1, the sum is the
binary number 10; this is expressed as a sum of 8
0 with a carry of 1 to the next higher order column. /
Hence, the sufn function coincides with the .
EXCLUSIVE OR function (sometimes called a o .
quarter-adder because it accomplishes approxi- \ c .
mately one-fourth of the addition process). The )
carry function coincides with the AND function, j
The Boolean expressions are:

AB +ZB = S {sum) Fig 7-13. Half-adder circuit.
AB = C (carry) . ‘

a. Half-adder. The circuit for these expressions (fig 7-13) i8 referred to as a half - adder.
It can add only the least significant place column, since it has no provision for adding the carry
from a lower order place column. For example, assume that the binary number 111 is to be
added to the binary number 101. The binary addition is pertor)med as follows:

1 carry 1 carry 1 carry
l\r\l\r\l
1 0 1
1 0 0

1

A half-adder at each place position will generate a partial sum and a partia} carry: ,
111 4 d
0 1 B .

| \ 4150

The half-adder in the LSD position, having no previous carry to c%r:sider, generates a sum of

1
partial sum 40
partial carry 1 0

ZERO and a ONE carry to the next higher place position. This se ond position half-adder gen-
erates a sum of ONE with a ZERO carry. But it cannot consider the previous carry from the
LSD position.

7-14 ' 114 )
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Fig 7-14. Full adde¥,

b. Full-adder, Two half-adders and an OR gate comprise a full-adder (fig 7-14). A full-
adder, by considering a previous carry, cah accomplish addition in-the higher place positions:

-
.

1 1 1

L4

—~PBartial sum’

1 . 0 1
o - 1
Partial carry ‘5 é .
or
Partial carry
Carry 1 1 -
1 1 0 0

Sum

»

\ ’ .
A half-adder in the LSD position generates a sum of ZERO and a carry of ONE to the next higher
place position. The first half-adder in the gsecond place position generates a partial sum of ONE
and a partial carry of ZERO. The partial sum and the carry from the LSD position age added
by the second half-adder generating a sum of ZERO and a partial carry of ONE. The partial
carry from the two half-adders are OR'ed to generate a carry of ONE to the next higher place
position. The first half-adder in the third,place position generates a partial sum of ZERQ and_ .
a partial carry of ONE. The gsecdnd half-adder generates a sum of ONE and a partial carry of
ZERO. The OR gate generates a carry of ONE to the next higher place posi'tion.

(1)\ A parallel adder requires a full-adder for each place position, except the LSD which
needs a half-adder only (fig 7-15). Each rry output is applied to the carry input of
he next higher place position. Tt

Fig 7-15. Parallel adder. .

(2) A serial adder requires one full-adder and a deldy line with a delay equal to the period
- of one shift pulse (fig 7-16). The binary numbers to be glded,arrive at the adder LSD
first. The carty output for each place pesition is delayed until the:time the next higher

place position is arriving at the aq%.

.
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Fig 7-186. ‘Serial adder.

7-5. DECODERS “\ ,
A decoder 18 a combination of switching circuits used to translate two Zr more 1nput signals ) .
in code form into a single discrete output signal. A decoder can perform a number of functions,

i. e., it may be used to detect one of many counts in a counter or register. Since the operation
of digital equipment is based on logical timing, the output of a decoder may be used to end an
operation or to start an operation. For instance, if g certain operation has 3 steps, a decoder
connected t0 a counter detects the count of 3, produces an output at that time, and stops the
operation or causes the equipment to proceed to the next operation.

: {

A decoder for detecting the count of 3 is shown in figure 7-17. Flip-flops A, B, and C
make a binary up-counter. Gate 1 is an AND gate with inputs from the ONE sides of {lip-flops A .
and B and the ZERO side of flip-~flop C. --Why are the connections made in this way®--Binary
3is 011. This means that with a count of 3 in the counter, flip- ﬂopQ.A and B are in the ONE -
state and flip-flop C is in the ZERO state. At this time, gate 1 has all its activating signals
present, 80 it will have an output pulse. “With any other count ln the counter, the gate would not
be activaged. .

: A
ri » . )

INPUTeed T A T T ¢

. & -

Fig 7-17. Decoder for count detection. .

It is easy to determine the number that a decoder will detect. Starting with the most sig- .
nificant flip~flop (C in fig 7-17), write 1 if the gate 'is connected to the ONE side and a 0 if the -
gate is connected to the ZERQ side. The result is the nurhber detected in binary form. The
example in figure 7-17 is 011, which is 3,

To determine the proper connections that must be made to detect a certain number, write
the desired number in binary form. A binary 1 represents a ONE-side connection, and a binary
0 represents a ZERO-side connection. For example, to detect a count of 5 from the computer
in figure 7-17, wrfte 5 in binary notation. This fs 101, The AND gate must have connections to
the ONE side of flip flops A and C and to the ZERO side of flip-flop B. Note that the least sig-
nificant digit in the binary number represents the connection from the gate to the least significant
flip-flop, which is the input x’llp-x’lop of the counter. -

It is also possible to detect the NOT function of a numper. That is, the decoder detects all
the numbers in the eounter except one certain number. Figure 7-18 shows a decoder that detects
the NOT function of 3. Notice that the gate is an. OR circuit and.that the connections to the flip-
flops are opposite to the connections in figure 7-17. This is consistent with the rules of Boolean Y
algebra. The equation for the output of gate 1 in tigure 7-17 is 3 ="ABC. Applying DeMorgan's ) A
theorem, 3= A + B+ - C. In these equatiohs, A, B, and C are the ONE-side outputs of the flip-

flops; and A, B, and ,C are the ZERO-side outputs of the flip-tlops.

7-16
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ogtput, usually from two or more inputs. Another e ig the ryultiple-output switching network,
ed a matrix. It produces a different output for eagh different input or combination of inputs.

t the count of 0 through 9. The matrix is composed of 10 diode AND gates, each having four

inpts, Each gate detects only one number. The Boolean equations for counts 0 through 9 are
as follows: . )1 .
8
Decimal Binary
Number Number Equation -
0 0000 DCBA :
1 0001 DCBaA :
] 2 0010 ' DCBA
3 0011 DCBA
4 0100 DCBA
5 0101 DCBA . .
6 0110 DCBA
7 0111 DCBA
8+ 1000 DCBA ‘
i) 1001 DCEaA

The network detects a number in the same manner as explained for the network in figure

7-17. Let's agsume that the counter has a.count of 0000 in it. In this case, all of the flip-flops
are in the ZERO state. From figure 7-19 you can see that for the 0 line,. inputs to the diode
gate are from the ZERO sides of all the counter flip-flops. With all flip-flops in the ZERO state,
the gate ig activated and an activated signal is felt on line 0. Assume that the counter is stepped
to a count of 0001. Notice that the 1 line has gate inputs from the ONE side of flip-flop A and
from the ZERO sides of flip-flops B, C, and D. With 0001 in the counter, all th€ activating

= signals for the 1 line gate aré present. Tlerefore, the 1 line now has an activated signal on it.
As‘the counter counts, each count is detected in the same manner.
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Another type ofimatrix is the transistor matrix. It is composed of vertical and horizontal
lines with a transistor at each intersecting line, When a vertical and a horizontal line are select-
ed, the transistor at the point of intersection is turned on to give an output. A transistor matrix

wﬂl accept two coordinate input signals and produce a single output signal

Figure 7-20 shows a 4 X 4 transistor matrix, Transistors Ql, Q6, Q11, and Q18 are the _

'
horizontal inputs; and transistors Q21, Q22, Q23, and Q24 are the vertical inputs. The collector
* of each horizontal input transistor is tied to the base of four transistors. When a horizontal input
. transistor is turned off, it will apply a negative potential to the base of the four transistors in a
. horizontal line. The collector of each vertical input transistor is tied to the emitter of four '
transistors. When a vertical transistor is turned on, it prov1des a current path for four trans-
istors in a vertical line. . B
\ .
¢ , . “Vee P\ . —_
, O :
. . - ° - -
:R1 R2 R3 R4 RS
- % « L
s . Hi Py [ Q2 03 Q4 Qs
] ) p p
=3 [ (Y .
/ = | + -
( - - NP ° : o .
' 7 1,‘\ . R7 RY R10
N ‘
+ i
/ [ |
» - & *
o -
. - gun R12 R13 R14 RIS |
H3 Qll Q12 Q13 Q4 Qs !
) ) p {
» . ’ 3 4
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. . Fig 7-20. Transistor matrix.
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, Reférring to figure 7-20, let us seé how one output can be obtained by applying two inputs.
N Assume that prior to the application of horizontal input signal, Q1, Q6, Q11, and Q16 are con-
ducting. This places approximately 0 volts on the bases of all transistors at the intersections.
Assume also that Q21, Q22, Q23, and Q24 are at cutoff. This leaves the emitters of the trans-
istors with no emitter current path. A positive input signal to horizontal line H2 cuts off Q. (
This places ~Vec On the bases of transistors Q7, Q8, Q9, and Q10. These transistors try to
. "L conduct, buhth'et_t emitters are tied to the vertical input transistors. A negative input signal
to vertical line V2 causes Q22 to conduct through Q8. The collector voltage of Q8 goes toward
ground potential from 'Vcc' Q7,Q9, and Q10 cannot conduct gince Q21, Q23, ‘and Q24 are
still cut off. Thus, for these two input signals, one output signal is obtained. Any one of the 16
transistors at the intersections may be activated in the same manner. This technique is referred
.to as addressing the activated transistor or its output line.

b. Digital-to-analog decoder. An output consisting of digital data may be sent to a digital-to-
analog converter to change it from a digital form to an analog voltage. This voltage may be used

to control some mechanisms; for instance, it can drive an antenna or position the electron beam
in a CRT.

~

~

Fig 7-21. Digital-to~analog.converter, -

Of the several ways of converting digital datg to analog, one of the most common 1s by use
. of a resistor network. In the typical digital-to-analog circuit shown in figure 7-21, the converter
L} is connected to a 5-stage counter that holds a maximum decimal count of 31, The resistor net-
work is made up of two sectioris which contain identical pairs of resistors in each leg. Notice that
the value of each resistor is halved &s the number increases from the LSD to the MSD. The out-
put from the ONE side of each flip-flop is applied to a relay driver, such as the one discussed
in chapter 5. When any one of the flip-flops is in the ONE state, the corresponding relay is
energized. For instance, if flip-flop D is in the ONE state, relay K4 will be energized. With
this arrangement, the count in the counter is converted from its digital form to a voltage pro-
portional to that count. For example, if an output of 5 volts equals a count of 1, then an output
of 10 volts equals a count of 2.

Q & ’ )
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- Fig 7-22, Equivalent circuit with count of 11001,

With a count of 11001 or decimal 25 in the counter in figure 7-21, relays K5, K4, and K1

are energized. This gives an equivalent network, as shown in figure 7-22.
. L]

’
.

The total’resistance, Ry, of the upper ladder is:

-

—1— = 1— + 1— + l.
R, R/16 = R/8 R
’ 1 .16 . 8 41
R, R R R
\ 1 .2 :
A . R, R B
R, = R
° .25
The total resistance, Rg, of the lower ladder is:
A SR E A S y
R¢ R/4 R/2
1 4 2
—_— —— + = .
R R R
1.8
R R
f \
Rf = 5 B ]
. 6 ‘

The total resistance, Rt’ of the entire resistor network is:
Ry = R | R
25 6 ,
Ry = 6R + 25R .
150

R, = 1R

t —

150

w’
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' The'voltage E, is: *
- R : .
Egut * Ef X 155v _
» "o
- ’ R
4 . E = 6 X
/ out SR & 155
| 150" RN
- R 150
Equt & X 3R X 155
e L. : -
- E ~# 125 volts - 4
o - Tout :
Note the ratio betwéen Rf and Rt:
\ .. 'ﬂR
. o -
R¢ _ 8
- , Rt 31R )
150 .
B—t. = ‘B.‘ X 1_5-0— N j X \ -
~~ Rt 6 31R.
- B_t. = 2.5 ™ &
. Ry 31 v

” ’ -
The count in the countér is 25, and the maximum count of the c,ounter is 31. So, instead
Qf solving for the output by the method that we _used before, the output may be found by the for-

mula: - .
- Rp - .
Eout =E; X 'ﬁ; -
' . where
2
..
Eg = épplied voltage
. Ry = count in the counter .
R¢ = maxinfum count of counter o
y "
The problem just solved would be:
Yoa~ 25 ! .
Ejp =155 X 37 . ‘ )
_ ) "’ Egut 125 volts Y ' T
7-6. "ANALOG-TO-DIGITAL ENCQDER B —

.

Not all inputz to dlgital equipment are in’ digiial form. Some are in the form of analog volt-
ages that represent quantitieu. Some anzalog qbantmqu that are applied dlrectly represent speed
of movement, speed of rotation, position of a shaft, elevatioﬂ temperature, pressure, .and hu-
midity. Before this information can he used by digital equipment, it must be donverted to digital
form. An analog- to-digltal converter does this job.” .

2

’ \

a. Shaft gglltion encoder., A typé of converter that corrverta/l shaft position to a digital num-
ber is shown in figure 7-23. There are many differerit types of converterd used for this purpose.
The one explsained is typical. The conducting material in the dfsk (fig 7-23) is shown in the dark
areas, and the nonconducting material is shown ip the light areau Contactu\are arranged into as
many channels as there are digits in the largest binary number to be coded. A brush {s in contact

with each channel on the disk. A voltage source iu in the circuit so that if the brush is in
contact with the conducting material, a b} detected. If the brush is in contact with the



. Eed

insulating material, a btnary 0 1s detected. The binary number detected in the position shown 1n //
figure 7-23 15 0000. As the shaft rotates counterclockwise, the brush in the outer channel makes
contact with the shaded area. The count detected is binary 0001. As the converter continues to

rotate, the binary count detected increases, as shown around the circumferences of the converter

1n figure 7-23. This digital information may now be fed 1nto the equipment.

Fig 7-23. Binary shaft position Fig 7-24. Shaft position encoder b
encoder. using Gray code.
In
(1) When more*han one channel changes states between consecutive counts, errors Iray be
produced. For example, in going from a count of 0111 to 1000, the MSD brush will®
- make contact before the three lower order brushes break contact. Thus, an erroneous
: 1111 count is produced due to the brushes havgng a finite width. Imperfections in b‘rush

alignment also produce errors.
»

(2) The Gray code, in which only one digit or channel changes states between’ consecutive
counts, was developed to eliminate this problem. A shaft-position encoder using the

' Gray code 18 shown in figure 7-24, The Gray code does not lend itself to arithmetic
operations, and must be converted to pure binary as"explained in chapter 2. ~

b. Ramp voltage encoder. A type of converter used to convert an analog voltage into a digital
. number is shown in the block diagram of figure 7-25. Typically, a digital counter 1s started when
a sawjooth ramp voltage crosses the zero reference, and, it isgtopped when it equals the applied

analog voltage. The count remaining in the counter 18 the digital value of the analog voltage. .

- .

ERIC-

Aruitoxt provided by Eic:




—L_., COMPARATOR
— ]
—l - RAMP
: GEXERATOR
ANALDS
INPUT, COMPARATOR 1—
. )
¢ . DIGITAL
J OUTPUT
L Is ) '
l COUKTER
. FLIP .
AP -
12 0 cLOCK
PULSES START

PULSE

Fig 7-25. Ramp voltage enc_c_)ger.
(1) A start pulse regets the counter to zero and restarts the ramp generator at some nega-
> tive voltage. The rising ramp voltage reaches the linear portion of its waveform before
croasing the zero reference. The output of the ramp generator is fed to two compara-
tors.. .

”
.

(2) Each comparator has two inputs and acts to produce an output when the voltage of one
input excteds that of the other. The second input to comparator #1 is ground or the zero
reference while that of #2 is the analog input.

{3) Comparator #1 compares the rising ramp voltage to the zero reference and produces an
output when the ramp exceeds zero. This output gets the flip-flop to the ONE state,
which enables the AND gate and allows £he counter to SEEt counting clock pulses.

(4) Comparator #2 compares the rising ramp voltage with the analog input and produces ar‘l
output when the ramp voltage becomes greater than the analog voltage. This output
- resets.the mp-ﬂop, which disables the AND gate angd stops the -¢ounter.
’
(5) The ¢lock pulses are timed to the slope of the ramp 80 that the count in the counter is the
digital value of the analog input voltage. The digital output is then taken from the counter
’ - before the next start pulse. ‘

-

'7-7. SUMMARY

-
-

a,. Logic circuits perform the basic functions of cbunting, storing, comparing, and transfer-
ring information. Counters are made of flip-flops connected in series or parallel. A counter may
cdunt up or count down, depending on whether the connections are made from the ONE or the

- ., ZERO sides of the flip-flops. The maximum number that a flip-flop counter will hold is deter-

’ mined by the number of flip-flops used. The parallel counter is faster than the serial counter but
requires more clrcﬁitry. The serial counter has its input pulse applied to the flip-flop that re-
presents the LSD of the count. Each flip-flop is flipped by the change of state of the preceding
flip-flop. The input$ to a parallel counter are applied through gates to the input of each of the
flip-flops in the countery ] .

I .

/
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b. Counters may be’ connected as biha{y, decade, or ring counters. The states of a binary
counter represent the binary form of a number, it will count to the maximum count of the counter,
reset 10 zero, and start the count over, The states of a decade counter represent the 10.digits
of the decimal system; it will count to 9, reset to zero, and start the count over. A’ring couiter
has only one flip-flop in the ONE state at any given time. The ONE state moves from one flip-
flop to the next after each input pulse. The output is fed back to the input,» and the counter Starts
the count over,

c. A register is used to store information or to shift data. Storage registers may be serial,
parallel, or a combination. Shift registers are uged tb shift data right or left. Registers may be
made from flip-flops or magnetic cores, . ) ’ )

d. Adders are used to sum binary numbers. Hdt-:dders can be used to add the LSD column,
but two half-adders (a full-adder) must be used when a carry from a lower order column is to be
added, N
L

e. A decoder is used to detect when a counter or register contains a specified count. It may
also be used to convert a binary configuration to an analog voltage.

f. An analog-to-digital encoder is used to convert an analog input to a ‘binary configuration.
Such inputg may be mechanical, as in the shaft position encoder; or tlectrical, as in the ramp
voltage encoder,

'S

7-25 )
) - GPRO 88 5~7‘9’
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' FUNDAMENTALS OF DIGITAL LOGIC .

Course Introduction

+

FUNDAMENTALS OF DIGITAL LOGIC is designed to prepare electronics personnel for
further training in digital techniques, ‘ It presents need-to-know information that is basic to
any maintenance course on digital equipment, --As this imstruction inoludes digital circquits
using semiconductors, students must have previous knowledge of transistors.

4

ORDER OF STUDIES * -
Reserve
Lesson Study Retirement
Number Hours Credits . Sibxject Matter ’
1 3 1 Binary Arithmetic
2 3 1 Boolean Algebra
3 2 1] Logic Gates
4 2 1 ‘Logic Flip-Flops; Nonlogic Circuits; -
. Magnetic Cores
5 2 1 Logic Circuits v, *
2 - 1 . FINAL EXAMINATION .
5 .

EXAMINATION: Supervised final examination without textbook or notes; time limit, 2 hours.

MATERIALS: MCI 28.6d, Fundamentals of Dig:nal Logic.

Lesson sheets and answer sheets.

RETURN OF Students who successfully complete this course are permitted to keep the course
MATERIALS: materials. .

Students disenrolled for inactivity or at the request of their commanding officer .
will return all course materials,

PRERPEQUISITE: An assigned MOS in OF 28, 59, or 62, or completion of any course in MCI's
28, 62, or 66 series.® ‘
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. FUNDAMENTALS OF DIGITAL LOGIC

Lesson 1

Binary Arithmetic

STUDY ASSIGNMENT: Information for MCI Students.

A.

Course Introduction.

MCI 28. 6d, Fundamentals of Digital Logic, chap 1.

. WRITTEN ASSIGNMENT:

-

Multiple Choice: Select the dNE answer which BEST completes the statement or answers
the question. After the corresponding number on the answer sheet, blacken the appropri-

ate box.

value: 1 goint each

1. \What number system 1s most commonly used in digital equpment?

~

a. Binary
b. Ternary

2. Divide 1101105 by 1001,.

a. 101
b, 110

3. Divide 110012 by 101 5.

a. 11
b. 100

4. Divide 1000010, by 10115,

a. 110
b, 111

5, Subtract 119 from 1101001 ,.

a, 101101
b. 1011110

8. Subtract 1110109 from lllOllllz.

10010101
10110101

(o

c.
d.

Qctal
Decimal

111
1110

101
1001

1000
1011

1100116
1101000

10111101
1100101

28.6d

)/




7. Subtract 112 {from 1012-

b. 10 )
8. Add 1011, and 1,.

a. 1010
b, 1100

9. Subtract 1100112 from 1104101 ,.

a. 101110
b. 110110

10, Convert 7775;¢ to an octal.

a. 14237
b. 15137

11. Add 1011111115 and 114.

a. 101111000
b. 1011110%0

12, Convert 11111"112 to a decimal.
a.. 63 >
b. 64

13, Add 11111,, 11114, 1119, and 11,.

a. 111000 '
b, 111100

14. Add 110112. 1112, 101, and 11,.

“ a. 100110 .
b. 101010

\
a. Romans. |
b. Hindus.

a, s binary h
b. octal

. level,

15.° The decimal number system was invented by the

c.
d.

c.
d.

c.

211

100

1101
1111

111000
111010

17135
17137

.~ 11000b010

110000110

127
255

1011000
1011010

101011
110110

Arabs,
Germans.

16, The point used in a base 8 number system is a(an) point.

decimal
fractional

status indicator.

17, e number of different symbols and digits used in a number system 1s called the
a

b. subscript.
18, Multiply 1111119 by 10019,

' a. 10111101
b. 111000111

) 28. 6 ‘
Q 1sn 1; p.” 2 . .
ERIC ‘

Aruitoxt provided by Eic:

d.

an

radix.

1000110111
1100110111
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19, The code developed to reduce. the degree of error which might occur when numbers are
transferred is called the -

a. binary coded decuﬁal. c¢. end-around-carry.
b. biquinary code. d. Gray code.
20, The binary equivalent for 1263. 45 is - .
‘ a. 1010110.100 c. 110110011.100 |
' (/ b. 1010110011.1 d., 100010110011.1 |
21. 110101100, converted to an octal is ‘ |
/ .
a, 408. c. 574.
b. 426. y O 654 |

22. 1001 in the binary coded decimal system converted to a dectmal number 1s
o

a. 9. ¢ c. -13.
b. 11, d. 15,
23, The binary equivalent for 7064 15 A
. . B
a, 111101. c. 1110110, LN
4 b. 1110101. d. 111000110.
j 24, Convert 74314 to a binary. i
a. 111100011001 c. 110110111 |
b. 111100101011 ) d. 1111011111 .
25, The octal equivalent for 9 is :
a. 6. . c. 11,
b. 7. . d. 13.
. 26, 4810‘conver:ted to a binary is '
a. 11000. - ’ c. 110010.
. b, 10100. 7 d. 110000.
27. Multiply 11011, by 11,.
a. 111011 c. 1010001
b. 1001011 ) d. 1101101
. 28. Multiply 1101, by 10,. ) .
' ' |
a, 11010 . c. 11110
b. 11011 . d. 110110 .
29. Convert 77754 to a decimal, .
a. 2045 c. 4093
’ b, 2047 d. 4095
t
. . 30, 1100113 converted to a decimal is ’
a. 27. c. 51, . ..
. b. 35. d. 99.
\ . -
4 ) / , :
v ’ ) ‘ 4
! o
28.6 * ) .
lsn 1; p. 3 - ) \‘
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31,

32,

33,

35,

28.6
lsn 1; p. 4

c.
d.

c.
d.

633.
663.

220.
2020.

468.
501,

positive quantity.
count of 10,

12
16

1, 2, 3.
0,1, 2

11011011y converted to an octal is

a. 333.

b. 453,

14410 converted to an octal is

2. 100.

b. 200,

"2l converted to a decimal is

a. 401,

b, 408, *

The zero is always used as a

a. place holder.

b. carry.

How many Arabic numerals are there?
a. 9

b, 10

The three digits used in e ternary number sys:em are
a. 3, 4, 5.

b. 2, 3, 0,

%

» Total'Points:

”x

£’

w

36
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FUNDAMENTALS OF DIGITAL LOGIC
@ Lesson 2

’ - " Boolean Aﬂébra

[y

STUDY ASSIGNMENT: MCI 28.6d, Fundamentals of Digital Logic, chap 2.

WRITTEN ASSIGNMENT: -

-

A. Multiple Choice: Select the ONE answer which BEST completes the statement or answers
the question. After the corregponding number on the answer sheet, blacken the appropriate
box. .

Value: 1 point each
1. The sign (+) in a Boolean expreésion indicates addition. .

a. arithmetic c. logical
b, algebraic : ® d. binary

The expression (A B) is equx’valent to

a. (A + B c. (A + B)
b. (A ° B) d. (A + Bk

The NOT sign over an expression is used to denote the signal's

a. presence. c. level.
b. complement. d. function.
v . . 1,

-

Boolean algebra is used to represent the of electrical circuits.

a. theory c. miniaturization
b. maintenance d. function ”,

Which number system is used with Boolean algebra®

s

a. Binary 1 c. Octal
b. Ternary : d. Decimal
4

. e 3 ‘
. {Wnich is NOT a Boolean expression?

4 A+B J A
A -

c.
b. A-B d.
Which is the Boolearn equation for this diag;-am?

a. .X = (AB) +(AB)
b. X =AB

c. X=AB -
d. X=(aB)+(AB)




10.

11,

12,

13.

14,

15,

18.

. L
The diagram in question 7 would most likely represent > . )

a. an ordinary switching circuit in an ignition system.
b. the circuit for an inclusive OR gate.

c. the circuit for an exclusive AND gate.

d. a switching circuit used to turn something on or off from two different sources. , { .

The result of double complementation of a signal is

a. logical inversion. s c. logical multiplication. « ’
b. logical addition. s d. no change,
The basic application of Boolean algebra is to :
. »
a. design digital circuits. .. ~ h .
b. express logic functions mathematically. v
c. use binary numbers.
d. extend th'e uses of ordinary algebra. v
Which is equivalent to the Boolean expression A+B? / ’ /\ ’
a. ANOTB c. APLUSB °
b. AORB d. AAND B N
Expressions that indicate logical multiplication \lnvolvmg only one variable are called
theorems. \ )
a. absorption c. distributive . ’ ’
B. common-identity d. intersection
You begin writing an equation for-a logic diagram by writing the output for . )
f L4
a. the total diagram. c. the input gate(s). .

b. one branch from the output gate. d. either the output or input gate(s).

In the Bc':oleax; equation A + B = X, there are _____possible numerical combinations.
a. 2 c. 4
b, 3 . d 8
A gate‘wm be inhibited when the input signals

e
do not agree with the state indigators.

a.
b. are all HIGHS. N
c. are all LOWS.
d. are both HIGHS and LOWS. . k
»

Which is the basic reason for applying Boolean algebra theorems to Boolean algebra
equations? . .

V 4
a. - Rearrangement c. Complementation g B
b. Simplification d. Logical addition °

The Boolean function represented by the circuit shown in this figure is the func-
tion. ‘ o

EXCLUSIVE OR
INCLUSIVE OR
NOT

AND ,

a.
b.
c.
d.

132 o

AB




18. What type of'switch circul{ is indicated by an OR gate®

a, Parallel c, Parallel aerlés

b, Series parallel d. Series .
N 19. In Boolean algebra, the orlly numerical values represented are

a, Oandl, L c. land2, ’ ‘

b, 0and?2, . d. O through 8,

20, The truth table may be used in a logical problem to

a. prove the Boolean equation.

b. simplify the problem by complementation,

c. arrive at a summation of the problem.

d. point out the theorem which may be used to solve the problem.

21. The basic purpose of the logic diagram is to ) ‘
- a, illustrate the required functions and type of circuit.
b. aid in construction of the truth table,
c. illustrate the interconnection of indicated circuits. » )

d. aid in the simplification of the Boolean equation.

a

22. ‘ Boolean algebra is useful in representing

a, algebraic functions. c. binary notation.
b, switching actions. d. trigonometric relations.

23, To turn on a light (X), we must have switch (D) or switch (E) turned on.. Which equation
and truth table apply? : ’ Y

AY

Y o

D] E[X D[E[X D[E[X D[E][X
\ 0/{0 0 0[0]0 0[0]0 0[0][0
3 fol1fo b-to] 1o clof1]1]| . 9 Jof[1]r
1{ofo 1{olo0 1{of1 1{o}1
111 1] 1]1] 1f{1]1 1{1]1
D. E=X D+E=X _ D+E=X " D+ ENX .

24, In a 2-story house, a switch (A) at the top of the stairs and another switch (B) at tl;e
bottom of the stairs control the staiicase light (C), The circuit is connected so light
. (C) will be c_')n only when both switches are in the same position. Derlve the equation
for this circuit, using a truth table. ‘
a, AB+AB =C c. A+B)A+B=C

b. AB+AB=C d. BA+B)(A+B)=C

- . Total Points: 24

* * *

28.6
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FUNDAMENTALS OF DIGITAL LOGIC

Lesson 3

.Logic Gates

STUDY ASSIGNMENT: MCI 28, 6d,, Fundamentals of. Digital Logic, chap 3.
L d

o

WRITTEN ASSIGNMENT:

A. Multiple Choice: Select the ONE answer which BEST completed the statement or answers the
question. After the corresponding number on the answer sheet, blacken the appropriate box.

Value:; 1! point each

Note: Questions 1-4 refer to this figuTe.

,
If 1 is represented by the relatively low level, the circuit is afan) gate.

a. OR c. NAND
b. NOR d. AND

If 1 is represented by the relatively high ievel, the circuit 1sra(an) gate,

a. OR c. NOR
b. AND d. NAND

The output will be —3 volts between times

\
a. Ty and Ty, c. T, and Ty.
b, T, and T,. d T, andT,.




4.

S.

The logic symbol for the circuit is

.

How nfiany stable states must a circuit have to be used as a logic element in digital equip- 7
ment?

a. 1 - c. 3

b. 2 d. 4 '

Note: Questions 6-8 refer

ERIC

Aruitoxt provided by Eic:

to this figure,

-0 3V - ol

INPUTS

-0 v

\‘ 03V
— S,
3

s

C

ouTPUT )

If the inputs at A and B are -0.3 volt at the same time, the output at C is

.

a. —0.1 volt. c. 0.4 volt,

b.. ~0.3 volt. ! d. —Vee.

If the ~0. 3-volt level represents 1, the circuit is aan)

a. AND gate.

b, NOR gate,

c. positive input OR gate with inversion.
d. negative input AND gate with inversion,




~ ]

.

8. ~ The logic symbol for the circuit is

— —— .

'
9. The Boolean equation for an EXCLUSIVE OR function is
a. A+B=C -’ c. AB+AB=C
b. A+B=C . d. AB+AB=C

10. The output of a logic switching circuit is an electrical signal which represents
>

©
.

a. L. c. a complement,
b. 0. d. a logjcal conclusion,

.Vc(

Note: Questions 11-14 refer
to this figure.

-4ty
| l-‘ﬂ

11, The circuit is an example of a logic circuit,

a. direct-coupled transistor c. resistor-transistor
b. positive d. negative

12, If the -0, 3-volt level represents'q 1, the circuit is a(an)
- ‘a. OR gate. c. AND gate with inversion. -
b. AND gate. d. NOR gate with inversion,’

[}
- £

13. The logic symbol for the circuit is '
r 1
q A o
A .
—.——O
d “ ﬁ ﬂ |

- - -

!

A

ERIC
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If the inputs-at A and B are ~0.3 volt at the same time, the output at C is

N\
‘ a. 20.1volt. °* c. =0.4 volt, -

b. =0.3 volt. d. -V_. :
. N . ce

15, In a-diode positive OR or negative AND gate, the would be connected to the

hY
: o " 4. load resistor ---power source. s .
b. ancdes of the diodes -- load resistor. ' e
) / ‘ — , ¢. load resistor -- positive power source. ¢
/ . d. anddes of the diodes -- output. \ ’ ! )
4
< : Note: Questions 16~19 refer to this figure. .
- e . +VOL TAGE

-

. R .
' 1 7 oy ) 7 T ’ <
\ meyTs ! - ) b ’ Y
o b 1 ! 1 o H
a g ] - [ r [ ' N
. ES N -
L I
‘ . . i : ) A ) A "
! ! s ' ' ) % ’
- w 1 [] ) L] .
. . s 3V h : !
.o e U = —KH—,2
av p i $ : : ! \ : i : 1} JTD'J r
. ' l ! 1 * . '
L}
¢ =¥ ' I -
R 1 ' 1 1 ! ¢
. ] ! 1 ) t i
ot 1 H H L ] )
; ‘ . » . had

16, . It1is represented by a relatively low level, the circuit is a(an) gate,

| - 2. OR " ¢. NOR v
‘b, AND J‘ NAND *

[ * » ~
- 17. 11 is represented-by a relatively high leyel, the circuit is a(an) gate,
. i -
a. OR A c. NOR-
. b. AND / . d, NAND
A . "18. The output will be 0 volts hetween times
. » - \ - °

R _ a. Tj; and Ty. , c, T, andTy.

: b. T2 and T3. - d. T and T .

19. The logic symbol for the circuit is

: ,
. .
. 4



A, -SV. h A !
[} )
]

-

1

7N
.
. [a) [ ]
& 2 % o2
[a)

D
. OUTPUT

-
?
L] R PR PR,

20, The o:gut voltage is =5 volts between times N

. .
,5 a. Ty and T2. c. Tsand Ig.’
- b. T3 and Ty4. d. T7 and*¥s,
N\ L - PR

21, The circuitis an example of a logic circuit.

a.r direct-coupled ' - Cc. resistor-transistor
b. diode-and-transistor d. diode

22. Between times T, and T, the output voltage is

o !

.a. 0 volts, . c. -5 volts,

- ‘b, 45 voh\ \ . d. -v_.. .
23. The logic symbol for the circuitis ’ .

¢
y ’ D ——— .
’ 0
—'—O |, ——
. - - A .

¢
- —_——C
0.
’ / @_
8 )
- ’ 24, I the O-level represents 1, the circuit is a(an) gate, ’
a. NAND s OR .
b. AND * d. NOR,
25. The circuit for a positive AND gate is th equivalent circuit for a(an) gate, '
- ' AN
: 2. positive OR c. EXCLUSIVE OR
. b. NOR - N - ° d. negative OR
,
26. In a diode AND or negative OR gate, the wquld be connected to the
’ a, load resistor -- negative power source "
b, cathodes of the diodes -- load resistor
- c. load resistor -- positive power spurce .
. 28. b d. cathodes of the diodes -- output o
' 1an 3; p. 5 ’

ERIC | . :




- Note

28.

.30,

ERIC

|
|
|

?

;
|

\

-

¢

: Questions 27-30 refer to this, figure,

The circuit is an example of a

logic circuit.

3

a.
b.

diode .
resistor-transistor

4

c. diode-and-transistor

d. direct-coupled

The output voltage {8 =5 volts between times

a. Ty and T,.
b. T¢ and T;.

C. Ts and TG'
F.3 d. TG andT7.

If the 0-volt level represents 1, the circuit is a(an)

a. OR gate,
b. AND gate,

c. AND gate with inversion,
d. NOR gate with inversion

The logic syn}bol for the circuit is

Total Points: 30
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FUNDAMENTALS OF DIGITAL LOGIC
Lesson 4"

Logic Flip-Flops; Nonlogic Circuits; Magnetic Cores
- »
STUDY ASSIGNMENT: MCI 28.6d, Fundamentals of Digital Logic, chaps 4, 5, and 6.

WRITTEN ASSIGNMENT:

A, Multiple Choice: Select the ONE answer which BEST completes the statement or «nswers
the question. After the corresponding number on the answer sheet, blacken the ap-.

propriate box. ‘

> ¢

V'alue: 1 point each . .

1. In the circuit shown in-figure 4-2 in your textbook, when Q! is conducting, the output
of Q2 will be .
a. “more negative than the output of Q1. c. & square wave,
b. at its relatively high stable state. - d. almost 0 volts.

2. In the wnput circuits of a complementing flip-flop, illugtrated in figure 4-5 in your
textbook, the purpose of the steering diodes is to

obtain delayed switching time.

insure that only one transistor conducts at a time,
bring the cutoff transistor into conduction.
insure that the input triggering signal is felt on only one transistor at a tune

Q.p o w

3. In ligure 4-6 1n your textbook, Q1 will always be brought into conduction by a trigger
that is applied to

a. point B. . B c. points C and D simultaneously.
b. point C only. : " d. point A,

4, If the circuit shown in figure 4-8 in your textbook 18 used in a‘circuit having positive
logic (relatively high voltage represents a 1) and Q4 is conducting, the flip-flop is

a. imthe ZERO state. \ in the ONE state.
b. inverting the level of logic. " d. not in.a stable condition.

5. The emitter follower uses the configuration.
a. common-emitter - c. common-base
b. common-collector . d. grounded-emitter

6. Ifan LLC delay line has six sections and each consists of an inductor of 2.5 microhenrys
and a capacitor ‘of 250 microfarads, the total delay is - microseconds.
a. 1.5 c. 150.0
b, 15.0 d. 175.0

1sn 4; p. 1 .
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7. A complementary emitter-follower configuration is used to 3
/ a, invert the logic levels of the input pulse, * )
. b. produce the 1's complement of the input. )
c. trigger a complementing flip-flop. .
d. give fast rise and fall times to the output pulse. . . N
¢ 8. One of the principal uses of an emitter follov.;ler is as a(an)
a, voltage amplifier. c¢. impedance-matching device.
b. phase inverter. d. pulse-shaping device.
9. An inverter circuit 'pertorms the function.
»
a, OR : c. NOT
b, AND ' d. EXELUSIVE OR
’ ’ 10. Infigure 5-4 in your textbook, how long will the secondary of T1 have current flow
- through it?
a, For the duration of the input pulse
. b. As long as the primary of Tl has current flow through it
c. Until capacitor C3 discharges
d. Until the current through Q1 reaches its maximum
’ 5N . .
11. Identify the waveform of the base voltage of Q3 (Vb3) in figure 5-10 in your textbook.
— C.
. - I
- . ‘
LA )
, D.
8. . ¥
12. If the relay driver shown in figure 5 5 in your textbook 1s used 1n a negative logic .
circuit, a 1 input causes
a. current to flow through K1, '
, b. CR1 to conduct. A
c. the base of Q1 to hg-at a positive potential.
d. the relay to deenergize. ,
13, The output of a Schmitt trigger circuit is always a wave.
a. sine b. sawtooth c. rectangular
’
14, For signal delays of more than several hundred nanoseconds, the computer manufac'urer
finds the use of LC delay lines impractical because of their 4
a, current rating. ¢. physical size.
b. voltage rating. y d. characteristic impedance.
‘ 15. How many core planes are required to store 32 words of 16 digits each? / .
’ a. 18 c. 48 o
b, 32 V\ N d. 512 -
< : )
28.% ' . .
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16. To write a binary 1 into a ferrite’core used in a coincident current memory, the
circuit applies

full-current pulses simultaneously to the X and Y drive wires. .

half-currdnt pulses simultaneously to the X and Y drive wires.

a full-current pulse to the X drive wire and a half-current pulse to the Y drive wire.

a full-current pulse to the Y drive wire'and a half-current pulse to the X drive wire. Kl

.
Qo owe

17. The path of the B-H curve as a material is saturated in one direction, demagnetized,
saturated in the opposite direction, and finally returned to the initial point of saturation

' is called a . =
a, hysteresis loop, ' c. saturation loop.
b. retentivity curyve. ’ d. magnetization curve.

18. To read from a ferrite core, all of the following wires are used EXCEPT the wire.

a, sense c. X drive
b. inhibit . d. Y drive ’

19. In figure 6-5 1n your textbook, the function of CR1 in the transfer loop is to

dampen oscillations of L2. .
prevent premature switching of core B.

prevent premature switching of core A.

allow current slways to enter the nondot side of L2.

coop

20, During the write tunction, all of the following wires in the ferrite core are used EXCEPT
the wire. :

X drive
Y drive

a, sense .
b. 1nhibit

Note: Questions 21 and 22 refer
to this figure. .

C
d
[ ]
LI a L2

21. Assume that the metallic ribbon core is 1n the ONE state. Current flow into the dot

gide of L1 causes the core to

switch to the ZERO state.

remain in the ONE state. ) .
induce a large output voltage across L2.
be magnetized in a counterclockwise direction. .
it causes .

-
EI.OO‘N

22. When the current switches to a ZERO state,

ag a positive polarity at the dot side of 1.2.

b. the core to switch to the ONE state.

c. a negative polarity at the dot side.of L2.

d. a positive polarity at the nondot side of L1.

28.6
1sn 4; p. 3
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23. A change in the state of a ferrite core is brought about by

a. applying a half~-current

b,
c.
d.

24. A magpktic core makes a good bistable device for storing binary 1 and binary 0 because

it

28.6
lsn 4; p. 4

has low retentivity.

o

pulse to the sense wire, *
applying a half-current pulse to the inhibit wire,

the coincidence of two full-current pulses,
the coincidence of two half-current pulses,

.

-

requires two half-current pulses to change its state,

can be magnetized in either of two directions.

is made of ferrite.

.

s

Total Points:

T o
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FUNDAMENTALS OF DIGITAL LOGIC
Lesson 5

Logic Circuits

STUDY ASSIGNMENT: MCI 28.6d, Fundamentals of Digital Logic, chap 7.

WRITTEN ASSIGNMENT:

Multiple Choice: Select the ONE angwer which BEST completes the statement or answers

A,
the question, After the corresponding number on the answer sheet, blacken the appropn-
ate box. '
Value: 1 'point each .
1. The maximum number of pulses that a 5-stage, binary counter can count and present
is )
a. 31 ' v <. 63, ¢
b, 32. d. 64,
2. The maximum decimal count that a 6-stage binary counter can contain is
a. 31, - c. 83,
b, 32. L d, 64, .
3. In a 4-stage serial up-counter made up-of flip-flops A, B, C, and D, with flip-flop A
as the LSD, you would expect N .
kﬂ
a. flip-flop C to change state on every other input pulse.
b. flip-flop C to change state when flip-flop B changes from the ONE to the ZERO state.
c. flip-flop B to change state when flip-flop A changes from the ZERO to the ONE state.
d. flip-flop D to change state when flip-flop C changes state. \
4, A gerial down-counter'may be changed to a gerial up-counter by
a. adding AND gates. o
b. adding OR gates.
c. using the flip~flop’s ONE output.
d. using the #ip-flop's ZERO output. W
5. Compared with a gerial cou;tter, a parallel counter i3
a. swnpler. . c. slower,
b. longer, ) d, faster,
6., The minimum numl';er of flip-flops needed for a parallel counter is
a, 2. ' “. c. 8.
b, 4, . d. 10,
7. In a 3-stage ring cc;unter, the number of stages in the ZERO state simultaneously 1s
a. 3. ’ o c. 1.
b. 2 . d 0
lan 5; p. 1
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8, The principal methods of information transmission are

-

a. parallel and redundant.

N ’

parallel and serial,
series and lateral,

.

adding, storage, and shifting.
d. storage, shifting, and counting.

00010010,
00100100,

010110.
o10111.

OR gates.
OR gates and a half-adder.

2--left
2--r1ght

the sum of products.
binary addition,

3
4

5
6 ”

[ 4
A+§+6+[_)
A+B+C+D i

wlwl
" (1]

2

“ place(s) to the

. C.
b. sertes and redundant. d,
9. Registers are used primarily for
a. counting, adding, and shifting, c.
b. counting, adding, and storage.
10. Assume that 0010010048 placed in an 8-stage shift register and that the machine 1s
. instructed to divide it by 4, When the operation is complete, the shft register will
: contain
a, 00001001, ) c,
b, 10010000, d.
. N . .
11. Assume that 001011 is placed in a 6-stage binary shift register and that the machine is
. instructed to multiply it by 2. When the operation is complete, the shift register will
contain .
a, 010101, 4 c.
) . b, 010011, d.
12, A full adder consists of two
a, half-adders, . c.
h. half-adders 4nd an OR gate. d.
* 13. A shift register divides a binary number by 4 by shifting the bits
) a, 1--left . c.
b. 1--right d.
.-
14, 'Che purpose of the adqﬁuit is to perform
a. logical addition. ' ' c.
b, the product of sums. d,
T 15, How man” um combinations of two bits are possible?
a, 1 . C.
b. d.
']
16, How many bits can the full-adder‘circuit sum?
, a. 3 . c.
. b, 4 . d.
4
17, A parallel adder capable of handling a 6-bit binary word consists of
a. 8 full adders,
b. 6 half-adders. :
s c. 5 full adders and a half-adder.
d. 5 half-adders and a full adder.
18. Which 18 the Boolean equation for a logic circuit that will detect a count of 3 from a
counter made up of flip-flops A, B, C, and D (LSD is flip-flop A)?
; a 9:-ABCD c.
b. 9=4BCD J d.
28, 8 14z
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19. . Which is the Boolean equation for a logic circuit that will dgtect a count of 14 from a
counter made up of flip-flops A, B, C, and D (LSl; is flip;flop A}?

. 14sA+B+C+D c. 14=ABCD
b. 143ABCD d. 142A+B+C+D
20. A combination of switching circuits used to translate two or more signals into one out-
put signal 1s called a(an) )
“ a. decoder, . .- " ¢ coder.
b. encoder. . d, converter.

21, Which binary number will be detected by the decoder shown below ?

e - ' ’
. 1 . : .
., INPUT ’ 1 1
. T -
T - ) o
- 0 T
A 0 0
R B C ¥
A 4 1 :
a, 001 c. 110
b. 100 d. 011

22, A multiple-output switching network that produces a different single-output signal for
each different input or combination of input signals is calléd a(an)

a. converter, X c. matnx.
b. encoder. . ' d. coder.

1

23. Refer to figure 7-21 1n your textbook. What will be the approximate output voltage
if binary 4"s applied to the input?

a. 5 ' . c. 20 ‘
b. 10 , d. 30
24. A resistor ladder type of digital-to-analog converter 18 connected tc a 6-stage counter, .
) and the applied voltage to the ladder is 126 volts. What is the output voltage of the net-
work when the count in the counter is 47? -

a, 94 c. 101
‘b, 95 d. 102

25. In a ramp-voltage encoder, the counter starts counting when the

a. start pulse resets it, ’ ’ '
b. analog voltage exceeds zero. '
c. ramp voltage exceeds zero.
d. ramp yoltage exceeds the analog voltage.
* . +
.t .
, Total Points: 25 :
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