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Abstract

Three views of the function &Ff computer simulation in cagn’itive

psychology are agalyzed. The strong view that computer simulations wlll
produce more ri:m&ified theories is seen to be overstating the
case. Two more pragmatic views are supKorted. One 1Qoks at computer

s

method as a means of exploring or validating psychological theories.

‘The other looks to computer simulation. as a- source of useful concepts.

- - LY

Several recent simulation effo)'ts are presented a5 1illustrations of

these latter views. After esta‘blishing some perspective on the uses of

. -

simulation, the diﬁussigh pﬁ'?nsy to psychological simulation ;languages,
F‘»“ -~
and to .aspects of proéramming environments which facilitate simulation ‘
- e

work. A new simulation language, PRISM is described. PRISM’S design

is- intended as a response to some of the issues raised in this paper.

§
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1.0+ OVERVIEW"

Although r.‘he primary purpose of this, paper is to discuss simulation ’
, .
systems, how “we view simulation as a methodology strongly 3ffects our

. L. .
perceptions of whar copstitutes a useful simulation system. Therefore,

v - N ’ >~ .
the first part of this discussign' ‘considers several common views of the .
S : A A ’
_ role of simulation in cognitive psycholbdgy. 1In the process of

e;,'alua!i\»g each of these' views, I will be making some assertions about

» -
usefu* principles of simular.ion and review'ing iqstanées of simulation

work which 1llusr.rate those princ‘iples. Onte some perspective is

established regarding simulation’s uses, I will turn to a discussion of

Pl * .
. \‘ ere I believe  simulation work.is heading. That discussion will:
o «
c {xsider the rise and fall of sohe® past psychological simulatiop
\ “

languages, as ,a means ‘of focusing ar.r.enr.ion on asj)ects of programming
. - A

envifonments that 'faciligate simulatiod work in g_eneral.
o . , )

-, ’ / ’
Finally, -I"11 ¢lose with a discussio;l of particular class of

\‘ ‘

psychological simulati.on languages, producr.ion systems., That discussion

}111 focus on the design of a new production system -.language called

. ~
¢ -
.
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PRISM, which- is being developed in collaborat‘i'on with Pat langley of

. 2.0 SIMULATION AS POL&CEHAN OF THEORETICAL EiEbR ‘

0

B
. .

4 »

I'd like to start by exorcisbng a ghost, in the form of an extreme

ki

argument for' simulation thate’was propounded rather vigorously in the

- . late 1960°s and early 1970°s. This was‘the: giaim that computer

simulation was a  superior formalism for

enforcing greater rigor in

e [J
' . theory specification,

.
.

¢ | 2,1 Five Claims For Computer Simulation

A strong example of‘this pafticular argument appears in Crega & Simon’s

i 0

(1967) article using concept formation as & Yemonstration domain fot

. . | ' -
information processing models. Embedded in th‘at art}cle ,were five

y ‘ '

- " associated with psychological theories:

i -

' . , . «
=~ Inconsistencies wou]:d be prevented by the need to specify. a

P

,"'” ' particular 'set‘ of opera\tions in . rder ta impleme;\t a

- . " ‘hybothes"ized' psychologig;f process, The \same set’ of.operations B
would have to suffice‘for a'l'l cages in’ ich t}lat ;:rof:gss. Has‘
evoked. 5 EERN

- ] R &

' the need to specify a complete set of prpcesses. A program
o . . .
< which does not spet¢ify processes completely cpuld not rune

., T | .
« 12 ) . ' .
/ , . i
~ . - . []
Q . e - ) o
ERIC -~ .« S5 )
- ‘ B
4 .« , e - u‘f,,

Carn_}egie-neugn University (Langley & Neche‘g, 1981), /

0o
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- Overly flexible theories which could too easily fit data wodl
be prevented by the fact *that computer programs contain go
: N . - ' . }
numerical parameters. v ‘e ’
\ ’ . * b

1 .
- Untegable theories would be eliminateq by wvirtue of the
MY

» . v

N . .
“specific sequénce ,0f operations generated by 3 program, which
could be treated as predictions about intermediate processes.

These predictions could be compared against process,t;acf\g\

>

data, such as verbal proi[&%&( or eye movements, thus allowing

much more specific tests of a model (1).

- -

- The ned® for a program to operate upon specific data would
iy . ~,

prevent - finessing critical questions about encoding and N
. ., .

*  representation.
) R . . .o !
’ o N . ' “ .
There are some pdsitive examples supporting these claims.

John

Anderson, one cognitive psychalogist clearly influenced by the

o ' ,simulation approdch (Ande;son, 1976), has produced a very detailed

theory which is often relatively specific 'i.n its claims., His work has
stimulated a number of studies, both supporting and opposing.
f’ : " z . - .’ , . ,

However, in spite of Positive examples such as t;is, it is hartl, to
day that simulé}.ionD was tl‘;e . causal factor in the development of a ..

“detailed model rtainly the history of psychology contdins a number . Va,

« of comprehensive theories not cast 151,a computational formalism, o
s . c. .

- - = . ¢

. ' 4
________ S e S ®

Footnote 1; This, and the preceding point, is particularly’important if

yone adopts Popper’s (1959) view of science. Popper suggested -that the

- dominant goal is to refute theories rather thap support them,,"with a

« " théory being "accepted" only so long as no evidence can be foynd countef

- ' to-it. - In that view, a theory is best if it is highly specffic and

therefore' amenable, to disconfirmation. In that case, eithier the cause~ .
, for itsg disconfirmation leads to-a new,and better theory, or the failur®

.. to di.S\pnfim lends credence to it. o

o -

. . .
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<4212 $ix Pr8blems With The Five,Claims

»
[y
M .

Furthermore, experience with ‘simulation since the early days of Gregg &
Simon (1§67) has .shown that there are a number of v;ays to avoid rig&

vhile doi\qg simulation wo;:k:
Lo °
- A formal specification of a model needn’t imply a comprehensible
ptesentagioh; since programs are rarely presented in full with

accompanying documentation, we remain dependent on verbal

’ .

deusc.r:lptions _of the model. This can raise problems i} determining

whether the'program performs as it does for the reason élaimed' by
‘

its author. For example, see Hanna & Ritchie’s iundated) analysis

of Lenat’s (1976, 1977) AM program, a System which has. received a
B - -

. ) great deal. of attention, in the Artificial Intelligence commumnity
. : . ' . ‘., .
for its apparent ability to re~discover a number of interesting
<

’

mathematical ‘. theorgms. Hanna and Ritchie suggest s:éveral points

- -

that contribute to its perfomanc%, but where the actual program
appears inconsistent with the ggne;:al principles Lenat presen’ted.

. T B i ’ ‘
They also raise instantiatione of %oui‘ of the five potential.
4.\ . -
proplems listed below. - - -

» \

'*.-  Programs f!eque\\tly involve’ simplifying ‘assumptions - in order to
M B -
;’, . + _ ~facilitate imp{smentation. Mese..simplifi.cations , howéver, cause _,

the program to diverge from ‘the theory it bupposedly represents.

3 .
- Programs can be written to work only for a restricted set of

-

. examgles, ‘those presented in the write-up of the research. In the.‘
.. . \ . i

absence of some analysis of the formal properties . of the* ‘domain,

.
-

. . 'there is no automatic guarantee that the examples presented are
. . : g ¢ .
tepresentative of 'the domain, or- thdt the princfples required to
- & s v [ .

’ ‘ . .

° -

Q . 3 .o : 7 . ‘ L.

ERICT - -
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° - ~
handle a given sget of examples are sufficient to account for the, y ¢ 7
. M . MY
, . .
entire domain. ' f
. - . T
4 N
R . . N

=~ The inputs or database for .the program eun be structured in ways

o -

that simplffy 1ts task, but which are : not necessarily

s

psyghologically’plausible. That is, the real Prk of perfoming a’ . "

#ask may ‘t_:_e__c_]onﬂe‘_ before the progfam is. ,s"‘tarted: '

__ N JEVP—
T

~

H;" s - N :

~ Data or procedures suppl"ied to the program to d\efine different

examples for it to. handle may, in fact, cdonstitute non-num‘erical'
N .

parameters that give  the, program consi‘derable flexibility in ’

fitting psychblogical " data. behell & Simon (1972, page 56), for

. . example, admit that the operators and table of differences supplied

'

PR o

to .GPS consti:ute such parameters.

) , S
-~ The programmer may hold back’ data or prdcedures that wo:hd . have
- . 4 N - -

confosed the program had it been available. That is, the program
N . R .

l zay appear—to-perform well not because it l;as the capacity to,

choose the correct action -£rom all possibilities, but rather - L

y because the difficult choices are %ot offered to it. '

.
, For all the above reasons, there i3 no immediate agsurance that' a

B

program s consistency with psychological data means the program IS of

psychological‘ significance. Nor, on a the other - hand, ° is' an

1]
* inconsistency necessarily a sign. of failure. For example, Néwéll‘_é_

. : . : ; .. ‘o
: Simon (1972, page 472) admit .to a pumber of exceptions to GPS’ account 7

of protocols obtained from subjects solving logic problems.

.
, ~ -
0 - » -
P . f

El{\l‘fc . N N. | 8 . Wi ‘,, ) . ’-

- .
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[ "
Although Newell and Simbn are fond of claiming that the test of a
R ‘ .l ° 1]
‘a theory is 2 running program, this is no more true than claiming that

the 'true test of an experiment’s validity is a 0.05 significance level. ~
. v o]

* The re'q]. qixes;ion is how. and why a particular result was ohtained. The.
. E
claim that computer simulation will necessarily lead to clearer and )

more rigorous psyc.:hological model§ does nat hold\ up.

—_— _ - ————g— ——— - —
K

-

J— -

It is perhaps ‘better seen from a .historicals perspective, as an

argument st‘emming‘ ‘pagtly from the days of sidpler programs, but
. - \ .
primar{ly from a meed to’ make a case *for the respectab‘x{lity o/f
A} - PR .
sinuflation methodology compared to established mathematical modelling y

o, L}

v and' experimental .z«ipproaches. Unfortunately, the «roponerts, of °

’ ‘- v

sinulation .approaches have, if anything, damaged the cred{bility of

their case by overstating.it. -t

v -

. - o,
0 ' 4 L
. . \

3.0 SI&UI:ATIO'N. AS°A METHOD OF EXPLORING OR VALIDATING THEORIES

Iy .
«
- e

* , Therefore, I °d like to turm 'to some less gmbi'tious views of
- - ' >
\.,’si}nula‘cion, in which. a computer implementation is ¢iewed not as a

’
N »

necessary formalism for expressing a model, but rather as simply one of

~ > ‘ . : .
several means for gatherifig information about it. Even this more

restricted view may. still be contrgveréial. , o N

3.1 The Significance Of A Running 7Prog.ram

s

~ e
One of the issues in the controversy ig the significance of the fact

that a° program runs. L. Miller (1978) does F;a very nice job of )

’ summarizing the debate, lwhi.ch he' suggests stems from alternative ,

. ~
. assumptions about the difficulty of theory validgtion. One side, he
] - [

a

<. i - LN *
claids, believes that theories are easy to generate but difficult to,

+
.
v

. ERI

- Aruitoxt provided by Eic:
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S Do,
test.  The .other believ‘es thag a good theory is a significamt and
* ! - rd . M -
difficult accomplishment, and is accordingly more mpressed by a ¢
1] ’
demonstration of a modek's , sufficiency  through the successful* ,

. - .
implementation of a tomputer program.
. . L . g

A related question has to do.with the ultimate discriminability of

¢ . ~

psychological mode I's’\_.Anderson (1978) ,__fOLex(aanle,Aas_clamed that

¥

3,

many differentg models tan produce empir\’ically identical predictions,

.

and - has even gome so far as to suggest that it is futile to try to.

L4 ;" N
distinguish which alternative is correct by, experimental methods.
. . . T
Nat‘urallx, this claim, has beer disputed. Hayes—Roth (1979) has offered’

K

$*

one of the more detailed’ responses, basicalq arguing that if vy, sets

of processes are not identical, then it should be possible to find some

.

form of process.trac:Lng data for which the twb sets make different

. . . .

) predictip.ns. Without taking a firm pgsitionTon the ultimate resolutiop
oo

* to :these questions, we still can say t!aq simulation g‘ives_ a means /0f

. . N l .
exploring .the plausibility of models Where theoretical sophistication

.
» - . vz

exceeds the state of the art in empirical testing.

.’
. R

In such cases, there are a number of ways that modelling can aid.

*

our thinking. 'I‘he demonstration that 2 theory is sufficiently powerful

.o to guide implementation of a working program is certfinlyotggmuraging .

for itd credib’ility. Efforts to prodhc'e working prégrams can also lead .

to a better understanding of the computational requirements oF a

task,
-~ ' . L
which i ‘t‘ifn_‘éan Telp to constrain the set of plausible aheories.
\ © ' -2 ! s
e e . : o,
B . \
; .- 1 . S
- . S ’ o . et
" - - . WP Y ’ .
‘ AIRS * N
il_ oy, N - , Ve,
- . N ] ‘ -
. . ~ o , Cy
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. 3.2 Eopirical Analyses .Of JPrograms ’ - v ¢
. A € . .
Anonher important contri&ntion of simulation comes froqb our gredter
\ ! -

- . M . 3 N
freedom to perform psycho-Q\{rgety on a program, sifnce noeclearance from

a, Human Subjects Committee 1s required in order to modify :;, computer |

'

T gimulation, This petmits use of simulation for experiments that would

Y
- “be-tmethicai—urtmpossiblmth humarr subjem, experiments that tan
s, J .
help in understanding the 1ntera2r_l\ons between components 1n commplex
- - \

* models. I'd like to offer McClelland & Rumelharr. s (1981) model of
word perception a¥ an interesting example of this. *

’ ! e % s P . - ) ",

- * McClelland/& Rumelhary (1981) were concerned with explaining a

. - 0 ¢

riunt;e‘r of phenomena in the perception of wor'ds‘and ler.ters_ in
» ~ M .
tacﬁistoseopically presented displays, Among their key concerns werees
© AR} .

(a) modelling the’ process df récogni‘zing words‘and letters within

‘. > . N

~ , words; (b) explaining the facilitating effect of pse*do-words for
v ) Iette; recognition, (c) explaining the sensit,ivity ‘of the pseudo-word

’ #

. .effect:to expectations <about what will be presented; and, (d)

.

. ] ?

" explainifng the differential effects of, various kinds of masks.
[ - .. v , :

)T = N P . -

! ’ The model vhich the): bn}lt qs'sumed a highly-linked st'rnc‘:ture .of
‘- w “‘ 4 . ‘.
* nodes, representing hypotheses at various Ievels.about what stimulus
B )

.

was presented. An example of such a 'stfuct‘ureiis‘ illustrated in Figure

v \ :.' - T - - o v
; s Each node has an activation level* aésoc{at.ed wich ic, which

represents the model’s confidence at the current time in the hypothesis
reptesented by the - node. Hypothesis ngdes’vary in their baseline

v -

-

(X .
F ac;ivaticfn level, - . [

[ 4 . .
- »
N . . . f”j*
M - v “ﬁ :
. -y . -
<+ k«ef‘:‘:"" . -
v K
. ‘ 12 . ..
N . ‘ L) - l
. -
Q . . e . .
'ERIC N :
TN . . ' ) . ‘




: JPage 9

JFigure 1

SV,
A ]

-
=

o
\
k1




. . o W e N
* / ’, ¢ “ - Z‘ -
e _ s . "%. . ¢ -
. ! N . ‘ Page 10
L . } ; .
R E.ach node has a large number of weighted Jinks to other hypothesis
f H
‘nodes. Excitatot’y links, send activati,on to hypotheses consistent with
" 'a mnode. . Inhibitory links, decrease ,_activation of inconsistent
* *’- hypotheses. ; ) . ST
. - R
. ) Sy
' The 'acti‘vation of a node at any point”inf time is a function of its
< ] ~ . L]
: . ? :
. baseline activation and the excitatory xand inhibitory activation

received from lated.hypothesis nodes. The ,function used modulated
] \
o the activation level to keep it within a restricted range and allow for

time decay~, Activation reverberates through'the\‘netdork, and, at some

‘time whichever 'hypothesis\ is most active at.that point is
» o ’

‘% . ° : A:_i; .

point in

accepthd .as true.

i . o
.

. o In “this model, -the word superiority effect and~~the

,effect of words on letter

» .
. 4 ‘.

facilitating effect of psEudo-wor

. understood as an outgome
* [}
SR reinforcing

N 5

the letters.

H ) 2

"PROP"; these, 1in tur'n wouJ.ds ,s‘! : ct;ivation back-to tﬁg_bypotheseg
Rt {, ’ s »: t'";%ﬁﬁjﬁ"'uﬁ N
~ 7 for the’ letters "T" "R" ' "0" . and“"P" ¥ Finally, the effects of
yarious. kinds of magks were explainéd in terms of the relative times at
.t LY w . . N
K 0 « vhich’ ’acti,vation for the mask”greﬁ to levels sufficient to interfere
- ~ .‘A‘r . -
‘with activation. for a target: ° ’ . o
* . " L L K a
P ’ ' - B . . W_,
Tbis lagt:effect deserves discussion i;f some 'more detail because
' ) it nicely illustrates gome of the advantages obtained through computer
T
.«‘Mz'“
W modelling. The general phenomena which McClelland and Rymelhart “tried
- to capture was as follows. When a tachistoscopically presentéd target
. \)‘ . ' ! !, 1 . T = .
: ERIC -~ . s 13 —

I ' . . .
PRIA i 7exc rovided by ERIC « . . e .

v

ds

o

recognition were

- activation flows to and frpm nodes at the word hypothesis

on
)

of partially
Forsexample, the

-fletters which would activate h%bthes‘es .such ag; "TRIP",

,.,;,~e

°

.
*level’, ,

explained in terms of

The ~

letter recognition could be

facilitating

4

.

activated word 'hypotheses”

pseudo-word "TROP" contains

umpll

and

-

N

»
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of *factors affecte

recogniticn of the :arget.

?
comparing

\

“letter and word

the extent

The

basic

recognition

flndxngs

of

«

3
4

display is followed Elosely by presentatxon:of a mask display,

[~
interest

Page 11

.8 number

to which the mask will interfere with

involve

’”
for three different kinds of

agfecced by a 11

masks: feature °masks consisnng of &Eter like

.

ber of studiés have shown that 1e'crer recognitien is

three kinds of masks, whi

’

geometrxcal shapes,

letter masks consisting of non-word letter strin@ and word masks. A .

about equally

le word recognition is

markedly less affected by fearure mashs than by le:ter or word masks.

“a

‘Given the fo
three different
*

understood. All

A

mmulation of their model, the unlﬁorm effects

‘kinds of masks on letter

three kinds of masks'

quickly engender

of ‘t
recognition dre easily

.
compe ting

] PRI ‘ ' :
hypotheses at 'éhe letter lever These can’ depress the correct

hypothesis® activatfon through their inhibitory links before. , that

. @

» ‘ .
In the case of word recognitigp, the difference in effects between

. hypotbesis can reach.its peak activation level.

- L=

>

} feature nasks and others is somewhat more complicated to un&rstand.
. \
McClelland & Rumelhart, in spite of a

long and fairly deté&led

discussion théir, model, do not make it clear why it produces the

(This is worth noting, in the light of Gregg & Simon s

of

desired effect.

—

, claims that computer simulation would eliminate exactly this kind‘pf

.’ 8
uncertainty.)

s - .
. )

* It appears their explanation '1s that random feature displays

N -’

<

Weakly’ activate many different letter hypotheses, rather, than stroﬂgly

activating a few. Thus, none of the compating alcernatives‘have enough

. strength for their inhibitory links to have an 1mmed1ate effect on the

'4

activation for the correct hypothesisgﬁ One indication that

- <

this is

¢

‘*d

ERI

[Arun et provided by enic [ L4 . .
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o
[

indeed the intended explanation comes _fi'om their report that the

program “was very sensitive to the degree of similarity between featutﬁ_

Y

in thesmask and the target. .

-
.

This is an :lnteres‘t:lng point, because we see here that the program,
. .-
is perhaps just as complex for an outsider to understand ag a verbally

stated model. However, there are s‘ome real differences injthe value of ~

,a program over a verbal_model in situvations where the complexity of a

theory obscures its implications. With .the program ' -— unlike a,
Gerbally expressed.theory ~— it is possible to perform manipulations to

help understand exactiy what factosg contribute to its performance.

For _example, h}ving detgermined that the program was sensitive to
o . .
similarities at the feature level, McClelland and Rumelhart set out to

equate their stimuli ‘ in order to eliminate that f:onfounding factor.,
Doing that required coming up with: feafure, letter, and word masks
which all three had just as Imany feat:\res same/different with respect
to the target display. Worse yet, to properly equate the stimuli, the

equivalences had to hold letter-by-letter, for ea_gh letter position in

a four character.string. .

v

This would be ,a rather Haunting task if the 8timuli had to be
created for human subjects in an .ezgperimentai design of any statist¥cal
rigor. It is difficult to create even one grouping of a  target word

o - >
and three masks which would satisfy these criteria. Fortumpately, in

evaluating the performance of the progfam, one is all that is needed.
N~ 9 . .

Si.nce the program is a deterministic entity, there is no concern of
Y . .
statistical error. When running experiments with a program, the only
concern is with finding a range of inputs that Jerify the generality of
t -

the results, The need to be concerned with noise, or L’ﬁe statistical -

<

15
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. Xl

reliability of of . the

measurements rogram’s performance, 1is
P ¥

-

eliminated.

.
.

\»
Even with the statistical 1ssue of noise eliminated, though, it 1s

still difficulr to cg;struct stimuli 1n this particular case.

McClelland}& Rumelhart’s ability to do so illustrates yet another

L d
. virtue of models implemented as running programs, the ability to turn

N

thought-experiments into real tests of a thegry. To create stimuli

meeting the desired criteria, they simply modified .he knowledge base

of their program. rget string the

.For example, they selected as

word, 'MOLD".

As a letter mask, they se In

o +the specialized character font ‘used in the experiménts simulated, the

letters of "ARAT" and the letters of "MOLD" had, respectively, 2

. <

similar features in the first letter position, &.in‘the seqond,
. . ~ -

2 in

the third, and 2 in the fourth. -
. N L .

It was easy to produce a feature strin, wit the same number of
g

similqrities to the target string "MOLY'. Where the constraints upon

the stimuli become tricky is in finding a common four-letter word which

also has the same pattern of similarities. RNowever, because a program

can be much more'easily modified than a human tiind, McClelJand &

Rumelhirt were agle to sidestep the constraint. _After ovgaining the

:,of running their program with the letter sfring "ARAT" used as

“

. the

~mask fér "MOLD",

.

the

able to explore

that "ARAT" was now represented as a known word.

representing a word mask rather than a letter mask.

s

When they

Thus,

. they simply modified the program’s databage so

then ran

program again, the results of the dew run could be interpreted ad

they were

the effect of top-down knowledge about words without

.

Aruitoxt provided by Eic: -

the confounding effects of feature differences due to different
: .

letter

-

-
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strings‘.

g N '

N

! To see -where-some ~of tﬁose\ c:mfounding effects could b;. p?oduced,

L. EN N
and to see another virtue of analyzing the performance of a computer

model; we need to consider some other observations mz;de by McClelland -&

Rumelhart .

'
>

° .
Since programs can begmodif'ted at any point, it is \possible to

insert code to record virtually any kind of data about its run-time

caaracteristics. This can permit’ ohe to make observations about
implications of a model which might not come out nearly as clearly

othervise. " For example, tracing the time" course of activation flow

enabled “McClelitand & Rumelhart to analyze three different factors
<
< s - N -
influencing activation level. : *

M v

The , first they called the "friends and enemies etfectN

Activation is clearly going to depeénd on the number kf excitatory and

-

inhibitory links from other active nodes. Thus, the likelihood of a

r' .
hypothesis being accepted, whether correct or not, is partly dependent

on the relative a.mount of knowledge whichﬁhe system has, stored about

it. -
1

The second effect they called the "rich get richer™ effect, the
H ; :
empirical observation _that feedback loops inherent to the structure’
greatly accentuate 'over time any initial differences in baseline
i -

activation levels. ‘This is one of several aspects of the model which
offer accounts of expectation effects. In particular, by makingy

baseline activation encode. word frequency, they were able to siuiulage

<

common frequency effects. Figure 2 illustrates this, by » showing how

small initial differences in activation due to differing frequency were
’ AN

’ . , -~

.




Figure 2

» © ¢

the “rich ‘g’et“ﬂ richer” eFFéct

*
o, 3 .

»

activation

’
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-

1 [ 1

’
enhanced over time for three alternative hypotheses entertained by the
program when presented with the string "MAVE". Note that al}l three

hypotheses have three letters in common with the presentation 'sr.ring,

and thus all receive equal bottom-up support.
P M J{] 4
. - ;
The third effect was called the "gang ﬂeffect", Obse}"rvar.ion of the L

program- showed that stxjong‘ hypotheses at a given level indirectly
reinLorced a subsetl of their competitors at the same level, those tf]at
\d/epended on the same supporting evidence. This is becapse a hypothesis \\

node sends activation to lower-level nodes, which- in turn send
L 4

increased activation not only back to that node, but §lso to all other
higi\er-level nodes to which they are linked. Fi‘gure -3, for example,
shows how three ad;litional hypotheses fare over time in responsep:o the !

same presentation string, "MA@E". Once again, all three . alternatives

® & -

have three letters out of‘ four in common with the string actually

presentéﬁ, and s§0 start out with initial bottom-up activation.
However, ''SAVE" i‘ﬂdire’ctly recefves” acfivation from five other word .
- . , '

‘hypotheses that—boost the activation of the letters "A", "V, and UE" \

(e.g+, "HAVE" and "GAVE"). Similarly, the program had stored five

other words involvidg the yletters "M", "A", and "E", and those
 {

alternative word hypotheses boosted the activation levels for ""MALE"" by
14

1
.

way of' those three shared letter hypotheses. On the other hand, , there

£ ' .

were .no other hypotheses involving "M", "V", and "E" to indirectly

1 ; . e y '-

support the hypothesis that the word. deen was "MOVE". Thus, it
' b

activation is markedly lower than for the other alternatives.

b4 N %, -

’




activation

a1g

Figure 3
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<
. 3.3 There Are No Simple Standards
- ) .
It is interesting to note that ' this simulation does not at all fulfill
the promised adyantages of simulation outlined by Gregg & Simon (1967), .

but instead illustrates the objections to their cleims outlined in

section 2.2. He were promised specificity through parameter-free -

»
.

models; MeClelland and Rumelh;r; present a full-page table "listing

K]

L ]
"'paragx'eters; and vary_the settings in simulating different experiments.

- -
We were promised deepex concern with encoding and representation; they v

present a system which pre-codes information about letter position (and .
which lequtres .treating such a large number o'f links for exciting

" consistent hypotheses and thi;bitlng {nconsistent alternatives that one

has Lo wondef about the psychological processes xequired to add a new .
& < .

piece of knowledge). Finally, we were’prémised extensibility to -

. ‘related tasks; the'y presénted Q.program which could not even easily be
- 4 . ’

n;odiﬁled to handle Qvt-letter words . : )

: ' - S o/
. However, these ob’jections. really do injustice  to what we
~ .

. s | ; .
ingtinctively know 18 a respectable plece of work. The problem is with

]

[y R . , .

* the standards offered by (/:regg & Simon, which basically amount ' to ‘a ™

»
promise« that we

¢ B
"will never again have to think hard to understand/ or

a

i .

evalua":'e someone else’s work. Those standards do"-not fully capture
-

whdt can be gained by simulation. . ]
. .

McClelland & Rumelhart’s observations about interactions between
. ¢ . .
components;'of , the wodel "are significant because of their implications

. “for other work, 4 point which 1°11 return to beldu,  What i of

¢ .

interest for the mom?n's\ thoUgh, 1is that the ability to perform
emp:li'ical analyses of a program hag enabled them to provide greater

¢ i{nsight into the in}pl{catlons of their model.. In addition to

‘
« ’ .

ERIC o «l ;
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@eans that we can also get infoma;ion aboyt why tife model sucgeed%

] . . Ay- 30, &
processing meckanismps, whi¢h implies a close partnership Nﬁg!;ﬁ, T

Y

" (Feigenbaum, 1961; Simon & Feigenbaum, 1964), and of various' semantic’

.although perhaps. not as well-known,, example is the HEARSAY sbeec?n
P

3

:““M*?"‘&

ERIC

’ L4

PN .
. N R :- M ’ s i /
O . °
. . - fagé 9%
‘e ~ 2 '3 ’A L

- ‘w .:.

information about how well rhe model jaccounts odY of _d‘ar at;he e ° .

N ’y‘a ‘5"

se rvatiww%?aw

’\ 2 9
-

capacity to pe.rfonn exper-in;enss a{d make

. . - k4 ﬂ\a\
fails. - L R FN -, %

‘-z: "
4.0 SIMULATION AS A SOURCE OF NEW IDEAS R \\r‘,\r arc LA '_h
. . . - ,*\& .o ,., d .
oL '( “& D
Another view of sigulation is as a source of new ideas @gqu ‘-;

. ~t <

LA

cognitive ps hology and afrificial intelligence. Psychology, in? e. -
yeho log g

e %
of recent clVims to the conrrary, has made several contributions toy AE
- [

Among them are the norlons of ‘means-ends an:}lysis embodied in GPS

.. I \

(Ernst .& Newell, 1969; Newell & Simon, 1977), of discrimination gets -

F . A s
network representations . (e.g., Kintsch, 1974; Norman'& Rumelhart,
! . % .

. \ U

. " Py . -

Psychology has certainly been influenced by AL. Winograd’s (1972) N
hbt Abiat . ot .

19735, Ander.son, -'i976) .

. S

SHRDLU, for"example, was considered of sufficient importance to have an . .

entire isgue of Cognitive Psychology devoted to it. Another important, i
. ‘ £y 75 .
) ' - .

understanding system (Eman & Lesse,r; 1975). That system introduced .
notions of a central memory strucfure shared by co-operating,?araliel

L
knowledge sources; these notions have influenced psychologists in,

topics ranging from models of reading processes (Rumelhart,:1977) to’

planning (Hayes-Roth & Hayes~Roth, 1979). Scripts (Schank & Abelson,

frames (Minsky, 1975), or schemata (Bobrow & Norman, 1975) have ..

ed*a number of lines of research, as has the work on story T s

grammans (Rumelhart,~ 1975; Mandler, 1977; Thorndyke, 977). - | -
- N " WY
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. "\ Although the examples jusi mentioréd are all cases where ideas

.
.

S

O
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about processes have been transferred fairly directyy, simq}agion work

can have a mu%P more subtle impact an psychological thiaking. This 1s
’ . - ®

‘ ce ™

. .
1mp1em§nting a program cap turn out to have implications for

«

psychological issues that _the program was not originally intended to

. . " K
address. , Often, this can help us gain a teleological, understanding of

. ¢ %

mechanisms, by making u aware of constraints that necessitate their
* -

existence or forcé them to operate in a particular way.

.

i All gompuggj/programs are fundamentally concerned with 1issues of

i S

-control and focus of attention (o;, to put it _less elegantly, getting

.

the right tfings’done at cthe right time). Thus, the process of
M -

. . ]
developing a simulation can suggest domhin-indépendent mechanisms which
kY ‘ : .

To illustrate these rather abstract claims, I will first discuss

. i
1981); ‘vand briefly return to McClelland & Rumelhart’s (198@) word

-~ +

perceptign model. I will try to show how these disparate systems
- . 3

contribute a model of sloppy errors in algebra problem-splving.

>

.
. - N ©
"~ - Lo
4.1 HPM: An Example Of A Spin-off Discovery ' -
. . .
The HPM (for Heuristic Procedure Modification) program is - a model of

*
learring_  through the incremental refinemedt of procedures (Nechesf
19814, 1981b). 'Although primarily concerned with learning, it turns
out/ to provide a new eXplanation for an old observation from the days

. . o @
ld

» »

because solutions to sub-problems encountered in the .course of "’ A
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o X . N - ; ’
of® gestalt psychology called the Zeigarnic effect. (For an English

.

o

* description of this effect, asee' lewin,' 19,35, ‘pages 243-244.) The
-]

effect, which ces:altiscs interpreted as illusrracing the phenomenon of

“closure", boils down fo the observation chat delayed recalls ¢f a task
. N
are richer and tore detailed wheq subjects were stopped part-way

th"rbu&h th%task than when they were allowed to carry the task through

to completion. °
- N ’ v \'4_‘/ . )
* In order to make clear -HPM’s account of this phenomenon, it is
< - . °
necessary to provide some background about the program. HPM is a
. . . v ' - . P

prodiction system, which means that it belongs eo the élass of

.
. “ ‘.

programming languages in which procedures are specified as a- set of
L}

cond}tion;actioq rules and data is represented as 'prOposicions in a

Aworking mém'ory. The system runs chrough\a cycleof finding the set of

- [ ' )
roductions whose conditions are satisfied by the current contents of

2

working memory, selecting a subsec of those rules for execution and

modifying the contents of working memory according to the actions

specified by the rules selected for execution.. . " x

s _—

’ : v s

The program was inspired by protocol :studies by wmyself (Neghes,
-
1981b) $and others (e.g., Anzai & Simon, 1979) indicating chat people

use a number of common-sense heuristics co improve their procedures om

- e

the basis of experience applying them to ‘a task. Mos: of the
~

I -

simulation work has concencraced on getting the syftem to acquire an

addition Btrategy similar to ehat used by many second-graders, given a

simpler strategy employed by most pre-schoolers. Figureg 4 .shows the «

heuristics _which seem to be most relevant to’ this task, along with 3
.

sequence of strategies, that the system discovers. The initlal scracegy

adds two numbers by counting out a set of objects corresponding)to each

. . <
. ~
¢

-
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s . addend, combining those two sets. and counting the botal set. The ,’

final strategy aéds the nambers by incrementing the larger ad?end a’

numbér of times_given by the smaller .addend . . i
P‘ . . . .,
HPM was designed as, a vehicle for exploring the -préblem of

-

. " operationalizing heuristics su¢h as those in Eigure 4. Thus, the kinds

. of questiohs I was concerned with were ones likes "What sort of .-

information about a procedure is necessary in order to apply heuristics

-
- . .

S like these’" . . - T
The answer embodied in HPM involves solving problems by settigg up
. - .
a hierarchical goal structure not unlike Sacerdogi’s (1977) planning \

‘. .

- ° nets. Proguctions in HPM respond to nodes in a partially-constructed

goal structure by addifg propositions that further elaborate the goal -
Y : - ~

structure. Whenever a production . fires, a 1inkage is e€stablished

» between the propositions vhich satisfied ifs condifions (i.e., caused .
o t P

its firing), and the propositions which wefe added as its 'acfions.

' This information allows, HPM to" impleqent heuristids like those of |
kt ?igure A.as sets of productions vhich lopk for.configunations\ in §oai N
- t, struétyres indicative, of Pinefficiencies. The‘ program represents ij \i
. learning by using the iuformation to construct new productions, with
- + ¢

M -

. /
S, conditions that cause them to "fire in circumstances when the

inefficiency is'likely to be repeated.; The information allows_ the

.

ﬁroductiong to construct actions for the new productions that catige the

system to sidestep the inefficiency. , v .

N -

. Figure 5 illustrates the structures in HPM's .meqory, after

' executing its first production Vfor aadition‘ in_response to an
» .

externally gupplied goal to add two humbers, When we remember that the

_semafitic getwork shown {n this figure represents only. knowledge about

. - . ~ - oo

. N ~ . ’ N <

F E;E;éé;‘ O f. o . {3{) Y " '; . .’
) -~ N N e .

3 - 2
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. Figure 5 \ ; 1
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“ explanation of the necessity of the information retained, gee Nechés,
1981b, section 5.2.) . ' )

‘ . ’ R . [¥e

From both the ¢omputational consideration of minimizing the size

Page 25

the first of a large number of steps to be taken, it is easy to - see

that a huge, body of information must be retained in order for the

I -
system to represent a complete ( For

problem-solving- sgfuence. an .

. Ty
of the database to be searched, and’ the psychological consideration of

limited short:—tem memory, it was essential to have some mechanisms in

(the sygtem which would cut down the number of propositions required for
. ‘ .
congideration without eliminating any critical information.

v

} -
.
| ’

The mechanism. adopted in HPM assumed an extremely rapid decay of
/-\hng memory\ contents;

unless uged within two processing cycles.

propositions drop out of working memory

The- propositions in working

memory consisted of those required to specify the current goal, plus a

s“"?‘brought in from longmterm memory by a spreading activation process. -
\ A

To ' reduce the number of propositions brought in from long term memory, '
activation was assumed to spread ‘uneveply through the semantic network
e

- with the prirnar.‘)l direction in which it spread being dependen:,-\on the

. \ 1

~
processing status of the current goal. ' s

s
' L

1.

Specifically, when a new goal is initiated HPM sgends- activation

+ .

down through the

helpful in deciding how tao process the goal.

L

O

ERIC

Aruitoxt provided by Eic:

.

-

g s

network to

-

/

retrieve information most likely to be

Hhen 480 old goal is

9
L P ~1:e}minated HPH gends activation up the hierarchy towards higher goals 4
.and sideways towards planned su%gssor goals thus retrigving .
) ! 1nfomation most likely to be helpful in deciding what action to take ‘ e
= next. ’Although this part of the model was developed in , response to- : \
'computaltiohal overloads produ_éed t:y larg'e semantic structures, it turns ) Lt
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out 1in retrospect to provide a psychologiéally plausible account of the
" ¢

\

o
Zsigarnic effect. In this “account, the effect 1s “an outcome of

A d
asgoclative retrieval‘procegpes primarily intended to minimize the size
s .

of working memory néeded for prqcessing goal structurese.

Assume that, as in KPM, a goal structure is built as a task and is

carried out in which goal nodes are represented as either active or

completed. _.In the .case where the task is interrupted before -

compﬁetion, the rapid decay process causes their loss from active

memorys; they are, however, retained in long term memory. - The

-

instruction to give a recall causes retrieval of some of the

. higher-level nodes in the goal'structure, gsince these are the nodes

that define the task. Because these goals are represented as active,
their return is treated as a re-initiation,'andgactivation is sent down
the network according to the pro;esses outlined above. This retrieves
a get of nodes which contains more detailed informat¥on about the task,

since it consists of the more specific }ub-goﬁls\set up to perform the

N ®
task, along with informatio& about the operands of thosevgoals.

‘On the other hand, if the task is alloed to goé 'through to

completion, the goal nodes are all represented as completed when they

s

' return to long .térm memory. If the same higher-level nodes are

ERIC

Aruitoxt provided by Eric

retrieved due to a recall imstruction in that case, HPM will.try to
send activation up and sideways through the network. Since sthe goals

it wirks from are already ‘near ‘the top of ‘the structure, there is

simply not much up to go. HPM therefore retrieves. a smaller wmet of

propositions, which <furthermore consist of more general .and abstract

propositions because they are drawn from ‘near the top of the Bgoal

structure. =
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, The significéﬁi-poiﬁc of this example is that the demands of

formallzing a model in comﬁucacional terms led to new idéas about

issues not initially seen as related to modelling learning processes.
HPM, 4lthough basically a model of learning, led to development of a

notion of directed acttvation -- .a distinct variant upon current

notions of unfocused spreading agiivacion (Collins & Loftus, 1975;

Anderson, 1976). An additional property of the sfmulation is that At

gives us some insight intd the teleological rOI; of activation in an
1nform§tion processing systeﬁ. The simulagion suégests that it shoﬁlq‘
be viewed not only as a mechanism for focus of attention or information
retrieval, but also as a ¢omponent of a-lafgbr meéﬁhnism for minimizing
working mémory 1o§45. In that larg;r mechadfém, activation q%y serve
to enable relatively drastic measures for eliminating propositions from

active memory, by providing an assurance .that critical propositions

will return when needed. e

L3
- . '

4.2 READER And CAPS: An Example Of Concern With Control Processes

It is worthwhile to consider another example ~of éirecced activation,
. .

Thibadead’s‘ READER model, which develops thé notion in a much m;re
sophisticated ways . Thigadeau (1981;  Thibadeau, Just, @& ‘Carpenter,
1981) H;s develdped a production system langﬁageicailed CAPS.in order
to implement thq READER model. CAPS is a Rrogr;;mgng architéctare of

b -~
» some interest, only in part because it illustrates another useful
s

property of simulation research: ‘the developmeﬁt of general notions of

< .

cqntrol and focus of attention. o R 3
' . - :
v . “* -
- .' ) l s $
o - s 3
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READER s migsLJh ié to-account for gaze duration data from eye
movement studies of geading.‘ Ft is similar in some respects to

* McClelland & Rumelhart’s word perception model, but differs in
. implementation..'and modefs’ a broader‘ range of processes. The
“similarities stem from the notion of nodes representing hypothgses with
activation 1eve1§ representing confidence in the correctness of the
hypothesis, excitatory relations to other hypotheses consistent with a
given ﬁypothe;is, and 1nh1b1cory‘ relations to others Iwhich ace

+ inconsistent. Rather than‘doing‘éarallel processing on a feature array
representing a four-letter  character string, as McCleIlan and
Rumelhart’s program did, READER sequentially processes a string of
letters aﬁd spaces representing a paragraph of text. _Hypothgses in
READER are maintained at the letter-cluster, word, syntactic, and
semaniic, ‘levels._ The system tries to do as much as'possible at all
levels ;efore moving oﬂ to the next 1nput. element. These p{operties
all&w the model to explain gaze durations in terms of the time-required

“for hypotheses to risé above the threshold for acceptance and thus

allow the system to move on. .

kY
S . .

. s . :
The READER model offers explanations for a number of effects. For

. example, ,at  the word encoding level, the sequential procéssing of the

o -
input string causes; the system to take mores time to activate longer

words, reproducifig the linear increase in gaze duration found in data

. i

from human subjects. . Gaze duration''also turns out to be a log function )

.

of word frequency, a phenomenon modelled in READER as essentially

-. % ,similar to McClelland & Rymelhart’s “rich get richer" effect on

z . -

bageline activation levels. At the syntactic parsing level, the system
¥

displays a number of effects similar to those observed in the human

« .

data, most of which occur because of, the way that 1nteractipg gsemantic

Aruitoxt provided by Eic:
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<

and syntactic processes contribute to activation levels of syntactic
~

-

hypotheses. ) . . . !

» .

. Among other things, the 'collaboration between semantic and
° &

syntactic processes ‘allows the system to parse difficult noun phrases

like, "“the greater the mass" (dei adj det noun). It also produces the
- .

negative correlation observed in humans between the number of modifiers
in a noun pﬁrase and the fixation time for the head noun. The more

*modifis;s there are, the mzre semantic _constraints jmposed, thus

) " B .
pre-raising the activation levels for likely candidates for the noun

itself, and thereby decreasing the time required to raise the correct *
alternative above the threshold Eor acceptance. Much the same process
3 - N . e
underlies READER’s ‘ability to duplicate human subjects’ tendency to .
skip over function words entirely. L, .
. . ! 3 °
R Finally .the processing structure of the READER system, which

. P . €
. enables it to do as much processing as possible at all levels before’ -

movding on toAthe next input, allow it to rebroduce several effects at

~

r .
the semantic level, such as increased gaze durations at the first
-

.e,,'

mentton qf'a tppic and at the end of sentences.

|
»

. . i
Thibadeau has found himself in the enviable position for a
v

’

: .
modéller of having an extremely rich body of data against which the

performance qQf his program can be evaluated (cf., Just & Carpenter,

. .-

1980), @nd, in fact, the program does quite reasonably; without

- o 1 -
special tuning?of parameters, Thibadeau, Just, & €arpenter-(1981) claim

-

that READER-accountsyufor 79% of the.variance in their data, in contrést
N \

- to the 72% accounted for by the model offered by Just & Carpenter

(1980), . ) \

SR Lo~ , -

-

e ' -
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.

« However, the principles embodied in the program are of, even
greater interest than its account of the data, because Thibadeau hasg

. done an especially impressive job of embedding his model of performance
- » N
at a particular task within an information processing architecture of

* 8reat potential generality. To see this, we need to look more closely

v

at CTAPS (Thibadeau, 1981), the interpreter for the language in which

, <D
CAPS, which stands for '"Collaborative Activation-based Production

ENEY

READER was implemented.

System", is a LISP interpreter for a ’language oriented towards

_ cofcurrent processing of hypothes%s at multiple » levels. Its
. - > 4 - s
fuhdamental processing units’ are productions, independent

condition~action rules. Its fundamental data objects are proﬁositions;

: )
consisting of node-relation-node triples with an associated activation

level. Actfvation "represents the system’s current confidence o

certainty that the - proposition 1is correctf_ The conditions' of

‘o P -

v productiong specify some set of propositions, along with threshold

*activation levels forhleach, below which tbe production will not he

eligible for execution. CAPS executes all -productions whose conditions

» -

are satisfied. Once a production becomes eligible for executlon, it
- “
continues to fire on each processing cycle until some event occurs that
1 ~
e *

causes “it to stop.s The primary actign of a production is altefing the

™
activations of specific propositions by some ‘proportion ‘ef the

activation of one of tﬂi production’s evoking propositions.
. o

-

Figure 6 illustrates this by showing the general “form of %APS
4 -
productions, and a hypothetital example paraphrased into English. The

exanple can be paraphrased ,further as saying, "If you think you're

seefhg the letter T, but only if you think it’% startingia new word;*f

. i . v : N ° -

ERIC . 23 '
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Figure 6 N

: e .
GENERAL FORM OF CAPS Pnoou)c”'nons
[ .

(p productzon-name
-( propositions ta send actzvatzon
context in which to send

. conditions for starting fir rzng - .
conditions for stopping firing . T

D - " ' \
( <spew> from sending propositions: . ‘

- lo larget propositions e B
and side-effect propositions ) )) e

..

EXAMPLE (PARAPHRASED INTO ENGLISH)

.. {(p Letter-to- word
" ( the letter seenWas "T". ac&vatzon 0.2 or greater
. Lhe letter begins a new word ; activation 0.3 or greater
. the word seen is "THE"activation 0.01 or greater
. the Mzzd seen is _HiE_ actzvatzon 0.999 or less
D . :
(<spew> from 111;: lgm seen was "T" B
SR IOMMEK{Mﬁ_TdEI))) o

L]
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and you also/,think that -the word might be THE, then increase your

. certain‘ty that the word in fact is THE by a pr\obortion of your
Y . L ~

. certainty that you've seen a T." Note that the conditions are specified
in ,such a way that the production would begin to fire when ;Ee
o /hypbtheses first began to be entertained, and would' stop firing when

the target hypothesis is either accepted (activation greater than .999)

r

or rejected (activation drops to zero).

r'l ) - /~ : :
" In actual  CAPS producti'q;;xs, the proportion of activation

o, LN

‘ transmitted is"specified in the production,. but that proportion is
‘ PN

+ dctually a multiplier for a global parameter which can be adjusted by

-

an action of productions called “<REWEIGHT>". This is one of a number

(Al El

R
of actions that allow the gystem to modify the rate at which activation

.

~ - M
flows from one hyppthesis ‘to another, along with thresholds for
Ead

- - -
.

ac¢eptance or rejection. . .

~ .
o P

In shprt, Thibadeau has built not just a model of reading, but a
. » -
very general . processing language for implementing a large class of

N

models baged on aeommonqtt_nepretical'framework. His work is a very

nice example of how a concern wit‘h control processes and focus of
a' ¢ °
attention<can pay off. *
.

L

- ’ . 1 . 5 _/
4.3 Sloppy Errors: An Example Of Transfer To New Domains

There are many similarities between READER and McClelland & Rfmelhart’s

. \ s - . .
model, and many compleméntary features as well.,” Thibadeau offers a

‘o

a

model of parsing processes and a general control structure. McClelland

and Rumelhart provide an analysis of intéractions in®the transmission

>

' of interaction under this sort of control structure =-- namely, the
: " _

"friends and enemies" effect, the "rich get richer" effect, and the

.\)“ , 9)_ ° 35 -~ . ,.
ERIC - T :
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“gang" effect~’They also offer spme mechanisms for explaining hol

. v *

expectations come into play: context-dependent adjustments of weights

on links between hypotﬂeses at different levels. Thibadeau, in t&rn,
provides 1in CAPS processing mechanism; such as <REWEIGHT> that ﬁake it
possible to model those ;djustment processes. ‘ . :
v .
Together, they sé} th; stage for a simulation of a seemingly very.
different topic, "sloppy" errors in alge%ra problem sol@ing, which 1 a#
. j .
now working on 13 collaboration with James Gréeno and Michael ?anney.

-

Green03 has
) ’ ) % ¢

. and persistent problem}. Novices make a-large range of seemingly random

céllected a large body of protocols illustrating a”common

- .
errors, which they themselves can sometimes detelt as'errors if asked
AN
- to review their These occur with much greater

own work. errors

frequency in novices than experts. It is not that the subjectqfhaJe

4 . . R ,
missing or incorrect rules for solving the problems, since ghéy éan
- l§ : . i

identify their own errors.

Nor is it that they havg buggy rules. (Brown
& Burton, 1978), since they cam identify the eorrect actions and’ since~

the errorg do not cpnsisténtly occur, ‘ 3

-
v -
. ]

. .

Tha\model we are developing to account for these observations

°
«

. postylates an act vation-basqﬂ\ parsing process, like dn Thihgdeau's

READER, that is tryilg to build an internal representation of aﬁ‘.input

algebra expression. \ The effects that McClelland & Rumelhatt outlined

can cause fhe gysfem to mis™>gate sgome of its hypotheses_'aboﬁi . the

content of expressions. If one of the wrong hypoghghqs is accepted

before the correct *hypothesis has time to gain sufficient stremgth, an

“ - s

’ .

error will occur through the system dpplying correct algebra rules to /
- .t ]

incorrect data. In our model, learring to avoid errors -has two -

components:

\

learning

)

the

.

-

appropriate thresholds for écéppting

O DN .
. v O ' . )
- ¥

.

.
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r M [ ¢ Al
b ’ ¢

hypotheses of various types, and learning the corrkct ‘weights to be

. .
used in taking pne hypothesis as supporting another.

' What these examples‘ illustrate is one of the most L important
properties of the simulation approach: the ﬂevelogrent of general

concepts of information processing mechanisms. Regardless of the
. n -

particular topic area, all simulation system§ must solve the same

problem: specification of .control processes that will produce

appropriate focus of attention. That is, whatever thé program is to

‘Eb, ensurink that it actually does, it requiré} specifying mechidnisms

. ”

‘thatlwill sel;ct,appropriate actions in the proper sequence. Sifice all

i
'
psychological simulations share the concern of modelling an intelligent
Y

system, general concepts about these control mechanisms may be

developed which have apﬁlications in areas far removed from their N
origin. ' . - . S .
. . X
, o .
5.0 LANGUAGES FOR PSYCHOLOGICAL SIMULATIONS . ) ' .

.
.

So far, I’ve been talking about gome simulations of interest and trying
to ‘suggdst some principles which they fllustrate. At this point, I'd
like to shift gears a bit and consider the langﬁéges in which

. 13
simulationg are implemented.

v % X ,
Although many different Tanguages have been used  to Qrite
simulation  programs f$or. psychology, historically the three most

important are probably IPL, SNOBOL, and.LISP. ¢These are the languages

which introduced the key cbnceptseof list processing, pattern matching,

and function notation. : ..
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It’s worth quoting two sentences about }PL-5 froi Sammet’s (1969)
review of ‘progpamming languagés, because éy capture some critical
points abo&E‘thg’fqte of many special-purbose languages. . The first
quote reads, "The mosé sggn1f£cant property of IPL~5 is «that it has a

closer notational sresemblance to assembly language than any othér
* .

language in this book..." The second quote brings some other sad news,
"The” implementation and developmedt of this line of language stopped

. with IPL-5 because the people most wvitally cbncerned were more*

‘interested in the problems ehey were cfying to solve than 1in further

language development." |
? ‘

. .

It is these two factors, ease of use and certainty of support,

that suggest why LISP caught on to a much greater extent then IPL. By
and large, it hag,beén such pragmatic factors that have influenced

»

a2ttempts to -develop simulation languages especially for “psychology. It

would be a little grandiose to count the languages just mentioned as

stric}%y psychological, since their development fell more within the

bounds of AI and sinee they have "also been put to use by other

cognitive scientists (such as the MIT linguists whose work with COMIT
’ 2

v

led to the development of SNOBOL).

L * - "
v Sll The First Generation Of Psycholpgical Simulation Languages
< 3

' - Therefore, the first ‘generatiop of gpecialized languages should

-probably be considered to have arrived in the early ‘70’s with Newells

(1973) PSG production system, Norman & Rumelhart’s (1975))lﬂﬁ1001
interpreter for® the language SOL, and Anderson’s (197%) ACT ‘model.
-~ - - .
These are all systems in whith a number of specific simulations have
- : (. N T~

been implemented, but where the system itgelf~ was ‘En object of :

N
- 1]

28
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. .‘ . . N
psychological interest because it wad seen ag an analogy to at least
;ome glo'tl)al aspects of the human information processing system. Newell
emphasized event-driven processing and work‘iné memory limitations.
Norman & Rumelhart emphasized long-term ‘memory andﬂ\:Ee notion of
v .

"active semantic networks". Anderson’s system tries to integrate ‘all

. &
of these concerns. I will refer to all such systems as, '"whole-system"

from

simulations;'__/it is  important to distinguish them

-

"special-purpose” programs intended to, simulate performance , in a
Y ) ) hd
.particular domain. — . -
’ ‘- .
It is worth noting thf;t, although their‘ developers are still~
T ——

active in sim;lation work, all three of the systems just _named have
been phased out-.

-

special-purpose

Their developers seem to have turned, instead, to

programs ’ designed to explore restricted aspects df

verbally sp'eci'fied 'theqrieé. Rumelhart’’s model of word percepsion was
N .

implemented ‘in a

program that did only that (McClelland & Rumelhart,

1981). Rumelhart & Norman (198I) have dejreloped a complementary model

of typing', aéain, 1mplemented in a special-‘)urpose program. Anderson

has 1mplemented some of his recent ideas about knowledge cqupilatien as’

-,

a lﬁa’rning mechanism (Naves, & Anderson, 1981)onot,1n his own ACTF

program, but in a simpletﬂwoduct'fon system architecture which retained
features of ACT deemed 1med1ately 'relevant to the task at

. ~.

only those

hand.

' . \ . e e

Their new work is quite consistent ‘with their old, %o the
abandemnent of ;he whole-~system :simulations cennoi_ be taken as a
rejection of the theoriesm - Rather, ic _seems .532: a8 question of .

practical matters. I d like to speculate on a nunber of factors that

’
lead researchers to abandon large systenrs.
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~ The gystems become sllow_an'd expensive to run; there ie a feeling
« that the cost is not justified when portions of the system are not
~ ~ —_— .
difectly ggelated to the current topic of interest. :
) ,\ 4 .
. .
~ The probléns of developing and . debugging a system grow as it
’increases in  complexity;‘ trained psychologists ™ may ! prefer
. A
psychological research to hardcore computer science.
~ Demind from others for chances to use the system are generally low; ° . o
many 'res'earchers, even if they have the facilities to bring up the
N 1
) program at their own site, are hesitant> to do so due 4 to the
P o
oL - ! .
' theorgtj.cal unwillingness to buy an entire set of assumptions, and
to the pragmatic fegr¢of poor maintenance. * i} o .
- . ” [}
™ . - At the same time, the demands of the few «who are interested in
adopting the system can/hoeoine burdensome; somne hgsitateé to: commit
the resources ‘required for documenting and extending a system in
a 4 ]
R order ‘to make it usable outside the lab. (Norman and Rumelhart,
* who produced a mhnual for their MEMOD systeh running over 100 \;‘-'
bages, are a notable exception to this remark,) . s
[ N . - -
’ N . ' . x:
There are a number of advantages of pre~existing languages 1like *
« . - 4 ?
LISP that make the;e‘difficulties seem especially discouraging. LISP
¥ is available on a wide range of machines in moreSor-less compatible
dialects (e.g., DEC KL-108 and 20s, VAXes, IBM 360°s). “With the 4
) N . -
exception of MIT‘s MACLISP variant, reasonably clear gqcm‘entation- is
’ readily acces‘sibie‘,' The lgnguage 1is- fairly well-structured, .
syabol-oriented, and has many }132 pProcessing ?nq strifig- manjpulation -
LY e <
e constructs. It is relativédy easy to define new data structures.
"Last, but by fo means least, most variants of LISP offer fairly uséful
. ) B
\ - ' . . @
: o . ' o 40 - o
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s " ’ ) ’ '
interactive debugging and trace me‘thénisms:. *
. tr : ’
a0, . . . . @
., JI‘hps, it may seem that the  trends favor small special-purpose
¥y g . ’ :
. sinulation progl-ams.- However, °to balance the picture, there are two
' points to consider. First of .all, there -are new whole-system
. simulations® being developed. Thibadeau s (1981) CAPS and my own HPM
\
. (Ne;hes, '19813b) Jre two examples of su(?h systems. Second, the way
L

..

and ‘HPM were developed show that “there are some .benefits to

) cha: 'CAPS

the Hl;d'le-system approacﬁ in tetms of generality and unders‘r.anding rof

unexpected 1nter-relations between components of the information .

9

pr6ce ssing system. -

PR / P .
* - [

. ) A - \\ ¢ / W\
Although 1€ ay: tuli¥out that the CAPS and HPM efforts are subject -

as previous whole-system simul{figins- there is

u.«f,

‘ -
ta .the same pitfalls
" another system under dévelopment which attémpts to

¥ . ‘

"steer A middle

“ course ;"betwenk%e alternatives of special-purpose modelling and
g N ' . ’
whole-system simulation. That system 13 called PRISM, for Program for

"'Q”ii} . Research Into Self-Modifying systems, and is being developed by Pat
H_‘% Langley of Carnegie-Mellon Univers,:lty and myself, (Langley & Neches,
i - Pt . i
;"'/ -1981).’ . i Lo
sy : ) N N, ; » ) i
) ‘ Sl >
+5.2 The PRISM Production Syst?zm Architecture i . s
® . . . e . ‘
s . ) .
N PRISH is a production s‘ystem 1nterpreter 1mplemented by augmenting !
! - LISP with a number of special functions. It owes a major debt to a 1
: i . . - .,
Forgy;'_s (19793 OPS4, fropm whgch a large portion, of its code fs .
.7 borrowed. - ; . ) e, -
- . ’ . i * - '
. . . -\ b . * . + %
J 3 . . . R , ,
4 . k4 . » . L "’ . -
. « * . . s
- s*' o> 4 'L h - ,
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Production system programs are more difficult ‘to follow than -

traditional programs, because of their many conditignal rules and the

absence o§ an explicitly specified order of execution for the rules.

This has probably been a major factor in limiting their acceptance.

? Ny

Nevertheless, there are a number of attracative properties to production
systems, as Newell & Simon‘(l972, pages 804~806) and Langley, Neches,
E N . -

Neves, & Anzai (1980) have pointed out. They can model both

goal-driven Iand dat?—‘driven processing, the program organization offers

a‘closer analogy ‘to hgman memory limitations than other programming"

formalisms, and the relative independence of individual productioh
rules gives programs a degree of modifiability which might facilitate

Y

models of learning processes. .

-

b4 . » - . =

- The design pl;ilos.ophy underlying PI{ISR; is.that th'ere( are too many,
unresolved quest(ions about the cietails- of how a production sysvcem; "
should }aork. 'ﬁluS, it is .pr.emature to fix a pariicular sé; of‘ choiceé

and try to impose th‘em upo‘é /ixsers. Ins(tead,_PRISH seeks ‘to identify

the ljley choice points in spécifying a proddction systen{ architecture,

offer plausible options at those polnts, and make 1§, easy for

» sophisticated users to -implement alternatives to those options.  Thus,
. ~ - - [} “ ’

ra;he‘r than being & whble-gystenr simulation of a particular 1hfo}m§tion

e -~ [ 4 N .
processing theory, PRISM defines a class of theories, and leaves it ito
b ¢ g ) .

,the user to “specify the detafls. vl

- f
v - !

. In order to do this, PRISM expands somewhat Upon the traditional

«  VYiew o.f a. production sysiem as consisting- of a data memory and* a
. « . . FS

production memory, with productions\heing selected and applied in a
U H . .

repeating ''recognize-act" oycI®e. Figure 7 shows the general structure e
G R ®

. o " of the PRISM system. Fixed components are shown as rectangles, those

n .

) , ‘ ) .
¢ .. ’ {2:3 K .

Aruitoxt provided by Eic:

, ' ‘ - . !l




o

A}ctivati,on

agvTh

Spreading

Proppsitional/ .
" Deglarative

Automatic
Rule
-Correction

Mechanisms ;

Fifed Proddction(%sf

‘| Matching

Conflict
Resolution

<

q

.‘;y;?.

Productibn v
Memory |

L ?an3ty

oy ¥8eq

-




o
.

' . * Page 41

. s . o
~ 1involving user-controlled options are shown as- circles. Arrows
N .
v

indicate information flow.
b)

.
<

Foi' example, PRISM divides the process of modi'fLing memory- ‘into

-

three components: add-to-wm, which puts propositions into working

memory for temporary storage; add-to-net, which puts propositions into
; _ . .
- ®
long-term semantic gemory; and, add-connections, which ties

propositions to o,ther;a in a way that perm'its activation to pass between

- AR
them. Almost all operations p&rformed by PRISM can be specified by the
\
- user to be’ either default actions (performed on all propositions

-

‘.

asserted as the action of a production) or s“’pecial-case actions

performed only on the propositions expl‘icif:ly specified as their

- . .

a'r:guments. Thus, the wuser has case-by-case control over how these
\ ©

operations are a ppi ied.

Once a pr0§ositior; enters working memory, it becomes subject t8
-policies se_léét"ea. by the user for determining how long it will reside
there. Among other things, users select a decay funetion to be used in
compusing. how activation w:!%ll;l decrease over time, ‘along‘ vith a

threshold below which Propoy(ns will be t;:gate:i' as inactive.

T ’
As Figure 7 shows, data can enter " active meflory from several

directior,s. In addition to explicit as;ertlons of new data,‘ old data

. -

iay retufn to active memory via a process of spreadit;g activatign, or

.

auociati\:e retrieval. We have seen several examples in this paper_ °

illystrating why this is a useful cpmpc:nent of‘a model. However, the
! L]

det8ils in those examples differed enough. fore it to be clear why

‘options are worthwhile. PRIZM Qffers three. options. ,
N
» . 5 . . s .

'
/
<N
SN
M
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The "Spread-to-depth" option assumes that activation is sent out
i “

only from a subset of active nodes, and\ travels with decreasing.

: strength to all nodes within a specified. distance. The
‘ "Spread-to~limit" option alse assumes that activation travels with
decreasihg strength from a subset of ihe;activevnodes, but _allows the

ac.tiva‘t“i‘gﬁ to travel from node r.o' node until it drops below a threshold

-

. ) I's
' “level. The third option permits digected activation schemes similar to

-

. }‘hibadeau's (1981‘). Like all PRISM options, it is relatively easy to
* N

1mp1ement_al§ernatives to those supplied, since ali that is r.?equited is
- H

to provide the name of a function which will be e:éecuted by PRISk:i on

Cthe list of pri)poéitions from which _‘activar.ion’is to spread. M I

That list of propositions is determined by choices made by the !
N user; as ::ith other function's, the asSociative retrieval functions may
) either be called as explicit actions of productions or specified as

default actions’ “to 'be applied to all propositions asserted by

. productions, * ) °

. .
b .

JPRISM can opérate with a wide range of policieB' for seleeting_° .

, roductions for ‘execution, a process also known as "conflict L
_-Ph ~—= Exccurlon 0 5 _f_,

resolution". This turns out to be one of the key pl)ints of difference N

* \ v

betweent various production systems offered ,in the past. Anderson’s
< . (1976) ACT, for example, fired Some productions in parallel, but not
ail of those eligible for execution. The complex restrictions imposed K

by the system involved agsumptions about varying lenéths of time
% »'  required to select different productions, about generalized and

. . C e ,
speclalized variants of productions, &nd 8o forth. Allen Newell (1980) *
- L] - s

. -

B offered a model of the human information processing system designed to
account for some effects in speech perception, in which he claimed that - '

[y M ”

W
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. 2

all satisfied productiéns containing constants could fire on a given

. - »
cycle, but only one production involving variables in its conditions.

Thibadeau’s (1981) CAPS, on the other hand, allows all matched-

productions to fire. My own HPM (Neches, 198la) divides productions
3
into seven classes, with different rules for each class, and fires the

union of-the get of serections' from each clags.

‘
‘ ..

PRISM’ s scheme for selecting productions for execution is shown in

’

Figure 8. Like HPM, PRISM allows users to divide their set of

production rules into independent classeskwhich fire in parallel. In
v

" PRISM, users can specify one to infinity such glasses although the

defanlt is that all productions are ‘placed in one common class. For

each class that users®allow, they define a "filter", or set of tests
gha)

whicn must be passged,for a production to be allowed to f%re. Those

produc tions passing‘ the first test are sent on to the second, and ‘80

ons This® allows the n}er Jto specify a wide range of conflict

resclution policies. . . :
4 - " ) A !

’ L4 -

PRISM also has a number of options relqtad to modelling earning

processes. In a production system, leaqning is mainly simulated by
. x

building new productions or by modifyipg’ pre-existing oness (It“is

possible to also model learning in terms of changing or adding new
.’ .
declarative structures to long~term memory, of course, but there is no

need to offer any special options in order for that to be done in
i
[ .
PRISH.) % ’ ./ .

. [

Note that the ability to/ﬁodel learning easily has long been a
* ?‘
promise for productigr systems, e‘:r since Neweli & Simoq (1972)

started arguing for produktion ﬁystems as a formalism capturing. key

properties of the human information procegsing system. The argument
[ L

.

Aruitoxt provided by Eic: . -
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® ~
. .

has essentially been that learning models would be easier to 1mp;).ement

than in traditional programming formalisms because of the modular

- & ]

properties of condition-action rules, with each production specifying
the range of ,situa%ons in which it’s applicable, independent of all

. other productions (2). Up until quite recently, this promise was

’
little more than just a promise. In the last few years, though,

several different simulatidus fxave been developed in the formalism of

»

self-modifying I)toduction systems - (iie.g., Anzai % Simony 1979;

- i L
+ Anderson, & Kline, 1979; Anderson, Kline, & Beasley, 19'7/8; Langley,

N

H

s M !
__198l; Reches, 198lab; Neves, 1978; Neves & Anderson, 198l). The

models which have been offered have - incorporated se@éral diffe!rent
. /

-

features, and PRISM offers options. related to pach: /' 'S

. - Trace data; several learning models (e.'é., Apfai & Simon, 1979;

Langley, Neches, Neves, & Anzai, 1980; 'Nechles, 1981ab) depend
- /

Yo heavil ona syetem’s memory for past’ .actions., PRISM offg'rs

? .

options that allow users to determine the, form and content of the:

. f

memory» representation that® is buldt after e:ch produc tion

&xecutions. M . . .
) o .
L N M

-~

- Designation: since Waterman $1975), buildiné new productions has
been a staple feature of *productiod system models of learning.

| ~ PXIsH contains a number® of options governing the, form of new

e

Qe

productions cofistructed by pre-existing: praductic;ns.’
5 ¢ ve ~ " . 1

*» -
.= Strengthening and weakening: PRI7I offers‘ options governing means
N

for altering the 1fkelihood of a partleular production being®
[ . * ’ te !

. . .
. [
- .
- e e e e s . - LY

; .o o T -
Fpotnote 2: . This assumption puts a heavy sburden ‘on procegses for
| selecting appropriate productions for firing, one rea®on why PRISM is
= designed with such a generalized view of conflict resolution. . '
. . ’ n N

N . - .
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selected for firing.

\ Page~46

.
*" - Generalization: there are also options governingE wechanisms fo'rq
expanding a production’s range of applicabilit)j,' through
) - |
substitution of variables for constants in the production’s
S
conditions. -
s . .
1
ts * ~ Discrimination: there are a parallel sef of options governing
mechanisms _for restricting a-production’s range of applicability R
, ‘ . through the insertion of additional conditions. ‘
In summary, simulatiod work-in PRISM  starts with specifying a
' M 2
processing environment that controls how productions "will be ¢

' interpreted. ‘l‘he environment also includes lohg-term memory, active
[} . °

wbrking memory,c and processes

which manage their* contents, learning

mechanisus.

The system is built on top of LISP

and

can

therefore

. o

implement any knowledge representation which can be expressed as LIS¥
B .

data structures. PRISH can be thought of at two 1evels

A A -
. kit from which phole-system simulation packages can be assembled, or

]

either as a .

simply as a progranhéliﬂg language which collects features found to have

\ 4 LY 4 <
N
. been tonvenient in other systems far cognitive simulations. ..

.
.

' a . ’ <
» There are several .motiVaEions behind the development of the PRISM

£ o i ~
- .

system. ‘ Production syq;efns have been a useful simulation tool, but ,_it.

< .
is simply tog,'eaay for any consenS\GJto have arisen about \ the most
L)

h‘useful form for a production “to .take.

system language
-

- intended’ toglet researchers pick and choose the best combination

-

features for their particular purposes, without being forced to build a

\

0 complete system from scratch. As I suggested in earlier sections"?’*.' g

< >

there is a strong gain from the exercise of trying to work within a

. ERI
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wholle-system gimulation. We hope that systems 1like PRIS&, by

encouraging researchers to specify whole systems, will promote a

greater concern with the interactions between components -- thdt 1‘9,

N -~

with the guestion of how the pieces of the puzzle are going to fit
noggﬁ\er. At, the same time, 'PRISM's system of options, and the fact
that it is built on top of .a powerful programming language like LISP,

are intended to make it relatively easy to modify and extend.” This

v

property of flexibility means, we hope, that models of particular tasks

can be implemented within whole-system.simu]:a‘ti\bns withqut being *forced

into the Procrustean bed of a fixed systenm.

»
s

e

6.0 CONCLUSION

. [y

One of the most exciting things about simulation work is that,
becausp of 1its necessary concern with contrpl of processing and focus
of attention issues, ideas can come out of a simulation project that

* — [ *
Btﬁ applicable in a:eaa\quite different from the domain in which the

otiginfll work was ,done. " I've’tried to 111uscrate that, point in the

-

k.exam'bles of simulation which Tue presentgd. I have ai?o tr‘i:ed to

%

touch on ?”;ﬁk@? oﬂyfaccors whxch are mak%g simulation work gqsier
5 tapo '

and more accessible than ever befo&z‘._‘,x(ﬂeff“acto; 13 :.h elopn;ent of °

& 2 © rs
simulation languaggs; like CAPS and PRISH,ﬁh#h) n&t,g,forqg their
8 e
users to accept ny single theory of* theﬁ@m fnfohgﬁion ;ropessing
S 2 R L
system, but provide frameworks in which mod s of the\}k sygte g‘- 6r

. o= .
components of the whole sys\te\m - , can devel?pedru:d t§‘¢plor:ed.

Another factor is the developm[eit of lower kost machines, suclgﬂ

’
o

VAXes , with more powerful capabilities.. A third factor is

_i.m:r:easing’availabilit);"{l:hese1 ‘machines of cor'e‘ lanfuages such as’

LisP, which facilitate™ dirgct _Qmplementatio.n of special-purpose

v o

|

oo
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simulations in addition to providing a foundation upon which simulation

languages more specific to psycholégy can be constructed.%

At the same time, though, I would like to avoid a presentation
: . * rd
from the messianic genre. As " we -have seen, there are a number of

advantages whicfl have been claimed for the sfhulation ?ppro;ch tha't
really do not hold up in actual practicg‘.\\ A computer simulation does.
not necessarily guarantee that a .theory is more consistent or
comprehensibke. Nor does a program® sugccessful.perfomance guarante

that the theory is generalizable, or even that the causes for® th

s e

success are those p::edic'ted by the theory. 'Ijhe'psychological

significance of a computer program can only be determined by close
careful examination of ea(ch piece of work on .a case.—by-case.
There are also some practical lir]:itations yfch will limit the [
of simulation work for some time to co;ne: It “{s still time-conguming

and hard to delegate. Intergfting projects often have many of Ctheir
o ’ e
2
payoffs only at the end, with fewer putzf;s ble milestones along the

way. Computer hardware and software facilities are not alwafrs being
- . .

.
-

p?lanned with the potential f'or simulation work in mind.

Ttrese difficulties are due in part to the fact that the promise of

simulation methodology -- the differéat levels at which it can
D)

" LS < .
stiaulate thot;ght about psychological issues =-- 1is not as widely

ERIC
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appreciated .a's it could be. I have tried in this paper to illustrate

-

some of the ways in which simulations can aid us in thinking d
reasoning about the human mind. They provide a tool for empiri;zé

analyzing theories to better understand their implications and

1, 4
predictions. They _a¥e”'a means of exploring interactions between

components of co;ip}.ex‘models. They pose a practical i:hallenée to
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<

¢ .
operationalize theoretical constructs, which can lead to incidental

discoveries‘about rela%ed processes. And, finally, they engender a

1 2 N
concern with issue8™“of process control that contributes toy the
developmenr of general principles with broad’applications. .

- “
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