P N

’ " DOCUMENT RESUME
ED 213 409 ' IR 010 036
AUTHOR Mavor, A. S.; And Others o
TITLE . Cognitive Models of Scientific Work and Their

. Implications -for the Design of Knowledge Delivery

~ 'Systems. ‘ -

INSTITUTION W/V Associates, Annapolis, Md.

" SPONS AGENCY ‘National Science Foundation. Washington, D.C. Div. of
v - I!nformation Science and Technology.

‘PUB DATE oét 81

GRANT DS-176-24385

NOTE 64p. )

EDRS PRICE MFO1/PC03 Plus Postage.

DESCRIPTORS *Artificial Intelligence; *Cognitive Processes;

*1dentification; *Information Needs; *Information
Systems; Man Machine Systems; Online Systems; |
Researchers; Scientists; *Systems Development; Tables
(Data); Task Analysis N

IDENTIFIERS ' Scientific and Technical Information

ABSTRACT . .
Part of a sustained program that has involved the

.. design of¥personally tailored information systems responsive to the
‘needs of scientists performing common research and teaching tasks,
this project focuses on the procedural and content requirements for
accomplishing need diagnosis and presents these requiremants as
specifications for an interactive, computer-based, knowled e delivery
system for scientific researchers. A discussion of selected concepts
from cognitive science and artificial intelligence describes their
use as models for chacacterizing the research process or to specify -
procedural requirements for the system. Application* of these
ccncepte in two manual "simulations® of the diagne .c process are
described, including the research project as a procedural script | N
(illustrated with scripts in microbiology and indurtrial psychology),
.the researcher as a problem solver, the diagnoscic system ng a
problems solver, and the researcher's knowledge needs as
schemata/frames. A 7-step process is described which is designed to
successively narrov and define the researcher's current problem and
his knowledae surrounding that proble:. thus providing a bagis for
developing .a ‘search strategy, select’'ng relevant krowledge, and
developing information products to £ill knowledge gaps. Fifteen
references are listed, and appendices provide sxamples of knowledge
schemata. (RAA)

********Q*****************************************fi**t***********‘****

* Reproducticns supplied by EDRS are 1he best that can-be made *
®

. from the original document. *
*******k**************************************9************************

r o
Q

]



ED213409

U.5. DEPARTMENT OF EDUCATION
NATIONAL INSTITUTE OF EDUCATION
EDUCATIONAL HESOURCES iINFORMATION
i CENTER {ERIC)
$ Thes dccument hes been reproduced af
racerved trom the person o orgenizaton |
originating st
] Minor chages have been made to improve
op. Lduction quality

® Pomts of view or opewons stated i thes docu-

ment do not necessarily represent officist NIE -
position or policy A

COGNITIVE MODELS OF SCIENTIFIC WORK AND THEIR IMPLICATIONS
. FOR THE DESIGN OF KNOWLEDGE DELIVERY SYSTEMS

» /

A. S. Mavor
J. S. Kidd
W. S. Vaughan, Jr.

Prepared for:

Division of Information Science and Technology
Directorate for Biological, Behavioral .
s * and Social Sciences '
National Science Foundation
Washington, D. C. 20550 i

'Prepared by:

W/V Associates
422 Sixth Street
Annapolis, Maryland 21403

Technical Report Prepared Under University of Maryland Purchase Order D-20559C

National Science Foundation Grant Number DS 176-24385

<

October 1981




ACKNOWLEDGMENTS C

Dr. Edward C. Weiss, Acting Director, Division qf Informa-
tion Science and Technology, has provided long-term .support,
encouragement and d1rection to the authors in developing the
ideas presented in this report

Dr. Rita Colwell, Rrofessor of Microbiology, University

of Maryland, provided invaluable assistance by permitting the
authors to spend many hours with her graduate students in de-
scribing their research processes and in defining knowledge

. . N

gaps. ¢ ' . \

»

The graduate students in Microblology and Industrial Psy-
chology who worked closely with the’ authors over several months

and through many long sess@ons made this report possible. we-

gratéfuliy acknowledge their participition and their contribution.
This material is based upon work supported by the National
Science Foundation under Grant No. DS 176-24385.
Any opinions, findings, conclusions, ,Or recommendations
expressed in this publication are those orf the authors and do

not necessarily reflect the views of the Foundation.~
. . | 73

*

~




ABSTRACT
Recent research and theory in cognitive psychology and arti-
ficial mtelligence were reviewed as sources of concepts' appli-
cable to the development of an interactive, computer-based,

knowledge-delivery system for use by scientists. A system con-'

cept evolved from this review, and the need-diagnosis pprtion
of a future system was tried out.

The process of doing a piece of research can be viewed as'
following* a procedural script. Subfields of” science can be

‘characterized by = finite number of research paradigms or methods
for approaching ptroblems, and those paradigms can be specified

- I .
as a series of phases, tasks, steps, etc. Once a resea,cher

decides to implement a given script, the full set of prdcedural
requirements can be specified. A computer system which. can
,store ¢eneric scripts cam interact with researchers usiné pro-
cedures as a common fram'ewor;k for communication.

A researcher's current conceptualization of his research
can be viewed as a set of interrelated schemata or frames, and

knowledge needs viewed as gaps in the kn0w1que'structures which
define the schemata/frames. To diagnose researchér'information
needs, a computer system would construct a representation of
t®e researcher's schema in which the gap occurs. The system's
schéma does not need to be identical to the researcher's schema,
but sufficent for the system to search a data base for knowledge
which would fill the gap. ‘

The process of formulating a research proje.. or develop—
1ng a testable hypothesis can be viewed as-.an example of decom-
posing the problem space into manageable units. A system can

aid in the’ problem decomposition process by providing an _.1)5-
ternal memory. A key element in the system-researcher :inter-

action is the process by which the researcher manipulates the
problem representations, and the system reproduces and stores

them for review and continued modification by the researcher.
, .
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These concepts were 'tested' with a small sample of research-
ers in marine microbiology and in industrial psychology. A
'series of interactive, 'think-aloud-about-your-resecarch' ses-

'sion.s were conducted with each researcher over several months.

Results of 'these sessions were illustrations of the utility
of. the selected concepts for describing the research process.
Scripts were developed, problem decompositions were represented
as hierarchies, knowledge structures were represénted as tables
with specified information ,geps, data bases were efficiently

searched, and useful khowledge was delivered to each researcher.
{
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COGNITIVE MODELS OF SCIENTIFIC WORK AND THEIR IMPLICATIONS
FOR THE DESIGN ‘OF KNOWLEDGE DELIVEKY SYSTEMS

i -

I. INTRODUCTION

A. Rationale

Automated informaéion storage and retrieval systems repre-

~+sent a significant_ edvance over manual systems. First, they
- + provide the capability to systematically process large numbers
0of bibliogrephic references and to maintain,on-line,flarge bib-

liographic files. Secondly, they expand the ability of a searcher
to quickly identify targeted references th}ough the use of mul-
tiple search térms. | ’ )

These systems, however, have not been designed around any
systematic analysis of user needs. The controlled vocabularies
usad in indexing and seardh are classification schemes that d9

not necessarily match the classificaticn schemes of the users.

' The output of the search is a list of citations only scme of

which may contain needed, information. Users, and specifically
researchers, are looking for answers, for particular knowledge
and not for the names of articles that may contain that knowl-
edge. Intnractlon with the on-line systems requires tralning

\1which most end-users do not have. The search;ng is primarily

conducted by librarians or information specialists who develop
search strategies which attempt to link their idea of a user's
information need with appropriate references from the bibliog-

raphic data base. In most cases, the searcher doeé not have

a comprehensive understanding of what the user is doing and what
he needs to know; thus,- the search is not properly focused.
" The 1deal information service is one that is highly persch-

+» alized, responding to the very specific needs of each user.

The feasibility of designing such a system rests on the assump-

" tion' that individua]s in the jntended user group share some

/
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common frameworks of both process and content. The work” re-

ported here is one part of a sustained program that has involved

" the design of several personally-tailored information systems

that were responsive to ine needs of scientists performing com-
mon research and - teaching tasks. In each of these systems QE;
user's task provided the context for defining the information

need. Basically, the approach wes to describe the scientist's

.~tasks in teaching a -ourse or in conducting a research project,

to 1dent1fy the. ta . or subtask he was currently working on
and to determlne the informatio.. needed to accompllcn that task.
These analyses resulted #in the description of some common pro-
cedural frameworks: preparation for teaching a course involved
a series_of tasks that were common amorig teachers; researchers
in a subfield followed similar steps in executing a research
+project. These commonalities were used suceessfully‘in estab-

lishing the requirements for‘’a curriculum support system at

a small liberal arts college and in designing individually tai-

lored information packages for research scientists (Mavor and
Vaughan, 1974; Mavor, vaughan and Kidd, 1977). All system func-
tions fncm/need'diagnosis to product delivery were accomplished
manually by researchers and librarians.

The directions for the future of information science point
to éhe:development of fully automated systems which will provide
the user with ghe specific knowledge he is seeking (Weiss,1977).
In the 1long term, the system will interact directly' with the
user; the system will have programs for need diagnosis as well
as for matching the stored knowledge base with defined needs.
Several areas of work are needed to further advance the develop-
ment of such a system. Specifications of procedures, programs
and file structures are required for the diagnosis of knowledge
needs,.for the organization and storage of scientific knowledge
from the 1literature, for the matching of knowledge needs to
stored knowledges® and for the assembly of knowledge packages
to fill diagnosed needs.

L]
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Purpose and Approach

procedd?al and content requirements for accomplishing need diag- -
nosis and to present these requirements as specifications for

an interactive, computer based, knowledge delivery system for °

The purpose of the ‘present project was to ‘establish the

scientifig researchers. !

study program was the laék of a theoretical framework.
both the proce;s‘of conductinb research, and the structure and
, organization of the researcher's knowledge in a given content
;rea are related to human cognitiorl and memory, it was decided
to sift the recﬁnt work of cognitive scientists for concepts
that would assist in specifying the need-diagnosis process.
In recent years cognitive science has expériencéd a significant
revival. Cognitive psycholog’ sts are'égain actively using schema
théory as a model of human memor§ and thought; artificial intel-
ligence researchers are developing computéf programs that func-

tion iA ways that generate outcomes which simulate a variety

One of the obvious gapsETn prior work within the overall

of characteristics of® human memory and comprehension.

the

The focus on concepts from cognitive science resulted in

following questions:

Do the concepts covering | uman cognition that come
out .of AI research adequa.ely characterize the pro-
cesse} by which scientists do their work?

Can one model the processes of scientific problem-

solving in a way that would permit those processes -

to be represented (in part at least) by a computer
program of reasonable simplicity?’

Could a (rough) model of a given individual scientist's
knowledge structure be represented by a computer pro-
gram? -

Does the whole configuration .of computerized informa-
tion systems need to be redone. in order tc capture
the full advantage of these new concepts - or -

Could the concepts be used to "tune" the seardh and
retrieval functions of an .information search and re-
trieval system so that tne product of the system would
be imprcved? ’

-
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This report describes the use of concepts from the cognitive
sciences in characterizing ‘the éesearch process and in repre-
'Qsenting the - researcher's knowledge needs. Additionally; some
‘ideas-are presented on an interactive procedure for the diag-
nostic process. . . '

" Along with reviewing the cognitive science literature for
key concepts, interviews were conducted with eight Ph. D. candi-
cates in marine microbiology and industfﬁal psychoiogy. Inter-
views with four-microbiélogists.were conducted over a three-
-month period in order to deOeloﬁ longitudinal descriptions of

the research process and of the researcher's changéng knoﬁledge

needs over time; an average of nine sessions was held with each

of these students. 1In order to test tﬁe accuracy and usability
of .the need diagﬁo;is procdess, literature searches were per-
formed sand information products prepared to fill the diagnosed
gnowledge gaps. Throughout the interview process, extensive
use was made of concepts from=artificial intellfgence'and cog-

nitive psychology in characterizing the research process being

observed and in describing/representing the knowledge needs

occurring at various points in this process. A second set of
intervfews’was ther. conducted with four graduate. students and

a professor in psychology. These interviews served to further

elaborate the diagnostic models and procedures developed with

the microbiologists. .

Y
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II. SELECTéﬁ CONCEPTS FROM ARTIFICIAL INTELLiGENCE )
. AND COGNITIVE SCIENCE -

: - ~ /.

The literatures of cognitive psychology and artificial in-

telligence. contain a number of concepts which apply to the diag-
nostic process. .SOme of these concepts provide models for ch-»-
acterizing the research and the research process, others are
usefu}l in §pecifying procedyral requirements for the system, 1
The major concepts are:- - l :

® Scripts '

e Frames

® Schemata

® Prdblem-solving processes

A. Scripts ' ¥

A script is a generalized event ‘sequence€ or episode that
“has occurred many times in the past. Children begin to learn .o
scripts as classes of situations repeat'themselves in the child“s.,
experience « Eventually the adult accumxlates thousands of scripts.
These scripts are the organizing contexts by which he is able
to understand what is happening and to set up expectations about.
events that are likely to happen in a given situation (Schank,
1975a, 1975b). Schank has successfully developed situational
scripts for computer repreéentation based on his theoretical
forrmulations. * The program knows the sequence of events, actions .
reasons why, etc. " assoc1ated\&akh 901ng to a restaurant' and
can apply 1nferencing ru;es to the knowledge it has. Although
Schank's Qaln program desigp work has been with situational.scripts,
he has suggested additional classeéf\ene of which-is 'procedural'. «

We assume that a darge part of a researcher's training and .

experience can be represented as the accumulation of procedural

scripts of the research process cnaracteristic of his subfield.

- s
-
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The number of different precedural scriots that are required
to characterize the methods of 2 given subfield of science is
not known, but we susp:ct the number is manageably small and
for an individual researcher, even smaller. '

Procedural scripts’ irn research’ are assumed to be useful
to a scientist in thinking ,about the feasibility of a project
" under consideration e.g., "if I do this project, I'll need
to use this method do.I have the appropriate apparatus?" Since
a scriot is a lime sequence of phased activities it serves as
- @ checklist of what needs to be thought about and resolved at
a particular time, what sorts of things will neéd to be‘thought
about later, and how selections establish constraints and re-

quirements on future phases.
Assumlng that the computer program of our future system

'knew the major procedural scripts and their important vari-
ations characteristic of given subfields of science. the early
user-system interactions would "locate' *the reseercher in what
might be thought of as ‘'procedure space'. The program could
theq interact with the“researcher about methodological and con-"
tent issues and- alternatiyES at the current stage of the user's
project, and about projected consequences\of the choices made.

B. Schemata and Frames - ) TS

e

A schema is a psychological concept introduced by Bartlett
in 1¢32 to explain how human beings remember, think and learn.
~ Essentially, a schema is a large knowledge structure; the basic
unit of pniemory and thought. Schemata exist at all levels of
abstraction and are hierarchically organized and interrelated;
they are used to comprehgnd new or complex situations (assimila-
tion) and are in turn modified by experience (&ccommodation).
The metaphor of a mental mosaic is sometimes used‘to convey
the attributes of the concept. ‘

Recently, schema theory has been revived and psychologists
are beginning to conduct experlments in comprehension and memory

13




based on a schema paré&igm. Two important influences in this
trend stem.from the interactions between psychologists and lin-
guists and between psychologists and computer scientists. The
first prbVided a means for quantifying the structural character-
~istics of prose materiai, the second provided a means of impie—
mgnting for test in. actual computer operation, hypotheses about
the naturg of schema-based ~processes. (For reviews of modern
schema theory see Norman arnd Bobrow, 1975; Rumelhart, 1975;
Rugelhart and Ortony, 1977; Spiro, 1977.)

In artificial intelligence research, the term 'frame' is
used to describe what psychologists 1genera11y call schema.
‘Minsky (1975) formulated fhe theory of frames as a way to treak
out of the\conceptual narrowness characteristic of both psycho-
logical .1eofy and artificial intelligence practice. Tre main
points’ about frames;as presented by Minsky and summarized by
Kuipers (1975) are stated below:

e A frame is a large data structure that creates and
maintains a description representing knowledge. in
a limited domain,

e A frame structures a small domain of expertise and
contains the knowledge necessary to create descrip-
tions of objects and actions within that domain.

e A frame contains both content and procedural know? -
edge. Much of what the frame knows, it knows ‘in
relation to a procedure; e.g., information about
tools is contained 1in procedures about how and in
what context the tool is used.

e A frame contains knowledge that enables it to infer
some features of the description being created from’
having observeqd others.

e A frame has terminals which are all filled with as-
sumed values (a default assignment based on prior
experience). As real-world values are observed,
the default values are replaced with actual values.
Default values represent the inductive knowledge
gained by previous experience with the domain repre-
sented by the frame. ’

+
-
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® A frame has - special1sts/framekeepers/subroutlnes .
that contain elaborated knowledge in' a special area.
They ares called upon to resolve amblguitles, fill-
in- gaps with appropriate inferences, etc., in their
area of special competence.

e Frames are interconnected with other related frames

and there are frame hierarchies/frame systems; e.g.

we have frames for stories and subframes for an1ma1

stories and superframes for narratives
The properties and special functions of frames such as 'frame
terminals', ‘'default assignments' and ‘'specialists’ have been
taken up by the schema theory psfchOIOQists so that descriptions
of modern screma and frame theories are increasingly indistin-

13
H

guishable.

~ We assume that -the researcher's knowledge structures can
be represented as schemata/frames. A scientist conducting a

resedrch project has both content and procedural knowledge which
is specific to the performance “of. each task. Gaps in these
knowledge structures form the basis for information require-
ments: Need diagnosis involves the development of a representa-
tion of the researcher's knowledge structure. Precise specifi-
cation of the'knowledge need is dependent on a close match be-
tween the researcher's knowledge structure and the representa-
tion of that structure by the system.

C. Problem-Solving Processes

Newell and Simon (1972) conducted in-depth studies of how
adults process information in attempting .to solve problems.

They asked their adult subjects to think aloud as they worked

towards solutions to problems in logic chess and c¢rypt-arith-
metic. The results were represented as 'problem behavior

graphs' which were used as a basis for creating a precllem-solving
computer program, the General Problem Solver. Their work is

a rich source of ideas about how an interactive, knowledge de-
livery system might function in support of a research scientist.

1 s 15
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A detailed review of this work is presented in Newell and Simon //.

(1972). We have selected three of their notions,as being clearly
applicable to understanding the researcher as a problem solver
in specifying his knowledge-need problems at a level that alldWs

for effective solution.

We assume that the researcher follows problem solving prin-

.. ciples in designing a research projecct and that the need diag-

‘nosis system follows many of these same principles in defining/

structuring the researcher's knowledge requirements. A brief

description of the main principles is presented in the followiag_.

-

sections.

1. Problem Space . -

Rrobleh solving has often been represente2 as choosing
one of several alternative solutions, however, the more chal-
lenging and critical problems faced in real-world settings is
the creation of 2ven one solution that is feasibie and adequate.
This condition is the main challence in researﬁh;»testing hy-
potheses is a technical problem, formulating the hypothesis
in the first place is the crucial probiem-solving béhavior.
Newell and Simon describe the—ppocésshas 'working in the problem
space', the problem is represented in the mind of the problem
solver; he creates an internal representation of an external
problem, modifies it, reformulates it and builds a new repre-
sentation. The process continues until the problem is repre-
sented in a fashion that enables the problem solver to see a
way to solve it, "Solving a problem means that the problem
has been represented in such a way as to make i“%s solution ap-
parent." (Simon, 1969, p. 77)

2. External Memory . '

Related to the idea of solving problems as working in
a problem space, is the idea of external memory. In their ex-
perimental sgssions,'Newell and Simon permitted some subjects
to make notes, work out partial solutions on papcs and generally
keep track of where they were, what they had tried before, etc.

»
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These notes and sketches of trial solutions were labelled 'Ex-

ternal Memory’ and without them subjects "forgot where they

were, forgot what conditional assignments they had made, forgot ’

what assumptions nere implicit in their prior assignments."

(Simon, 1969, p. B5) 1In a sense 'external memory' is a person's

representation of a problem and both the concept and the pro-
cedure could be further developed as a means to describe hpw
a researcher structures the problem space.

An interactive knowléqge delivery system could serve as
the researcher's external memory. In order to perform this
function the system would need devices for representing the
researcher's initial formulation of the problem, for mcdifying
or decomposing the problem and for storing successive repre-
sentations of the problem. .

3. Decompositic. of Large Problems into Smaller Sub-Problems

Real-world systems are too complex for the capacity of
men's minds. Fortunately most (or at least some) complex sys-
tems are hierarchical and nearly decomposable, i.e., *he inter-
action§ between s.bsystems are sufficientl} weak (relative to
interactions within subsystems)- as to pe safely ignored, par-
ticularly in the .short—term behavior of the overall system.
Because of theee‘two.properties; complex problems can be. broken
down into' smaller and smaller components rior solution and yet
the problem is still meaningful and the solution to the smaller
problems useful in the solution of the larger ones. A human
solves a complex problem by systematically decomposing it until
he finds a level re can handle, i.e., he has, from experience,
some model or‘metaphor that applies to it (Simon, 1969).

A central feature of knowledge need didgnosis is the ability
of the system toh decompose the researcher's requirements into
independent sets of questions which are specified at what the
system recognizes as a nmnageablc ievel; a level that allows

the system to prcceed towards a solution of the researcher's

}

.

need.
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I1I. APPLICATIONS OF COGNITIVE SCIENCE CONCEPTS
- TO THE DIAGNOSTIC PROCESS

This section presents the results of our work with both
maraine microbiplogists and industrial psychologists which sup-
port the assumptions about the application nf cognitive science'
concepts to the research process and to the diagnosis of re-
searcher knowledge needs.’ Theee assumptions ére as follows:

® A lardge part of the researcher's training and experi-.
ence can be represented as the accumulation of pro-
cedural scripts of the research process character-
istic of his subfield.

e The researcher fcllows problem-solving principles
in designing a research project. - -

e The need diagnosis system follows problem -solving
principles in' definlng/structurlng the researcher's
knowledge requ1rements.

e The researcher's knowledge structures can be repre- L
sented as schemata/frames. , .

A. The Resea rch Project As A Procedural Scrlpt

Through- training and experience scientists learn al number -
of research paradigms which are used to study a variety of con-
tent problems in their sub-disciplines. These paradigms, like
procedural scripts, are composed of a series of structured
phases and tasks. Scientists using a particular paradigx:n will
perférm the same phases and tasks regardless of the content
area being researched. In the present study two research pro-
cess scripts were devgloped; one in microbiology and a second
in industrial psychology. '

1. A Script in Microbiology

Interviews with three Ph.D. candidates working in marine

microbiology led to the development of a script/paradigm foﬁr
marine microbial ecology research. The main phases and tasks
of this script are presented in Table 1. The delineation of
" phgses and tasks was based on detailed discussion with each

11
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Table 1. A Procedural Script for Research
in Marine Microbial Ecology

Phase 1. Problem Identification

©

Tasks ‘ -

A. ldentify a naturally occtrring phenomenon in marine bacteria that
has not been studied or described fully.

B. Establish the importance of studying the identified phenomenon
in terms of its contribution of knowledge and/or its contribution
to applied problems (e.g.- transmission of disease in the water,
breakdown of toxic subst..ceés which allow for marine growth on

. surfaces, etc.).

C. Determine fefsibility of studying the selected phenomenon.

D. Select organism or class of organisms which have demonstrated
the phenomenon of interest.

Phase 2. Sampling and Culture Requirements Determination

Tasks ,

A. Develop a plan for sampling selected organisms from the marine
environment. ) »

B. 1ldentify/select/develop most appropriate methods for collecting
samples. ’ .

c. Idéntify/select/develop procedures and ‘media for isolating se-

lected organisms.
1. Media should provide for growth of selected organisms.

2. Media should replicate as closely as possible. the conditions
in nature.’ )

D. Sample, isolate and grow selected organism.
Phase 3. Design Preliminary Experiments
Tasks |
A. 1Identify characteristics of phenomengq that will be measured.
# & Morphological 3
e Physiolcgical »
e Biochemical
¢ Genetic *» )
B. 1ldentify/select/develop methogds for measuring chgracteristics.
c. Identify/heiect/dqvelop appropriate apparatus. )
D. bevelop a plan for manipulating independent variables and/or mea-

‘suring characteristics and collecting data. ..

219




Table 1. A Procedural Script for Research
in Marine Microbial Ecology (Continued)

Phase 4a. Morphological Descriptions

— o [RUNEU

Tasks

" A. Describe organism through use of electron microscopy; determine
sizes, shapes, presence of attachment structures, identify and

characterize attachment/ﬁ\ruc:ures. &

B. Classify organisms with other organisms have the same morpholog-
ical characteristics.

e em e L T ooy S |

Phase 4b. Physiological Descriptions— !

. ) T I

Tasks i
A. Select methods for measﬁfihg physiological activity. Some methods ,
include: !

o Biomass measures i

® ATP assay : i

B. Apply experimental treatments or levels of environmental condi- g
tions to be tested and take physiological measures at each level. .

’ - d

-

Phase 4c. Biochemical Descriptions

[]
Tasks . .

A. Select/develop procedures for isolating that part of the organism
to be analyzed biochemically. ’

B. “Select/develop procedures for producing a purified sample.
" C. Select/develop procéddtes or tests for biochemical analysis.

D. Apply procedures and perform biochemical analysis. «

_Phase 4d. Genetic Descriptions

Tasks
A. Select/develop method for genetic characterization.
e DNA analysis *
o Plasmid analyses 4
® DNA hybridization
e Plasmid hybridization
B. Select/develop appropriate apparatus and procedure.

C. Apply methods to the analysis of selected organisms.

13
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Taple 1. A Procedural Script for Research

gh Marine Microbial Ecology (Continued)

—— e
Phase 5. Impact Determination )

| . . S
| Tasks‘

A. Measure and assess impact on environment (e.g., water quality).

B. Measure and assess impact on other marine organisms (e.g., commer- !
cially valuable seafood). . :

. i

C. Measure and assess impact on human health (e.g., divers, recre~ |
ational swimmers, etc.).

i
'
H
f

student regérding the tasks they were currently working on, the
tasks they had already completed and the tasks that remaified.

-The major phases of the script are as follows: .
® Problem Identification: Decisions leading =€6\‘the

selection of phenomenon and organism to study. °

® Sampling and Culture Requirements Determipation: ‘De-
"cisions leading to procedures for sampling, isolating
"and growing selected organisms, '

® Design of Preliminary Experiments: Decisiogns leading
to the selection of the characteristics to measure
and the procedure and apparatus required to perform
measurements. b .

® Develop Morpholbgical Descriptions: Decisions, char-
acterizations leading to classification of organisms.

® Develop Physiologic.l Descriptions: Decisions leading
to the selection of physiological characteristics
and methods of measuremerit.

® Develop Biochemical Descripcions: Decisions leading
to selection and application of biochemical tests.

®, Develop Genetic Descriptions: Decisions leading to
the selection of methods to perform genetic ci..racter-
izations and genetic comparisons.

® Impact Determination: Assessments of the organisms
impact on environments, other organisms, human health,
etc.

The script served ar important function in the need diag-

nosis process; it provided the system with a tool for locating
each researcher in a phase and task, and for identifying tasks

-

é
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that had’ been accomplished and tasks that needed to be done
in the future. Locating the researcher in the process is the
first step in the diagnostic process. Once the rasearcher's
current task is known the diagnostic system can begi~ to char-
acterize the researcher's knowledge surrounding the accomplish-
ment of the: task and the gaps in that knowledge that must be
filled for the researcher o progress. !

Each of the microbiologistb was working in a different phase
'of-the-scn}pt. Thé first researcher was in Phase 1: Froblem
Identification and was primarily. concermed with Task D: De-
termining the Feasibility of étudying the Selected Phencmenon.
The geﬁeral topic was charactérizing deep sea bacteria and com-
parirlg them with bacteria living in other environments. The
procedure involved proposing an approach to studying deep sea
bacﬁeria and then evaluating existing methods in terms of ef-
fecfive}y carrying out that approach. The knowledge needs {(gaps)
were in the area of knowing what methods existed and in being
able to assess the value of each method to the state& problem.
The problem was reformulated several times as available methods
proved inappropriate.

The second researcher was working in Phase 2: Sampling and
Culture Requirements Determinatidfi, and was involved in two
tasks.

® Task B: Identify/select/develop most appropriate me- !
thods for collecting sampleés.

® Task C: Identify/select/develop media for isolating
) selected organisms.

The research problem was to examine the impact of aquatic natho-~
gens on the health of divers and the specific pathogens had
been identified,. Knowledge gaps involvea specific sampling
procedures for brackish water and idehtification of media for
recovering the bacteria included in the study. ‘

The third researcher was working on the biochehlstry of
attachment in a marine environment and progressed thrcugh a

. L 2®



number of Bhases during the three months covered by the inter-~
views. In the initial sessions he‘was workiné on Task D in
Phase 3: Devgloping A Plan for Maniphlating Independent vari-
ables and Collecting Data; in later sessions his tasks were
in isolatlng and pOrifying samples of attachment structures
(Phase 4, Tasks A and B).

In each case the task was an imbortant determiner of re-
searcher knowledge needs and the locatfen of the researcher
in the ‘process was important in providfng a context for the
diagnostic system to understand the need For example, the
system knew that the second pesearcher haq selected the organ-
isms for ¢ idy and that the third researqher had aiready ob-
gtained an experimental sample. Based on thisAcknowledge “the
system knew that in both cases it could ask for the names of
organisms and in one case it could obtain a description of the
procedures for sampllng and isolatfng the selected organism(s).

In a second study, two additional research scrlpts in micro-
biology were developed. One script described t.axonbmy research,
the other described research on vaccine de;elopment A complete
discussion of these_ scripts was reported by Vaughan and Mavor
(1981). - -

2. A Script in Industrial Psychology

The three industrial psychologists )‘articipating. in
this study were part of a nesearch team working on a program
,evaluation project for the Air Force. ' Each researcher was in-
Qolved in studying a different set of variables as ‘possible
contributors to program effectiveness. A series of interviews
was conducted with one of the researchers for the purpose of
specifying the phases and-‘tasks of the research process script
used in studying the problem. This script is shown in Table 2;

the main phases are as follows:

hic d

‘ -
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® Problem Identification: Decisions leading to the
program to be evaluated. i ~

® Variable Selection: Decisions leading to.the identi-
fication of variables that have potential influence

on program effectiveness.,
L

® Experimental Design: Decisions leading to the selec-
tion of experimental conditions, the development of

test instruments, the methods of measurement ‘etc.
9

® Experimentation: Application of treatments and test
instruments to selected subject groups.

- ~

® Analysis, Interpretation and Summary: Decisions lead-

ing to the Selection of variables and test instru-

ments to be included in a program cvaluation model.
This script was used to 1locate each of the researchers in the
prog:ram evaluation process: two were worklng on Tasks A and
B in Phase 2 (Identifying and Selecting Variables), the third
resea‘rcher was working, on Task C in Phase 2 (the feasibility
of studying selected variables with existing methpdologyvand
instrumentation). Identifying the tasks of these researchers
and locatingn those tasks in the research process was instru-
mental in providing a basis for characterizing their specific
knowledge needs,

Effective knowledge need diagnosis requires that the needs
be stated in narrowly defined areas; if the need statements
are too broad the sy§tem is unable to Trespond. Identifying
the researcher's task inside a sequence of tasks is an important
fir:st step'-in narrowing and specifically defining the area of

need.

17
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Table 2. A Procedural Scripc¢ for Research
in Program Evaluation : ‘

L) T 14
Phase 1. Problem Identificatign

~

Tasks
A. 1ldentify problem: a program to be evaluated.

B. Establish impoYtance of the research as a contributor to evaiu-
ation methodoiogy, as a facior in effective program performance.
Phase 2. Variable Selection

Tasks - . s ]
A. Identify classes of variables associated with the general problem

B.

area by characterizing existing program and program participants.

Select vari-bles for manipulation and/or measu%gment which will |

contribute tu an understanding of the problem.

e Variables that have been used successfully as predictors in
similar situations.

® Variables that have not been studied previously. .

‘Determine feasibility of studying selected variables in terms
of existing methodology and instrumentation.

Phase 3. Experimental Design

. Tasks .,

A.

B.

F.

Determine which variables will be co;}}olled and how they will
be controlled. .

Determine comparisons that will be made (e.g., comparisons between
programs, comparisens between subject groups varying on.a specific
factor or combination of factors).

Select method of, statistical analysis: correlational, factor
analysis, -analysis of variance.

Specify experimental conditions: test plan - whaiv will be done
in what order with what groups of subjects.

Design test instruments and ‘pretest these instruments for ease
of administration, clarity, validity, reliability, etc.

® May need to do some interviews to develop the range of al-
ternatives that shoulq be specified if.a questionnaire is

to be used. i N

Develop a sampling plan. ’
Outline procedhres'for conducting experiments, administering test,

etc.
\ °
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Table 2. A Procedural Sdript for Research
in Program Evaluation (Continued) ,

Phase 4. Experimentation

Tasks: .
A. Administer-expecimental treatments, or tests to selected samples.,
B. Conduct preliminary analysis of results. .

C. Modify experiment or tests or treatments based on preliminary”
results (e.g., thtow out variables that do not discriminate, stream-
line instruments, etc.). . .

D. Administer modified treatments, test, etc., to full experimental
sample. < .

Phase 5. Analysis, Interpretation and Summary

B. The Researcher As A Problem Solver

In the Problem Identification phase of research, the re— -
seﬁrcher‘s behavior is that of a prcplem solver. He works within
a problem space, successively reformulating and decomposing
the problem into smaller, more manageable units. At each level
of reformulation the- researcher applies criteria of problem
impdrtaﬁce/contribution to the field and "of feasibility of
studying the problem,

Figure' 1 shows an example of problem decomposition, The
researcher ‘started with the general problem of comparing deep
sea bacteria with bacteria from fish gut and from the water's
surface, Over a period of three months, the researcher suc-
cessively decomposed the problem into essentially independent
areas of concern. For example, at the first level of decomposi-
tion, each of the four questions represents an independent area
of study and each contributes to ai understanding of the general
problem. The four areas are the major ways in which bacteria
could be characterized: genetically, morphologically, physio-
iogically, and biochemically. Further breakdown of the problem

resulted from literature reviews and from conversations with .
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What are the similarities and differences between
the follewing classes of bacteria: Barophilic, Barotolerant,
Deep Sea Fish Gut, Water Surface

What are the g‘s;:tlc * What are theﬁorphologlcal What are the physiological What are the biochemical
characteristics of each characteristics of characteristics of characteristics of
class of bacteria? each class of bacteria? each class of ‘bacteria? each class of bacteria?
Do they have plasmids? Size? Shape? Attach- What is the What is the Do enzymes Are they
N “~ . ment level of level of funcrion lumir.escent?
o S ’ struc- heterotropic energy use? differently?
"~\‘ - R ture? activity?
What traits are How are plasmids
carried by ’the passed bet\:een . what is
/Ph.-(d'\ 2N the mechani«m?
Antibiotic Breakdown By . By y - \‘j
resistance? of metal? phage?  repro-~ cunjuga- ' ' . -
duction? tion?
27 :
‘ -
Figure 1. An Example of Protlem Decomposition
9
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other researchers. At each level of breakdown the feasibility

criterion was applied: Is it within the state-of-the-arf to
study this proﬁlem’ Based on these evaluations the researcher's
final decision was to focus in the area of genetic character-
istics and toigddress two questions:

® Do deep sea bacteria carry plasmids for antibiotic re-
sistance? . .

® How are plasmids passed between bacteria?

The diagnostic system assisted the researcher in problem
decomposition by providing successive representations of the
problem. At each of the eight interviews the system presented
fhe researcher with its current formulation of the problem and
with a statement of the researcher's assessment of problem im-
portance and fe_asibiiity. These descriptions served: as one
basis for further discussion and de initior. Essentially, the
diagﬁbstic system was providing an external memory by document -
ing the decisions,  evaluations, and problem statements of the

researcher,

C. The Diaqnostic System As A Problem Solver

The outcome of a successful need- diagnosis process is a
statement of ‘the researcher's knowledge nreeds attg level that
can be effectively gddressed by a knowledge search and delivery
system. In order to fully develop a description of the re-
searcher's knowledge nééd,_the system decomposed the research-
er's problem into .hierarchical questions sets. An example of
an hierarchical question set is shown in Figure 2. The questions
are developed downward from general to specific; each level
of question provided the search system with additional guidance
as to what to look for in the literature. The greater the spec-
ificity of the question set,, the more effeccvive and focused

the response. \
J o’
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Has decision mak
selection by minorit

|

g theory been applied to career
students and what are the results?

What are the variables that have been found to influence
decision making in career choice?

wa

How have these

-~ variables
influenced

career choice?

/N

Which variables Which variables
have positively have acted as

influenced barriers to
minority selection of
student towards science/
science/engineer- engineering?
ing?
How have these
variables been
measured? *

Are there existing
instruments that
can be applied
effectively to
the ¢urrent problem?

Figure 2.

22

N

Have any of these
variables been used
in the design of
career orientation
programs?

v

What methods have
‘been_used to
evaluate these

+ Programs?

|
!

" How good were
these methods?

An Example of An Hierarchical -Question Set

30
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D. The Researcher's Knowledge Needs As Schemata/Frames

The researcher has a knowledge schema or frame which relates
to the accomplishment of a given task or subtask in a specific
research project, This schema contains two parts: wWhat the
researcher already knows and what the researcher- knows he must
learn in order to perform the task effeceively. The accuracy
of the system in providing the researcher with knowledge that
corresponds to what he must learn is a function of the degree
of match between the researcher's schema and the diagnostic
system's representation of that schema. fhe system’'s represent-
ation guides the processes of search, selection and the prepara-
tion of knowledge packages. - ]

The system, in constructing a échema, does not need to fep-
resent the researcher's full schema on the problem, but only
thqﬁe parts which focus on satisfying a specific need or gap.
In our‘work with microbiologists and psychologists, schemata were
developed by first identifying a gap and then describing the
researcher's knowledge surroundirg that gap. .

What the reseaécher knows about a specific topié provides
the system with an initial content model, The system uses this
model in two ways: First as a basis for further defining what
is relevant in the literature and, second, as a basis for elimi-
nating cértain topics from the search. As th. literature 'is
searched, the initial content model is modified and elaborated.

The first two columns of Table 3 illustrate the:initial
schema for a nicrobiology researcher working on the task of

isolating pathogens. The first column presents the content
model: What the system learned that the researcher knew about
isolating pathogens. The second column shows the researcher's

questions about isolation methods. 1In this case, the researcher
needed to know the relative effectiveness of specific isolation
methods and recovery media used by other investigators in both
aquatic and clinical environments. The knowledge pacrkages from

2331



the literature that résponded to these questicns are presented
in the third column. These packages are summary statements
which identify the relevant elements in each article. Knowledge
contained in these packages and in t;he literature they”summarize
expands the initially constructed content model. Column 4 shows
the researcher's responses-to tha knowledge in Column 3. Some
of the methods and media were  new and led the researcher to
set up test experiments. In other cases the results merely
confirmed work already ‘accomplished by the researcher.

This exan'\ple shows that the system's representation of a -
researcher's knowledye schema can provide clear gﬁidance to
the literature search and package—preparation.pmcess. Addi-
tional examples of knowledge schemata in both microbiology and
psychology are shown in Appendix A.
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Table 3. A knowledge Schema About Isolating Pa

/

f

thogens

‘Content'Model

v

Questions

Knowledge Packager
« from the Literature

.

Researcher's Response
to the Information

There are séveral methods
for isolating a.bacterial
pathogen from a sample of
water; these methods are
usually called tests and
include Membrane Filter

Test amd Most Probable

Number-
A ]

All isolation methods
include the use of a re-
covery medium; a re-
covery medium is a com-
bination of compounds de-
signed to select for the
organfsm; an effective
medium recovers only the
targét organisms and re-
jects all others.

Compounds composing the
recovery media are in the
form of broths or agars
and are often labeled by
letters which-designate
the ingredients of the
compound (e.g., PSE
media, PSE broth, PSE
agar are synonymous).

A range of media can be
used with a given iso-

lation methd; selection
depends on organism tc

be captured.

Wha. are the main
methods for iso-
lating pathogens
from an aquatic
environment?

What recovery
media have been
used?

Cherry, W. 8., et al, 1972. Con-

| firmed her procedures: enrichment

broth, incubation temperature, etc.
Cherry says tetrathionate enrich--
mént better than selinate.

Thomason, B. M., 1971. Fluvorescent
antibody technique for detection of
salmonella.

Pollack and Dahlgren, 1974.
firmed the contamination by
proteus of salmonella isolation
procedure.

Cherry, et al, 1972.
fact that bacteria can adapt and
survive in aquatic environments.

Litchiield, J. B., 1975. Dis-
‘cusses procedures for optimizing
heterotrophic counts of bacteria
from marine sediment. Includes
methodological description of
media (ASW) and-handling proce-
dures. Also provides a method
(shaking) for removing bacteria
from sediment.

Koditschek, L. K., 1974, De-
scribes a modification of the mem-
brane filtration technique for
counting total coliforms.

Con-

Reinforced the

She and Pollock have
found -e¢iinate more
useful.

.

The laboratory of U.. of
M. is; pot set up for this
appréach.

She found| this in Ana-,
costia River samples.

She may compare ASW with
the dilution medium shé
has been using.

She may use this method;
she has not used it at
U. of M.
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Table 3. A Knowledge Schema About Isolating Paéhogené (Continued)

Content Model
Q

Questions

Knowledgé Package
from the Literature

Researcher's Response
to the Information

What are the main
methods for iso-
lating pathogens
from a clinical
environment?

What recovery
media have been
used?

Pollock, H. M., 1974. Enrichment
broth should not be used for the
isolation of shigella.

Pollock, H. M., 1974. XLD has
provided a better rate of pathogen
isolation.

Bhaf, Po, et 81, 19710 DCA is
superior for isolation of patho-
gens. ?
Taylor, W., and.Schelhart (1968, *
1968, 1971). The best combination
for isolation of shigellae is GN
broth and XLD plating media.

Yoshikawa, M., 1972. SS agar works
better for isolating bacteria
sensitive to antibiotics.

Waters, J..s., l4co, i an ef<f
fective method for Setecting bac-
teria. However, this method kills
the hacteria so there is no sample
towork with.

»
Taylor, W., 1965-67. The best com-
bination for shigella isolation is
GN broth and XLD. The 1965 paper
discusses biochemical reasons why
XLD works.

This confirms her pro-
cedure. -

This is new informatinn.

She may set up a small
experiment to compare
XLD and DCA.




IV. SYSTEM DEVELOPMENT IMPLICATIONS

The process of diagnosing the knibwledge needs/of research’
scientists involves a series of steps which successively narrow
and define the researcher's current problem and the researcher's
knowledge surrounding that problem. A sem{~struqtuied procedure
has been developed'which includes the following steps.

Step 1. Identify researcher's field/subfield.

Step 2. Identify/descggbe the research topic.

Step 3. Identify appropriate procedural script.

Step 4. Locate the researcher in the procedurai sc#;pt
at the phase/task/step level.

Step 5. Characterize the researcher's expe: ace with
the task ¢both procedure and.content).

Step 6. Identify researéher's questions in each task.

Step 7. Identify the researcher's content knowledge
relative to the specified questions.

As is apfaarent from the preceding discussion, these steps
were conducted manually as a rough simulation of an automatéi'
system.. In the discussion that follows,the phrase "diagnostic
system" refers to operations and procedures that were performed
manually but which can be envisaged as becoming procedures per-
formed by a set of computer programs.

For eath of .he seven steps of the diagnostic process, the
system has a specific series of.questions that must be answered
by the researcher. One approach is to step throﬁgh the list
of questions in a fixed order. This procedure would be thé
most easily translated into compﬁter programs. Our experience
with the diaghostic process shows, however, that this degree
of structure is too restrictive to "the researcher and does not
woéﬁ to elicit the most useful responses. What génerally happens
is that the researcher’'s response to the first question applies
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to that question as well as other questions in the 1list. In
the manual operation, the systed "knew"” all the questions and

.was able to match the researcher's discussion with these ques-

tions. An automated diagnostic system of the future may bave
to build in mechanisms wh\éh accommodate this process.

Table 4 1illustrates the need -diagnosis process with one;
of the students in microbiology. The information presented
in this table represents a first step towards the sbecification
of requirements for an interactive, need-diagnbsié system. The
first column, labeled aids, .contains information/knowledge that
the system should have as a frame for asking questions and in-
terpreting responses. 1In the present study, aids were generated
as the diagnosis proceeded; 'in the future it is expected that
these aids would exist and could be read into the memory'of
the system. The aids are in the form of 1lists which present

names of categories, names of process or content models, and

names of spécific sections within selected content or process

models. The remaining three columns in the table show:the ques-

tions that the syggem asks the researcher at each step in the

prosess, the procedure for interacting with the researcher;.

and the output of the 1nteraction.

A. Identify and Describe the Research Subfield and Topic )
.The first twp steps in the diagnostic process (see Table 4)

are to locate thé researcher in a subfield of science and to
describe his research topic. In the first step the diagnostic
system asks the researcher to select from a list of fields/sub-
fields, the one that represents his current research. {f the
specific subfield is not on the existing list the researcher
is asked to indicate its name and its appropriate position on
the list. In the  second step, the researcher provides the sys-~
tem witn a statement or description of the research problem’ .
This description is'guideh by questions resulting ﬂtom the tasks

/

: J8
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in the problem specification phase (Phase 1) .of the generic
research script for the field or subfield. In the case of a
microbiology research script, the t&sks in this phase generally
include:

¢ The name of the phenomenon, organism, .problem being
studied.

* @ The importance of. studying the problem; how the prob-
lem contributes to science etc.

® The. feasibility of studying the problem within the
existing state-of-the-art.

B.; Locate the Researcheri in the Research Process

The third and fourth steps involve identification of the
appropriate research script and_ the location of the researcher
atf a task? or. subtask level in the selected script. In the
third step the system presents the researcher with a iist of

the procedural scripts that have been used in the selected
subfield and'the researcher is asked to select the script ‘he
is following. The fourth step is to locate the researcher
in the selected procedural script by having the researcher
first identify the pHase and theh the task that is currently
being worked on. The system is aided in this process by a

list of phases and tasks within phases. 1If these lists appear .

incomplete to the researcher he is asked to make the appropriate
additions.
C. Characterize the Researcher's Knowledge Needs

Once the researcher is located in the research process,
-the diagnostic system begins to structure the content of the
researcher’s knowledge needs.  Step 5, characterizing the re-
searcher S level of experience/sophist1cation is the first
step in defining the knowledge gaps and the system's response
to these gaps. If the researcher is very familiar with ‘the
content, the system will be searching for different levels of
knowledge than if the topic area is new to the researcher.
Steps 6 and 7 create the system's representation of the re-
searcher's knowledge schema. In Step 6, the s&stem asks t
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- researcher to state his specific questions/knowledge gaps for
the current reséarch task. In interpreting these questions
the system uses as aids the researcher's current task, the
subfield, the general statement of the research problem and
the'content models associated with the task and the research
problem. Step 7 provides the system with a statement of what
the researcher knows about the topic of the research. This
is accomplished by asking the res'earcher to- identify those
parts of the appropriate content model "that correspond to kis
knowledge. There is some evidence from our work that certain
content models relate to certain procedural tasks. For example,
the 'content models for sampling or isolating bacteria from
an aquat‘ic environment appiy to any researcher involved 1in
tasks of sampling or isolation. There are other content models
that describe classes of organisms or specific processes associ-
ated 'with these classes. - These c:ntent models would apply
to any researcher working on that class or that process. The
aids to the diagnostic process and their’ relationship to each
other are ciagrammed in Figure 3. The re,searcher's" level of
sophistiéation, \Fr-i\s ques-tions and his knowledge surrounding
the questions serve )as a basis for developing a search strategy,
selec;:ing relevant ‘'knowledge and develobing' information product -
which fill knowledge gaps.

Bl
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Table 4. Example of the Need Diagngsis . .ess in Microbiology
Aids Questions Process { Products \
Step 1. Identify Researcher's Field/Subfield

Fields/subfields in micro-
biology

® Aquatic and terrestrial
e Clinical

What is the field/
subfield in which
your current work is
being conducted?

Ask researcher to

select subfield from
a list or to indicate
field/subfield is not

Name of researcher' . .eld/
subfield

® Aquatic and terrestrial
microbiology - marine

e Immunology « o on the }iﬁt' ecology

® Geretics "
ets. -

N\ étep 2. 1dentify the Research Topic

Problem specification tasks
in marire microbial acology

e Ide' tify phenomenon

e Establish its impcrtance

¢ Determine feasibility

Select organisms to study

of

What phenomenon is
being’ studied?

Why is it jmportant?

Is it feasible from a
methodological stand-
point?

What organisms are
-being studied?

A8k researcher to
respond to each
. question.

A statement of the research
topi

e Mquatic pathogens as health
hazards

® Cause of disease ii. divers

® Methods exist to study
n- ~lems

o (¢ isms are: shagella,
salmonella, aeromonas

Step 3. Identify Appropriate Procedural Script

i

Procedural scripts in se-
lected subfield

" ® Marine microbial écology

¢ Taxonomy
o Etc.

What research pro-
~ress/paradigm are

you following in your
current research?

Ask researcher to se-
lect the procedural
script he is follow-
ing.

hame of script

-

e Marine microbial ecology.
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Table 4. Example of the Need Diagnosis Proc

1 9

A

in Microbiology (Continued)

Aids

Questions

Process

Products

Step 4.

Locate Researcher in. the Procedural Script

Marine Microbial Ecology
Script: Main Phases

e Problem identification

e Sampling and culture de-
termination requirements
Design ®reliminary experi-
ments

Morphological description .
Physiological description
Biochemical description
Genetic description

Impact determination

® 5 0 0 0

Which phase are you
currently working on?

Ask researcher to
select phase he is
working on

Tasks in Sampling and Cul-
ture Determination Phase

e Develop sampling plan

e Identify/select/develop
sampling method

e Identify/select/develop
isolation method

e Sample/isolate/grow se-
lected organisms

What tasks are you
currently working on?

&

Name of phase

o Sampling and culture de-
termination

Ask researcher to se-
lect the task(s) he
is working on.

1f the model: is not
elaborated enough ask
the researcher to
provide the specifi-
cation.

Name of task(s)

. Identify/select/develop
sampling method.

e Ic.ntify/select/develop -
isolarion method.

Step 5.

Characterize the Researcher's Exp

erience Qith the Script

and the Content Area

Names of current ¢ask(s)

‘e ldentify/select sampling

methods.
Field/subfield 1

e Marine ecalogy

Statement of the research
topic

Have you done this
type of research be-
fore (followed this
paradigm)?

Row. would you char-
acterize your knowl-
edge of the topic:
expert, some famil-
iarity, etc.?

Yes

Some familiarity

L}



YTable 4, Example of the Need Diagriosis Process in Microbioiogy (Continued)

Aids

.

Questions

Process

%

"Products

L} - ¢
Step 6. 1Identify Researcher's Questions in Each Task

ik

Names of current tasks

e Identify/select/develop
sampling methods

Field/subfield

® Marine ecology

Statement of the research
topic .

What are your current
questions?

Ask researcher to
state guestions
(knowledge gaps for
each task).

Researcher's questions

e What are the effects of
temperature and falinity on
survival arid growth of sal-
monelia, shagella, aeromonas?

Where in .the water column

should samples be taken to

maximize concentration of
bacteria?

How much water is needed to
provide an adequate sample?

What apparatus has been useh

successfully at different

levels of the water column?

Step 7. 1

s

dentify Content Knowledge of Researcher on the Selected Task

i
=
e
{
J

The content model for sam-
pling pathogens (Table A-2,

Appendix A, page A-5)

Which parts of this
model are you familiar
with?

Ask researcher to
identify the, content
in the model he knows
about.

Is there information
on the content that is
not *included?

Ask researcher to add
additional content .to
the model.

A description of what the re-
searcher knows about the topic.

3
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\ V. CONCLUSIONS .
Tho observations described in this report suggeso that the
next generation of computer-based information systems should
include an_ interactive, need -diagnosis component which develops
‘a representation cf the user's knowledge schemata. Interviews
with both microbiologists and psychologists resulted in the
identification of some common research process scripts and con-
tent models related to the scripts. These common scripts and
models were used by the interviewers as aids in. creating a rep-
resentation of a given researcher's knowledge schema at a par-
ticular °point in' the research process. These representations
provided effective frames for searching the literature and de-
veloping focused information products. a

The next step is to develop a software prototype of the
;diagnOStic process. Much work has.been done in artificial in-
telligence research which applies dfrectly to this effort. of
particular relevance is the work on knowledge representations
and on the develoﬁment of expert systems. '

The possibility of being ablc to model the user on an in-
dividualized Jevel is a most attractive challenge. The prospect
of adabting the information retrieval process to the particular
person by means of a model of that person's unique knowledge

structure is an important area for further investigation.
4
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. Table A-1.

Biochemistry

of Bacterial Attachment Str-ictures

Content Model

Bacteria have structures which
they use to attach them-
selved to surfaces and other
cells; these structures could
be pili, fibrils, fibers.

Questions

Knowledge Package from the Literature

What are the
attachment
structures of
marine bac-
teria?’

Pili have been described in the clinical literature;
transmission electron microscope shows one marine
bacteria to have pili.

Attachment structureslg:e///
composerd either of protein,
lepid or polysaccharide.

/

Pili of ‘clinical strains of
bacteria are composed of
pratein.

R S A LN TR

Two general steps are re-

' quired to develon a sample for

biochemical analyses; the

structures must ' > isolated
from the cell, t isolated
structures must be purified.

AN
-

What are the
attachment
structures
composed of?

No work has been done on pili in marine bacteria.

/

i1

.

Ro.

What are the
procedures for
isolating at-
tachment
structures
from the cell?

Weiss, R., 1972. E. coli pili are usually removed after

2 minutes of homogenization at room temperature. With

P. aeruginosa, pili removal required 3.5 minutes of homo-
genization at top speed in an Omni mixer (Model OM-1150)

with a chamber.capacity of 100 ml.

Novotny, C., et al, 1969. Pili were removed by homogeniz-~
ing for 2 minutes at 37 C. in an Omni mixer 11506. F-
pileated cells decreased as blending speed increased beyond
1,600 rev/min. Other effects ,of blending speed are also
given (e.g., F-pili lehgth).

Kurbsaka, R., 1974. Fimbrae of aeromonas were removed by
blending in a Waring blender No. 4 for 5 minutes.

Ellen, R. P., et al, 1978. Samples were blended for 60
seconds at 16,000 rpm (Vis Tis Model 23 homogenizer).

What are pro-
cedures for
purifying an
isolated sam-
ple of attach-
ment sStruc-

Kurosaka, R., 1974. This paper presents a method for
purifying fimbrae of aeromonas. Figure 1, page 15:
Fractionation procedure used to prepare fimbrial sus-
pension, is specifically useful. This figure given a
schemata for purification.
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Content -Model
e e .
Quantification ot -,.uctures
allows for examining condi-
tions wh.ch produce growth
of structures.

hJ

Questions

What are ﬁro-
cedures for
quantifying
(counting
attachment

structures).

~

Table A-1. Biocihemistry of Bacterial Attachment Structures (Con.inued)

.- e

Knowledge Package from the Literature

—— . .- - B e T —

Buchanan, T., 1975. Describes anﬁibody'techgique for
assaying the number of fibrils.

The antibodies are radio
active labeled.

Ellen, R. P.. et al, 1978. Procedure for determining
fiber growth (density) by measuring the solution turbidity.

As more fibers grow the cells aggregate, become heavy, and
settle out of solution.

B
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Content Model

. .

- — e e e o -

Temperature and salinity
affect the number of
azteria.

Different species of bac-
teria require different
temperatures and different
levels of salinity for
growth and survival

Most bacteria reproduce more
slowly at low temperatures.

A water column contains dif-
ferent temperatures and di.-
ferent salinity levels.

Bacteria are distributed
differently through the
water column.

The wairer column is repre-
sented by surface, sediment
and levels BF water in
between.

Different procedures are
used for taking samples from
different levels.

.

Questions

What are the effects of
temperature and salinity on
the survival and growth
rates of salmonella,
shagella, vibrio cholera,
aeromonas

Where in the water column
should samples be taken to
maximize on the numbers/

concentration of bacteria?l

How much water is needed
to provide an adequate
sample?

"

o

What apparatus has been used
most sugcessfully at dif-
ferent' levels in the water
column?,

What are the specific pro-
cedures at each level in
the water column?

- _— - ROV

e e i e ]

-

]

L
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Table A-2. Sampling Pathogens from A Mariine Environment

T

Knowledge Package from the Literature

Kaper, F., 1977. Vibrie species ave restricted
in their distribution bv salinity; vibrio cholera
are found in brackish werers. .

Cherry, W. B., et al, 1972. Llisted several en-
vironmental factors that could effect sample
size of salmonella: rainfall, water tempera- -
ture, pH.

Koditschek, C. K., 1976. Sediment samples may

be a better source of pathogens than water. This
work done in the New York Bight.
Koditschek, C. K. Water Research 1974. This

paper suggesis that sediment samples may pro-
vide a better index of water quality than water
samples. Generally more bacteria are found in®
sediment.

2

Colleague at NOAA, 1978. Some specific sugges-
tions are using larger bottles for surface
samples; using new cocllapsible bag which the
diver takes to a depth, pulls open and fills
with water. -

Litchfield, C.D. 1975. Collect bacteria sample
from sediment, using Smith-McIntyre grab - "Ap-
proximately 1 liter of the sandy sediment was
removed from the grap to a wide-mouth plastic
bottle and mixed with a sterile spatula to re-
duce subsequent sampling variations.” It is

"better not to freeze samples.
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Table A-2.

Sampling Pathogens from'A Marine Environmenf (Continued)

Content Model

—— . ———

Questions

Knowledge Package from the Literature

Rittenberg, S. C., 1958. Describes a2 method for

collecting surface sediment samples using divers
and plastic tubes. The idea is to sample only
surface layer and not the core. There are gen—
erally more bacteria on the surface.

Kodiischek, I.. K¢, 1974. Sampled sediment

using a Smith-McIntyre grab. Sampling procedures
followed Standard Methods (1971).
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Time Perspective As A Predictor of Career Choice

~ Table A-3.
iContiﬁt Model Questions Knowledge ?acsages ffGE the Literature

“

Thres classes cf time per-
spective have been studied:
past, present, future; present
oriented people seek immediate
revxrdlpnnishnent, future
oriented people are willing to
work toward long-range goals.

Career orientation -programs

- are used to provide students

with informatior on career

" options. The program of

interest has been designed tc
inform students about careers
in engineering.

Career orientation programs
are used to provide students
vith information on cireer

- options. The program of

interesc has been designéd
to” inform students about
carﬁ;rs in engineering.

How does time perspective
relate to the effectiveness
‘of ptesent and future
oriented career orientation
programs?

A3
|

Lower class people tend to
be p*esent-oriented, middle
class people are future
oriented.

What factors have been
found that correlate with
an individual's time per-
spective? .

Shannon, L. (1975).
have lower expectanci
cause the future appe

Kendall, M. B. (1970).

little difference in

Teahan, J. E. (1958).
optimistic and future
achievers.

Disadvantaged subcultures
es for the future be-
ars more uncertain.

Social class made
time orientation.

High achievers are more
oriented than low

1
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Content Model

Questions

Time Perspective As A Predictor of Career Choice (Continnued)

Knowledge Packages from the Literature

. Do individuals in minor-
ity groups giffer in time
perspective from middle
and upper class whites?

Tests have been developed to
measure time perspectives;
some involve ‘story telling

or goal selection.

What specific measurement
instruments have been used
to study time perspective?

E

Ruiz, R. A. (1967). Names and describes
several tests of time perspective:

® Time Reference Inventory

¢ Incomplete Thought Test :
e Story Root Test

® Write A Story >

Wallace, M. (1956).
tests of time perspective: .
® Story Completion

o Ti@e Projection of Events

¢ Time Sequence of Events

Teahan, J. E. (1958).
clude:

Tests discussed in-
TAT cards, story completions.

Cottle, G. J. (1969). Describes the Lines
Test for Measurinrg Time Perspective.

Names and describes taree

How valid, reliable, etc.,
are these tests?

What are the specific
characteristics of each
instrument?

What are the administration
procedures?

Gan any of the existing
instruments be directly
applied to the current
problem?

T 4
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