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During the period of December 1, 1980 - November 30, 1981 two areas
of inquiry were underaken by staff of the Multilevel Interpretation of
fvaluation Data Study. Most of the study e%fort—was devoted to an in-
depth empirical study of multilevél approaches for test development and
interpretation. A report detailing the reshlts of this investiation
is attached (Appendix A) and a summary of its purpose, methods, results,
and implications is provided below.

The remaining work effort was devoted to an, examination of how recent
methodological advances ﬁight be incorporated in future large-scale
eQaluations. The actual activities varied somewhat from original plans.
It is possible at this point to describe the major aﬁalytical develop-
ments and to consider thejr possible uf}lity in 1arge~sca1eyprogram
evaluations in aducation. A rebort detailing current work is attached
(Appendix B) and a .brief summary is provided below. At present there
are no plans to continue this line of inquiry as a separaté study when
the MIED study activities are transferred to the CSE Methodology Program.
We will continue to monitor methodological developments potentially
relevant to large-scale program evaluation, but will nct make this a

primary thrust of our work given the 1im**ad resources available.




A Empirical Studies of Multilevel Approaches to

Test Development and Interbretation

Review and Rationale

During the past several years, CSE personnel have been wgrking on
the app}icabilit& of multilevel metho&g to test development and inter-
pretation. An 1ni§ial report (Miller & Burstein, 1979) detailing concep-
tual models for anplying multilevel analysis principles to test development
and interpretéfion was submitted in ﬁovember,1979. However, it was clear
that we had only begun to scratch the surface of this problem.
-Horeover, the problem appeared sufficiently ?ﬁportant in a number
of educationai contexts to warrant further attention.

Instructional Sensitivity of Tests. The impetus for the work on

multilevel approaches to test development and interpretation is the
increasing concern about the 1nstruct1onal sens1t1v1ty of standardized ‘
achievement tests. This concern derives from several aspects of current
thinking about such testing. First, there is support for the notion
that test performance is high when there is substantial overlap between
the content of the test and the content of instruction (e.g., Armbruster
et al., 1977; Jenkins & Pany, 1976; Leinhardt & Seewald, 1980; Madaus

et al., 1979; Walker & Schaffarzik, 1974). Given this connection, the
evidence of wide variation in content eoverage in the major standardized
achievement tests (Porter et al., 1978) raises the question of whether
schools have carefully selected the test which best fits their curricu-
lum (and whether this is even possible in a district with many schools).
Second, researchers from diverse viewpoints have argued’'that while "the

broad spectrum of standardized achievement testé may be useful indicators
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for illuminating state and national policies, these tests are insensitive
to instructional or program effects (Airasian & Madaus, 1&76, 1980;
Berliner, 1978; Carver, 1974, 1975; Hanson & Schutz, 1978; Madaus et

al., 1979, 1980; Porter et al., 1978).

The weak evidence of schooling and program effects (Avercb et al.,
1972; Coleman et al., 1966; Stebbins et al., 1977) in the face of
strong beliefs that students do learn from given school and program
experiences is largely responsible for current challenges to the
instructional and prngram relevance oi standardized achievement tests.
The challenges from researchers knawledgeable about classroom practices
and processes are based on the argument that as long as teachers have
the freedom to choose areas of coverage and emphasis, tests cannot be
expected to have relevance for all classrooms. Curriculum developers
offer similar reasons for suggesting that tests are not appropriate to
the content of their curricula. While these arguments have intrinsic
merit, they raise as many questions about the appropriateness of instruc-
tional coverage decisions by teachers and curriculum developers as they
do about the utility of the tests for measuring skills that should be
part of the repertoire of the nation's studentg.

These concerns about the instructional sensitivity and program
relevance of norm-referenced achievement tests have caused some educational
researchers and practitioners to turn to criterion referenced measurement
(e.qg., see Berk, 1980; Baker, Linn, & Quellmalz, 1980; Harris, Alkin,

& Popham, 1974; Popham, 1978). When looking at a single program with
common goals, objectives, and curriculum coverage, criterion-referenced
tests can provide a better measure of the quality of instruction when

targeted to the specific goals and objectives of the program. However,

H
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once a study shifts from a single uniform program to examine multiple
groups {e.g., classroom or school) that may share a common general goal
but approach it differently (e.g., different specific instructional
objectives, aifferent seduenc1ng, or different relative emphasis across
objectives), trouble arises in trying to develop criterion-referenced
tests, both specific to the program of each group (classroom or school)
and yet general enough for comparisons across groups. One alternative is
to bu;1d criterion-referenced measures that contain all the objectives
of all the programs. But this strategy can rapidly become unwieldy
because the d:fferences between programs generate too much material to
test7 urthermore, when some programs cover more objectives than another, j
they are still at an advantage because there are fewer novel topics
covered oﬁ the exam.

Given the problems with using criterion-referenced tests to measure
di fferences between groups which differ in instructional objectives
and/or approaches, it is not surprising that norm-referenced tests con-
tinue to be used for cross-program {school or classroom) comgarisons,
especially when they are judged to adequately cover {at least at some Tevel
of generality) the common part of the curriculum. The challenge is to
insure that whatever measures are used to judge impact are sufficiently
sensitive to differences in programs and instructional groups. Since
standardized tests are at present the primary evidence for such judgments,
the extent to which they perform their desired function warrants attention.

Measuring Programs As Well As Students. There is a perhaps too

subtle shift in emphasis implicit in our concerns about the instructional
and program relevance of measures of student performance. The rationale

for the current investigation might instead be viewed as part of a shift



in the conception of the purpose for standardized achievement testing
in education. A traditional conception would clearly emphasize obtaining

a description (measure) of what students know and how their knowledge

compares with that of a relevant group (classmates, same school, same

grade Tevel, publishers' norms, etc.). The same rationale holds whether .
one is talking about norm-referenced or criterion-referenced measurements
though with the latter, both the degree of specificity of the pertinent
body of knowledge and the nature of the comparison (to a given level. of
performance within the domain of knowledge reflected in the test) are
changed. Measuring what students know is still the primary concern.

This individualistic conception of achievement measurement served
well as long as the measures of performance were intended only to help reach
decisions about individuals (e.g., Does the studont have the necessary
background knowledge for Algebra II? ‘tho should be selected for an
academic scholarship? Which students need remedial instruction in reading?
Should the student be advanced to the next objective or spend additional
time on the ones already studied?). While the level of generality
required in dividing performance measures into content domains might
vary depending on the specific circumstances (see Baker, 1981), that
the "decisions are being made about individJals is still the dominént
feature of this kind of achievement measurement, not whether the tests
are norm or criterion referenced.

At a simpler period in our history when American citizens were less
mobile and more homogeneous, school "systems" were smaller, fewer students
advanced to each higher level of the educational system, and there was less to
be learned and a greater consensus (folklore) on instructional content and

method, operating by a strictly individualistic conception of achievement




' measurement may hgve been the proper role for testing in schools. However,
~ the growth in the diversity of modern American society, with the accom-
panying egpansion of the educational level of the citzenry, the information
and knowledge to be iearned, the centralization of schools into larger
school systems and the broadening of the array of curriculum and instruc-
tional alternatives, raises questions about the adequacy of purely indivi-
dualistic models of achievement testing for meeting the changing organigation,
operations and needs of American education.
Under present conditions in education, then, it seems particularly
appropriats to delineate an additional conception of the purpose of
achievement testing. This conception emphasizes the role of performance

on achievement tests as measures of the quality of the student's educational

h experiences. Under this conception, the focus shifts from obtaining a

‘ status assessment of the individual student to an examination of whether
students Eoming from given educational programs have obtained certain
levels of knowledge. The focus is no longer strictly on the student;
the school system through its choice of programs in which to participate,
through the curriculum decisivns about wh;t to teach, through the specific
instructional activities of individual teachers and through the coordii.ation
of these activities aimong teachers (both at the same and at different
grade levels or subject matters) in the same school and district is
viewed as having a direct responsibility to accomplish jtg educational
goals for its students and is held accountable by the public for its
actions! Decisions about programs (e.g., How does the performance of
students in"the pull-out program compare to performance in mainstreamed

‘ instruction with more educational assistance in the classroom? Is the

1

special tutorial program enhancing student learning?) and instruction
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‘ (e.g., Are students in school (classroom) A showing sufficient educational
' progress? Are students in classroom A which uses textbook Q learning
the same things (and as well) as students in ofner classes using textbook
W? Does the body of knowledge taught students in grade M in school B
prepare them adequately for the instruction planned in grade M+1?
Which instructional topics need further study to bring studerts in class
(school) P up to an acceptable performance level?) are emphasized in
additinn to concerns about individual learners.
This conception of testing as a meauns to examine the results of

edcuational programs is in line with the concerns of researchers and

policy—g?kers interested in measuring program and schooling effects.

More imﬁortant]y, we argue that this view of achievement testing is
consonant with current emphasis on linking testing and instruction in
schools and on systemic efforts at program and instructional improvement.
It is also clear that this conception places greater emphasis on the
aggregation of test scores across students within classrooms, schools,
programs, districts, etc., in order to provide information in a form that
is more directly relevant to program and instructional decision-making
than strictly student level data would.

Psychometric Considcrations. Given a concern for measuring program

and instructional differences as well as individual differences, the
complaints about the traditional psychometric basis for standardized
test construction are well-taken. While these tests have been used to
« assess the achievement or ability differences among individuals, as
well as ranking the achievement differences among aggregates of individuals
‘ (e.g., classes or schools), the psychometric model uced in test construc-

tion has focused primarily upon the former. Some critics have argued

" Iy



' that tests designed to differentiate among individuals maximize the
within-school differences relative to the between-sghool or between-
program differences (Airasian & Madaus, 1980; Carver, 1974, 1975;
Lewy, 1973; Madaus et al., 1980).

Theoretically, of course, there is no reason to assume that a test
designed to measure individual differences cannot also measure school
or program differences. However, the bulk of the evidence from school
effectiveness studies seems to suggest that either school or program
differences do not exist or we are measuring the differences improperly
(Madaus et al., 1980).

Multilevel Considerations. The concerns cited above seem to reflect

the =ame units of treatment and analysis issues which underly much
of the. recent work on analysis of multilevel educational data (Barr

‘ & Dreeben, 1977, 198%1; Burstein, 1980a, 1980b; Cooley, Bond, ard Mao,
1981; Cronbach, 1976; aittrock & Wiley, 1970). Cronbach (1976) directly
addressed the units of analysis implications for test construction and
interpretation and a few studies (e.g., Airasian & Madaus, 1976; Lewy,
1973; Madaus, Rakow, Kellaghan, & King, 1980; Rakow, Airasian & Madaus,

1978) have sought to use test data from multiple levels to reflect

schooling and program effects. These efforts barely hint at the
possibilities, however. i

We argue that multilevel examinations of test item data have the
potential to lead to better informed test development, analysis, inter-
pretation, and reporting procedures. For example, careful investigations
of test item data might enable one to identify effects due to background

' differences (e.g., prior learning, sex, socioeconomic and demographic

differences), instructional coverage and emphasis, and instructional
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organization (e.g., grouping and pacing effects). If these separate

effects can be identified, it would then be possible for schoo1 personnef

to reconstruct from item data, a variety of compasites which are potentially

sensitive to the context factors of their .choosing. Likewise, test

developers could include in their test development activities and pro-

cedures which would guard against unknowingly selecting items influenced

by "irrelevant" context and situational character1stiqs (where l“‘hr'lr'elevanc_y"

is determined by the puvrposes for which the test would be used). At the

]east, deve]oéers would be be“ter able .0 describe the properties of

their tests after carrying out a multilevel examination of their Dr;perties.
Our activities under the present grant period were directed to

identifying analytical methods which can distinguish the effects of

various factors that affect between-group (class, school) and within-

group test performance. It was expected that such a multilevel examination

would facilitate the use of test data in program and instructional decision-

making at various levels of the educational system. Hopefully, the ~»

analytical strategies are equally applicabie to tests developed for either

norm-referenced or criterion-referenced usage.

Methods

>

The actual empirical investigation undertaken focused on two general

approaches for measuring between-group (classroom, school, program, etc.)
differences in test performance. Both approaches consider the empirical
characteristics of between-group performance on test items or subsets
of test items.

Investigations at a Tevel below the total test are considered essential

to delect differences in the content, sequencing, and quality of instruction.




Since one is seldom interested in -the consequences of no math instruc-

tion {versus sgme), but is often interested in the choice between time

Eppnt on and methods used in developiné, say,-computational skiils, one /j”’//

3 . R wJ

js:likely to niss relevant differences in the effects of instruct by

considgring only total test scores. . 3

T——

Deairable vs. Available Study Characteristics. The practical

scénario that guided onr empirical inqujry‘was an.examigition of the

data from a standardized testing p?oé?am conduction within a school

3

district. 2 Ideally at any given grade 1eve1, these data would be available
-

at the item level for students within a number of classrooms within the

district's schools. Under these circumstances, the student responses

to indfwidual test items can be both vertically aggregated (instructional

groups within classrooms, classrooms within schools, schools nithin the
diétrjct) as well as demdgranhic groups (e.g., males vs. females, mono-
1ingual vs. bilingual students, different demographic groups), and horizon-
tally aggregated (across -items within a narrow domain, to the ?evel of

instructional units, at the typical subtest level on achievement tests,

.as well as épecific combinations of .subtests and other classifications

of items {e.g, according to process being tested, Tinguistic features,

task structure, etc.’)) to!obtain the desired specificity of information

- bout~prbgram_and instruc%ional~differences. Thus, an inyestigator

~woyuld be able to generaté indices of the distributinn of test performance

for a variety of groupings of students (by class, school, ethnic group,

o

etc.) under alternative rules for content classif1catlon

The empirical work was conducted on data from the Beg1nn1ng Teacher

Evaluation Study (BTES; Fisher; Filby, Marliave, Cahen, Dishaw, Moore, &

‘ Berliner, 1978). The primary data set contains test performance of

125 f@fth-graderé (approximately 6 students from each of 22 classrooms)




on the fifteen fraction items from the BTES test battery. The fractions
subtest was administered on” three occasions -- prior to any significant
amount of fractions instruction (Qccasion B, December), near the end of
the school year (Occasion €, May), and again the following October (occasion
D). Fractions was chosen because of its predominance in fifth grade
mathematics instruction.

The six students in each classroom selected for intensive study,
scored between the 30th and 60th percentile on a beginning-of-the-
year prediction battery given'to all the students from the 22
classrooms. The limitation on the number of students studied was due
to the intensive classroom observations (approximately 25 full days during
thé year) and teacher record keeping requirements. (Teachers were re-
quired to keep daily records of the specific time allocated to different
content-areas for cach student in the intensive study.) TQg students
were chosen from‘the narrower range to ensure that the study concentrated
on the learning experiances of "typical fifth graders"”. In addition to
the tes% information described above, our investigation also included -
éhe BTES measures of Allocated Time in fractions between the B and ¢
test occasions, student Engagement Rates during mathematics instruction,
and the proportions of student time during math spent on tasks with which
tney achieved high success Smissed very few ;roblems) and low success
(answered very few probfems correctly). Additional details about the
data set are contained in the longer report in Appendix A.

In practice, the BTES data differed in several respects from the
data described under the ideal scenario. Typical classrooms have more
students and most likely a broader range of abilities. Moreover, the

content investigated is much narrower than would be typically available
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in a standardized test$battery though there were perhaps more items
devoted to fractions than one would typically find. Moreover, the full
sample was more hamogeneous than the {ifth-grade population as a
whole. It might also be the case that mathematics performance levels
of the classrooms was more homogeneous than typical distribution of
fifth-grade classrooms.

These departures from the ideal both helped and hurt our empirical

efforts. The overall sample size was sufficiently small to allow

thorough empirical analysis by both statistical. and graphiﬁal means at
reasonable cost. We were better able to trace particularly interesting
resuits back to their source than one could with larger data sets. On
the other hand, the small-sample restricted the power of the statistical
tests one might perform (we were more interested in the magnitude of _
particular indices rather than their statistical significance) and
caused certain empirical indices to be overly sensitive to the atypical
performance of individual students within classrooms.

Similarly, the restriction in test content had mixed consequences.
On the one hand, we were gratified to find that potentially important
differences in instructional activities could be identified by examining
class-level performance on items and relatively homogeneous subsets of
items. There would seem to be clear advantages in being able to pinpoint
instructional effects at a level of specificity suitable for instructional
remediation. On the other hand, a broader array of content was never
investigated, there is no way to determine whether the methods used
are sensitive to instructional and program differences at a higher level

of generality. Research by Madaus, Airasian, and their associates and




by Harnisch and Linn (1981) does suggest, however, that the methods
studied are applicable to data covering a broader range of content.

We will not comment further on the limitations of our empirical
work. Clearly, moré emnirical efforts are needed to determine just how
useful multilevel methods can be in test development and interpretation
in local schogl settings.

Specific Analytical Procedures. As stated earlier, our empirical

investigation of between-group program and instructional differences
emphasized two distinct approaches. In the first approach, the empirical
properties of five indices ofi‘ltem discrimination between groups were
investigated. The merits of each index as a criterion for selecting ’
items during test construction were explored. Scales were consiructed
by choosing items that exceeded a certain level on a specific index of
between-group item discrimination. The empirical properties of the con-
structed scales were then examined and comparsd with the characteristics
of the 15-item fractions total score. The five indices investigated
were as follows:
(a) the item intraclass correlation (the proportion of variation in
item scores associated with between-class sources of variafion);
(b) the combination of item intra-class correlations used in con-
junction with between-class item intercorrelations (i.e.,
the correlations of class mean performance on one item with
class mean performance on other items);
(c) the between-class correlation of jtem performance with total
test performance (the group-level analogue of the point-biserial

correlation);
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(d) a discriminant analysis in which items are used to discriminate
arong classrooms; and,

(e) the between-group correlation of item performance with a measure
of inétruction (in this case, time allocated to fractions
instruction)..

The criteria used to judge the merits of specific indices included
the intraclass correlation of the constructed scale, the magnitude of the
effects of instructional variables in regression analyses with student
performance on the constructed scale as the dependent variable and
between-class and within-class instructional and backaround measures as
explanatory variables, and the overall proportion of “variation explained"
~(R2) in student performance. The belief was that specific indices would lead
to the construction of scales that retained between-group variation in
test performance, increased the relationship of instructioral variables
to performance and required fewer test items.

The second group of analytical strategies involved adapting procedures
previously employed for examining patterns of test item respopses of in-
dividual students to detect differences between groups {classes in this
study) of students. Patterns Of correct item responses were investigated
through the generation of class-level variants of the Student-Problem
Chart developed by Sato (1980). The properties of the mean and standard
deviation of Sato's caution index (a measure of the anomglousness of an
individual's pattern of correct item response) as a possible statistical

measure of differential instructional coverage and emphasis across class-

"rooms were also explored. Finally, the use of the patterns of incorrect

-~

item responses as information about between-class instructional differences

was axamined.
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Results

Subsets of Group Sensitive Items. The investigation of the five

alternative indices for selecting items for constructing scales more
sensitive to group differences pointed to a number of similarities and
-differences among the indices. First, the indices tended to select
slightly different subsets of items. Moreover, the items selected by
most indices did not represent any clear content clusters, but rather
specific empirical nuances that aligned the analytical foundation for

a specific index with the characteristics of student performance. Thus,
investigators are likely to need to use several indices to avoid basing
item selection on special circumstances existing in a given sample of
classrooms and schools.

Second, the scales constructed by all five indices exhibited approxi-
mately the same proportion of between-class variation (ranging from .42 |
to .50) as the total scale (.47). This level of retention of variation
was obtained despite one-third {10 item) and tw~-third (5 item) reductions
in test length. Obviously, focussing on indices of between-group dis-
crimination accentuates the between-class differences in item performance
that was the basis for their consideration in the first place. Unfortunately,
the relationships of the scales to the instructional and background
variables fluctuated according to the index used for item selection. As
might be expected, the index based on the between-class correlation of
the items with instructional variables was most effective in building
a scale sensitive to the variable used to select items. Other differences
were less predictable. The obvious conclusion from the analysis was

that if investigators know the variable according to which they wish

18
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to distinguish performance, then selecting items on the basis of their
relation to that variable is an effective strategy for empirical item
_selection.

Finally, the stability of the indices was investigated by comparing
scales formed using the data already described with the scales formed
from a limited set of pilot data (5 full classes containiﬁg approximately
120 students). None of the indices of item discrimination between groups
were particularly stable across samples. Different items were selected,
the intraclass correlations for the constructed scales changed and the
relation of the scale to instructional variables fluctuated. However,
the 1im?ted number of groups in the pilot study might be at least

partiglly responsible for the observed instability.

Patterns™Gf Item Resvonse. The examination of between—c]éss patterns

i

of correct andlincorrect item responses indicated that the patterns of re- / {
Sponses were related to group membership. Moreover, since results held up eve; 1
after controlling for between-class differences on the pretest, the pattern
of responses appears to be related to instructional coverage and emphasis.

The patterns of correct item response on the posttest clearly showed
a relationship to instructional coverage that were not visible prior to
instructiqn. For example, certain classes with only poor or average
performance in the addition of fractions, exhibited high performance
on the more difficult "algebraic manipulation" topic. The differences
in coverage and emphasis turned out to be most evident at the item level.
For example, students in some classrooms managed to learn simple addition
and subtraction of fractions with common denominators and virtually

nothing else.
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The results from the use of the class mean and standard deviation
on the caution index as statistical indices to detect unusual instructional
patterns were mixed. Classrooms whose unusual instructional coverage and
emphasis was evident from the patterns of correct responses tended to
pave high mean caution indices. Unfortunately, there were several classes
in which the anomalous response pattern for a single student (out of 6)
also resulted in high mean caution indices. However, since these class-
rooms-a1§6 tended to exhibit high variability in the caution index, it
~was still possible to separate classrooms with distinctive instructional
patterns from those with variable student response patterns. The confusion
of individual with group anomalousness should be even less likeﬂy in
regular size classes.

The class-level analysis of patterns of incorrect item responses
was particularly informative. There were clear instances where students
in the same classroom exhibited a commen incorrect problem solving pro-
cedure (e.g., adding both numerator and denominator in the addition of
fractions). The reasons for this incorrect procedure may be traceable
to inadequate instruction or simply lack of instruction when the faulty
procedure was present prior to instruction. Overall, there was considerable
evidence that error patterns reflect both random and systematic processes
and that systematic errors have both individual-specific and giroup-
specific determinants.

Concluding Comments

As with any research, the conclusions of this study are limited by
the data employed and further research is needed. Nevertheless, the

present investigation does provide support for arguments that tests can
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be constructed in ways which are more or less sensitive to desired
group characteristics (e.g., instructional and program differences)
and investigations of group-level patterns in test item responses can
provide important information about the group-based differences in
instructional experiences.

Having concluded that the multilevel approaches to test development
and interpretation are potentially beneficial, we need to comment further
on the conditions under which we expect these methods to be maximally
ugifu]. In order to achieve maximum benefits from procedures for selecting
group-sensitive items, it appears that one needs te know the specific
characteristics whose between-group effects one wants to measure. For
instance, it is logical to choose items which exhibit high relationships
to time allocated to instruction if the intended purpose of the scales
constructed from the items is to distinguish the consequences (in future
samples) of differences in instructional coverage. This is brecise]y the
basis for the item selection procedures employed in the BTES study and
might be-used in other instances where the intent is to monitor the
effects of such instructional differences. The problem is that in many
cases, investigators do not know nor are they able to anticipate the
characteristics of groups that are most salient to their purposes.
Alternatively, the number of characteristics of interest may be large
and their interactions may be complex in natural classroom settings.
Under these circumstance, the investigator is forced to explore a number
of alternatives in the hope of discerning patterns of group ;ensitivity
that reflect on the questions of interest. This is likely be both a

time-consuming and difficult task.

21




We are less concerned that investigation of group-level patterns in
test item performance can go awry. In fact, group-level information
appears to be particularly well-suited for the purpose of‘forming
decisions about instruction and program effects. We can envision providing
teachers {and groups of teachers) with the patterns of performance for
their own class as well as pattérns for seemingly similar classrooms.

While this class-level information may not be sufficiently dfagnostic
about an individual student's problems, it can potentially pinpcirt for
teachers (and groups of teachers) the consequences of their particular
decisions about instructional coverage, emphasis, and method. As such,
class and school level patterns of test item performance would seem to

be a valuable element of irformation-based program improvement activities
in individual classrooms, schools, and school districts.

What remains to be determined about investigations of group-level
item response patterns is whether these methods become intractible once
the number of groups and nhumber of items becomes large. We also need to
know more about which special characteristics of groups (e.g., heterogeneity
of ability or diff;rential instructional coverage within classrooms) or
items (e.g., the diversity of content, information processing requirements)
cause examinations of response patterns to be more or less fruitful.

There is also a question of how the amount of inform.tion and the method
of reporting it affects the usefulness of these procedures for specific
audiences (e.g., teachers, principals, administrators, evaluators).

While the successful results from examinations of graphical procedures is
heartening, there are clearly limits on how far one can go before even
the simplest form of data display becomes an unintelligible blur for the

practitioner.

o
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Given the above concerns, the next phase in this investigation of
multilevel methods for test development and interpretation should be
obvious. It is time to investigate the utility of these multilevel methods
in actual testing and test reporting procedures in school< and school
districts. Studies in such contexts are necessary to identify the boundaries

of the practical applications of multilevel perspective toward test

usage in local school improvement efforts.
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(1)

(2)

FOOTNOTES

We do not intentionally ignore the role of the home in this con-
ception. However, school systems have the responsibility of commun-
icating their educational goals to parents and providing them a means
for participat™»g in the education of their children. Moreover,
schools cannot abdicate their responsibilities in the development

of a well-educated citzenry simply because of shortcomings in the
home.

The scenario need rot be restricted to thé school district level

and below, especially when broader curriculum and program evaluation
issues are at stake. However, it seems unlikely that the kinds of

program and instructional improvements of interest here can be

reasonably accomplished through examination of higher-level data except
to the extent that a given district judges its performance by com-

parison with other districts. The form of signal reflected by district-

level data is almost invariably at least a step removed from the level
where program and instructional changes can be implemented. It is .
at the school-building level and below where instructional manage-
ment occurs. Thus, we have concentrated our efforts on methods for

using test information at the level of school and classroom. We

return to this issue later on.
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ABSTRACT

The largely negative results of the studies of the effects of
schooling suggest'that‘the relationship of school or prograﬁ inputs
to student achievement is negligible or nonexistent after controlling
for home background and entering ability. Because of a belief that
schooling does affec¢t student acﬁievement, researchers have questioned
the empirical and measurement techniques us;d to evaluate the effects
of schoé]ing on student achievement. One érea of concern is with the
instructional sensitivity and program relevance of standardized
norm-referenced achievement testc used in these studies.

Since education occurs iﬁ a multilevel system (e.g., students
within classes, classes within schools, etc.), one possible short-
comming of the major standardized norm-referenced achievement tests
is their failure to take into account the nest1ng of units 1n the
educational system during test construction aralysis, and interpreta-

tion. Consequently, this study uses item data at the class level to
. \

construct'tests‘poteniial]y more sensitive to instructional differences
and to examine patterns of item response which may help describe
instructional differences. .

Data from the fractions test from the Beginning Teacher Evaluation
Study, was uséd in an empirical examination of test construction
and the analysis of patterns of item response at the class level.
In the construction phase of this study, it was found that selecting

items from an index of discrimination between groups did lead to

33




scales more sensitive to instructional differences. Moreover, specific
indices of item discrimination between groups led to scales with
different properties which might be useful in'different contexts.

From the analysis of patterns of item response, it was found
that not only did patterns of correct and iﬁcorrect item response
vary as a function qf class membership, but that the patterns of
response reflect substantively meaningful differences in instructjon.
The patterns of correct item response c]ear]& showed a relationship
to instructional coverage and emphasis that: were not visible prior
to instruction. The patterns of incorrect item response were also
found to depend on class membership. .

Overall, the results §ugge§t that important group differences,
including instructional and program.differences, can be gleaned from
a group-level analysis of item data. Furthermore, the total test

score will often mask these important diffirences.




CHAPTER 1

INTRODUCT IOHN

ror much of the past 15 years, studies of the effects
of schooling and large-scale evaluations of aducatiornal
interventions have indicated that the relationship of
school or program inpuis (e.g., por puril expenditures,
nunber of aides, or differential allocation of time in a
given subject area) to pupil outcomes is negligible or
nonexistent after controlling for home background and

entering ability (Averch, Carroll, Dcnaldson, Kiesling, &

Pircus, 1972; coleman, Campbell, Hobson, McPartland, Mood,

Weinfeld, & York, 1966; Comber & Keeves, 1973; Jencks,
Smith, Acland, Bane, Cohen, Gintis, Heyans, & Michelson,
1972; Purves, 1973; Stebbias, St. Pierre, Proper,
Andersen, & Cuerva, 1977; Thorndike, 1973). Hovever, a
prevailing belief that schooling does affect student
achievement and that progiam and instructional differences
are reflected in student achievement has caused many
researchers to question the traditional empirical and
measurement procedures used to arrive at these

conclusions.

The traditional model used ir program evaluation and

school effects studies is to treat student achievement




(usually measured by ncrm-referenced achievement tests) as

a function of home backJround or socioeconomic status, and
school or program inputs {e.g., Coleman et al., 1966;
Comber & Keeves, 1973; Purves, 1973; Thorndike, 1973).
While it would be preferable to use a pretest-posttest
design (Campbell & Stanley, 1963) with the schooling
variables equated with the treatment and socioeconoaic
backgrourl ent2red 2s an additional covariate, the cross-
sectional nature of school effects data ~ften precludes

the use of a pretest.

The model used to evaluate the effects of school or
program variables on student achievement has been
criticized for a number of Qifferent shortcomings.
Analytical concerns typically focused on problams in the
nodel specification (Bowles 5 Levin, 1968; Hanushek &
Kain, 1972), and in the treatment of multicollinearity
between background and schooling effects (Carver, 1975;
Hayeske, Okada, Cohen, Beaton, & Wisler, 1973; uayeske;
wisier, Beaton, Weinfeld, Cohen, Okada, Proshek, & Tabler,
1972). 1In addition, there has been a lot of criticism of
the adequacy of the measurement of both school and progranm
components (House, Glass, Mclean, & Walker, 1978; veldman
& Brophy, 1974), arnd outcomes (Airasian & pHadaus, 1976;
Haney, 1977; House et al., 1978). Concerns about the

adrquacy of the mcasurement of outccmes are of primary




interest to this inquiry.

The outcoma measures typically used in large-scale
program evaluations and school effects studias are
standardized norm-ceferenced achievemant tests. These
tests, such as the ¥e ropolitan Achievement Test or the
California Test of Basic Skills, usually consist of two
sets of subtests -- verbal and gquantitative. The verbal
subtests cover areas of language skills such as spelling,
word knowledge, language (grammar),'and reading (ansvering
guestions about a paragraph), and in the later grades,
verbal tests also cover substantive areas such as history
and science., On the other hand, gquantitative subtests
might cover either different areas of mathematics skills
(¢.y., addition, subtraction, decimals), or the subtests
might reflect a more general division into mathematics
computation, mathematics concepts (e.g., inequality or

time measurement), ard solving word problems.

Because norm-referenced achievement tests are
typically used to evaluate the effects of schooling, it is
not surprising that much of the criticism of the school
effects literature has centered around the instructional
sensitivity and program relevance of tests (Airasian &
Madaus, 1976; Carver, 1974; Porter, Schmidt, Floden, &
Freeman, 1974). This concern derives from several aspects

of current thinking. First, there is support for the




notion that test performance is high when there is
substantial overlap betwean the contsnt of the test and
the content of instruction (e.g., Armbruster, Steven, &
Rosenshine, 1977: Jenkins & Pany, 1976; Leinhardt &
Seawald, 1980; Madaus, Kellaghar, Rakow, & King, 1979;
Walker & Schaifarzik, 1974). Given this connection, the
evidence of wide variation in content coverage in the
major standardized tests (Porter et al., 1978) raises the
quastion of whether schools have carefully selected the
test which best fits their curriculum and whether this is
even possible in a district with many schools. Second,
res2archers from diverse viawpoints have argued that while
the broad séectrum of standardized achievement tests may
be useful indicators for illuminating states and national
policies, these tests are insansitive to instructioral and
program effects (Airasian & Madaus, 1976; Berliner, 1978;
Carver, 1974, 1975; Hanson & Schutz, 1978; Madaus &
Airasian, 1980; Madaus, Airasian, & Kallaghan, 1980;

Madaus et al., 1979; Porter et al., 1978).

These concerns about the instructional sensitivity
and program relevarce of norm-referenced achievement tests
have caused soms educational re’searchers and practitioners
to turn t2 criterion-referenced mzasurement (for review,
see Berk, 1980; Harris, Alkin, & Popham, 1974; Pophanm,

1978) . When looking at a single program with common




goals, objectives, and cur:iiculua covarage,
criterioa~referenced tests can provide a Ltettar measura2 of
the guality of instruction when targeted to the specific
goals and objectives of the program. However, once a
study shifts fro. a single uniform program to examine
multiple groups (e.g., classroom or school) that may share
a common general goal bnt approach it differently (e«g..
different specific irstructional objectives, differént
sequencing, or different relative emphasis across
objectives), trouble arises in trying to develop
criterion-referenced tests, both specific to the progran
of each group (classroom or school) and yet ganeral enough
fer compariéons across groups. One alternative is to
build criterion-referenced measures that contain all the
objectives of all the programs. But this strategy can
rapidly become unwieldy because the differences between
programs generate too much material to test. Purthermofe,
when some programs cover mo-e objectives than another,
they are still at an advantaga because there are fewer
novel topics covered on the exam. Given the problems in
developing and usipg criterion-referenced tests to measure
differences betwaen groups which differ in instructional
objectives ands/or approaches, it is not surptising that
norn-referenced tests continue to be used for
cross-program (school or classroom) comparisoms,

especially when they are judged to adegquately cover, at




least at soas level of generality, the conmon part of the

cucriculunm.

Since norm-referenced tests will likely continue to
be a standard part of school testing programs, it is
important to davelop methods for improving their program
and instructional relevance. In this study, the
instructional s=nsitivity of norm-referenced achievement
tests will be examined from an empirical fFerspective.
First, the empirical properties of test items will ba used
to build instruments more sensitive to school effects. 1In
addition, empirical methods of examining pattarns of item
Lesponses to gain information about classroon, school, or
program differences wilf be investigated. We will
elaborate on our methods for investigation in later
chapters. At this point, however, we provide a brief
overview >f the tvo main lines of our inquiry into the
program relevance and instructioral sansitivity of

achievement tests.
Test Construction

Depending on the intent of a study, educational
irvestigations focus on educational rerformance at various
levels (individual, classrcom, school, etc.) of the
educational system. That is, one might be interested in

measuring differerces among irdividuals as well as among
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groups of irdividuals, such as classrooms, schools, and

‘prograas., Because of their pervasivé use in educational
- investigations, standardized norm-referenceé achievement
tests are often used to .assess outcomes at different
.levels of aggregation, However, the psychbmetric model
used in the construction of suéh tests is concerned
exclusively with one level -- the individual. Yet,
focﬁsing on the individual has been shown to yieid a
different set of items than constructing tests with a

focus on the group (Lewy, 1973).

Beéause instructional ( e.g., instructional
organization, style, and enmphasis) and other program :
characteristics (e.g., aides, ard money) are often
administered, and:conseguently c%n be measured, only at ;
level other thas the individual (e.g., classroom, or
school), it may prove &seful to attempt to cons@?uctltests
that are nmore sensitive to differences between groups
rather than differences betwean individuals. This might
be operationalized by examiningSthe empirical
characteristics of item data at thé group level. That is,
indices of item discrimination between groups might be
used as a critefia for iten selection during the test
construction phase Jt a study. In this study, a number of

indices of item discrimination between groups will be used

to construct scales and the empirical properties of the

»
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' T constructed scales will ba exaamined.
. .

Analysis and Interpretation of Test Item Data

Iz school effects studies ard large-scale
eyaluations, the dependent measure typically consists of a
composite of many different skiils (s. 9., verbal ability,
instead of spelling, granmmar, etc.).or multiple composites
of skills {e.g., spelling, grammar, etc.). That is, some
global measures of achievement such.as nonverbal skills,
or subsets of skills such JS'mﬁltiplication and division
ars typically Psed as outcones., However, even at the
subtest level (2.g9., multiplication), differences that
exist betféén classes may be masked by the us2 of a
i ‘ coméosite scora: .As Airasian and Madaus {1976) point out,
iteas mgy diffarehtigte between groups in different
directiors, so that when summad, the coamposite fails to
find groﬁp diffsrences., FPor exanple, givemn two groués of
equal size, if everyone in one group answer=2d one item -
correctly ;nd a second item incorrectly, while the reverse
v¥as true for the other group, -then the two items would
discriminate parfectly between thke twc groups
individually, but the sum of the two itens ‘'would show no

differences between the twc groups.

This masking of achievement differences in tests and

subtests is especially important in considering the
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instructional sensitivity of an achievement zeasure.
Instrqption varies across classrooms with respect to
topics that are not always defined at the test or subtest
level. Instruction can vary in the amount of time devoted
to a given topic, the approach taken co a giver topic, the
quality of‘tine devoted to a given topic, and the sequence'
in which toéics are covered, Analysgs of test item data
need to be sensitive to these differencas. Since
achievement differernces might be,maniﬁested in the order,
thoroughness, and quality of coverage of specific topics,
performance on subtopics of an achievement test should
vary not snly or the ba;is £ individual abilities, but
also as a result of instructional differences. Different

instructional settings might lead to different difficulty

kierarchies for iteams.

In crder toc detect thess differences, test data need
to be examined at the item or the subtopic level.
Consequently, this study will examine patterns of iteam
response to try to ggin information abocut instruc@ional
differences that might not be gleaned from the total test
Or subtest scora. Tc¢ facilitate the examination of
patterns of item response for group differences, certain
strategies for arnalyzing patterns of response at the

individual and group level will be employed.

In addition to examining correct item response




patterns and their relationship to instructional
process,the possibility that an incorrect response might
be related to instruction will be examined. ‘he last
decade has seen a growth in the literature which sugge;ts
that errors on achievement tests are often not random, but

are the result 9f an incorrect algorithm (or procedure).

" A student's incorrect Tesponse nay be-a function of a

number of different variables, Por example, the student
may have carried forward an incorrect algorithm from somne
lower skill ({e.g., 2an incorrect algorithm for addition
repeating itself in multiplication), or an incorrect
algoritgg may have developed becauge the student was
absent on the day that the skill was being taught.
Al*ernatively, the incorrect response pattern may be
related to the_ instruction receivede That is, an
iccorrect procedure shared by the majority of the students
ir a classroom is probably influenced by tke instruction
in the given content area. The teacher may be unknowingly
or inadvertently teaching an incorrect procedure, or
something ix the instruction may be encouraging the
transfer of an incorrect algorithm from another area.
Regardliess of the reason for any recurring incorrect
response common to members of the same:group, useful
information can be gained about wha; erroés the students

are making and what adjustments to instructioa need to be

made to correct the problem. ,
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Overview of Later Chapters

Earlier literature oh school effects and concerns
about the instructional sensitivity and program relevance
of standardized norm-referenced achievement tests are
qgvieﬁed in Chapter 2. Also the .pectinence of a
multilevel perspective to this investigation . . discussed.
Next earlier attempts to construct more sensitive
indicators of group differences a:e'reported. Pinally,
work on the analysis of differences in patterns of correct
and ‘'incorrect responses at the indiyidual level which

might be applicable at the group level are reviewed.

In Chapter 3, the empirical téchniques which might be
ﬁééfulzin measuring between-group differences in test itenm
performance are outlined. Then the data base which Qill
be usep to apply the empirical techniques is described.
The ch;pter concludes with an outline of/zbe procedures to
be used in applying the empirical methcds to the data

~

base.

In Chapters‘u and 5, the data apalyses outlined in
Chapter 3 are reported. Chapter 4 begins by describing
the 'empirical characteristics of the data base. Next
Chapter 4§ will examine the(empirical properties of the

items which will be used to form nmore sensitive indicators

11 ’
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of group differances, as well as the scales which are
formed. 1In Chapter 5, the use of-group-level patterns of
both correct and incorrect response$ to gain information

about classroom differences is explored.

Finally, Chapter 6 wiil attempt to summarize the
results of Chapters 4 and 5. 1In addition, future
implications of this study and topics warranting further

attention will be discussed.
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CHAPTER 2

LITERATURE REVIEW

Two lines of inquiry migh%t be followed to improve the
instructional sensitivity and program relevance of
norn-referenced achievement tests. One approach is to
reconsider the empirical properties used in constructing
such tests (e.g., Airasian & nad;us, 1976; rewy, 1973). A
second approach is to use pattarns gf item response after
testing to gain information about differences between
groups., This chapter will begin with a brief review of

the background work on how the question of measuring

schgglﬁeffects becane an issue and why the notions from

P

the litgiature on the analysis of hierarchical or
multilevel data seem pertinent. Second, past efforts at
building more se%%%%%ve~indicators of group differences
é@rough the use of i;ﬁiées of itenm discr%mination between
;ﬁroups will be discussed. Finally, procedures for the
analyses of patterns of item response which might be

useful at the group level will be éescribed.

School Effecis Concerns
Is
The largely regative results from the studies of the
effect§'of schooling (e.g., Averch et al.,, 1972; Coleman

et al., 1966; Comber & Keeves, 1973; Jencks et al., 1972;

13



Purves, 1973; Stebbins et al., 1977; Thorndike, 1973) have

been disputed for variouslreasons. Economists have argued
that the analytical methods used were inappropriate‘far
determining the effects of school resources on student
achievement (Bowles & levin, 1968; Hanushek, 1970;
Hanushek & Kain, 1972; Levin, 1979). Also, based on their
reanalysis of the Colemar Report, Mayeske and his
associates (Mayeske, et al., 1972, 1973) argued that the
effects due to schools were much larger, when the variance
shared by home background and school inputs was not
attribut2d to home background. Other sources of concerns
includad the adequacy of the measurement of educational
process (Veidman & Brophy, i97u) and/achievement (Airasian

& Nadaus, 1976).

While researchers have recognized the irherent
problems in using guestionnaire data to measure schooling
(Dyer, 1969; Jencks, 1972; Veldman & Brophy, 1974), the
majority of the measurement criticism has centered around -
the ipstructional sensitivity and program relevance of
standardized norm~-referenced achievement tests which
typically\serve as measures of the outcones éf schooling
(Airasian & Madaus, 1976; Berliner,'1978; Carver, 1974;
Hanson & Schutz, 1978; Leinhardt & Seewald, 1981; Madaus,
et al., 1979, 1980; Porter, et al., 1978). This concern

has stemmed ir part from the evidence that there is wide

-~
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variation in the content covered in the major standardiéed
achievem2nt tests (Porter et al., 1978), and that
achievement is higher when the overlap of tast content and
instructional content is greater {Armbruster, et al.,
1977; Jenkins & Pany, 1976; Leinhard: & Seewald, 1981;

Madaus et al., 1979; Walker & Schaffarzik, 1974).

Given that groups (e.g., schools, classes) differ in
objectives and approaches to those objectives, it seenms
clear that different instruments woﬁld overlap to
different degreas with each grcup's coverage >f the
material‘tested. This phenomenon has raised the gquestion
of whether groups with diverse objectives should be tested
vith different instruments that are ﬁensitive to their
respective objsctives or whether a coumon set of
instruments should be épplied to all groups (Ellett, Haun,
Pool, & Smock, 1979; Madaus et al., 1980; Rivliin &
Timpane, 1975; Wargo & Green, 1978; Weikart & Ranet,
1975). Since one purpose of the schcol effects research
is to compare performance across groups (i.e., classroons,
schools, school districts, etc.), it is assumed that some
measure of the common objectives of the groups is
desirable. In addition, some me:sures specific to the
individual groups might be used in ccnjunction with the
coﬁmon measures. In that way, groups could be compared on

common objectives as well as group specific objectives




(Rivlin & Timpane, 1975). However, even on a common

measure, there will be group differences. Consequently,
analytical concerns arise about how to best describe the

differences between groups.

Multilevel Analysi

i

Once cone accepts the notion that the measurement of
instructioral and program effects rather than strictly
individual diffsrences is of interest, one is confronted
with the fact that education t:‘“es place in a multilevel
system, That is, students are nested within classes;
classes are nrested within schools; and so on.
Furthermore;*post basic instructional and progranm
variation occurs at some level higher than the individual.
Burstein (31980a), in reviewing three prior studies (Baker,
1576; Murnane; 1975; Wile& & Bock, 1967) , concluded that
significant effects occured at both the school and class
level., 1In addition, the effects .at the two levels weré
related to subject area. "Hathéﬁatics instruction
exhibits stroager effects than reading ... with most of
the impact associated with classroom-to-classroonm
differences. This latter finding is as expected. While
honme influencgs have a strongsr impact on reading,

mathematics is a subject matter largely learned in schoolt

(Bursteir, 1980a, pp. 142-143).
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Substantial variation in instructional and program
effects occurs at som: level higher than the individual
regardless of how the withir-class instruction is actually
structured. As long as different teachers, or schools,
use different means of structurirg (e.g., whole group,
small group, or individual instruction) or cover different
topics or even cover the same topics with differeat
degrees of emphasis and quality, then class or school
differences provide potentially detectable variation in
instructional treatment that should be manifested in test
performance (Barr & Dreeber, 1977; Brown § Saks, 1980;

Wiley, 1970).

Given that instructional and program effects occur at
a level other than the individual, problems in data
analysis can cccur. The wide body of literature on
multilevel issues in large-scale evaluations and school
effects studies (e.g., Burstein, 1980b; Cooley, Bond, &
Mao, 1981; Cronbach, 1976; Roberts & Burstein, 1980;
Wiley, 1970) has identified a number of concerns which
warrant further research. Pirst, a;alyses can be
conducted at various levels -~ both within level ﬁnd'
between level., Second, the level of analysis does matter
bacause analyses at different levels yield different
results. Horsover, the different resultg may be'a direct

-result of different substantive phencmena (Burstein, 1978,

17
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1980b; Burstein, Fischer, & Miller, 1980; Cronbach, 1976;
Cronbach & webb, 1975). Thus, analyses should be
conducted at the level or levels that best fit the
substantive model (Burstein, 1980b). This issue of
analyzing data at the level specified by the substantive
model has been recognized in large-scale evaluations, such.
as Follow Through (Haney, 1974, 1977, 1980) and the

National Day Care Study (Singer & Goodrich, 1979).

While there has been a r?pid rise in the coancern for
multilevel issues ir the analysis of large-scale
evaluations and school effeCts studies, most researchers
have neglected the impact f nultilevel issues on the
handling of norm-referenced achievement test data, both in
their construction and in the analysis of test iten d%tau
A notable exception is Cronbacg's morograph {1976, pp.
9.19-9.10) on nultilevel issues where he briefly discusses

the possible utility of multilevel item analysis and test

construction:

Once the que§tion of units is raised, all empirical
test construction and item-analysis procedures need-
to be reconsidered. Is it better to retain items
that correlate across classes? Or items that
correlate within classes? J correlation based on
deviation scores within classes indicates whether

[}

students vho comprehend oae point better than most

18
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students also comprchenda=d the second point better
than most -- instruction being held constant. A
corralation between classes indicates whather a class
that learrned one thing learned another, but this
depends first and foremost on what teachers assigned
and enphasized. It is the items teachers give
different weight to that have the greatest variance
anross classes. This ﬁdifferential emphasis) leads
us to regard the between-group-and within-group
correlations of items as conveying different
information, and makes the overall correlation for

classes pooled an uninterpretable blend.

Cronbach's comments are revealing because the issue
of multilevel analysis is seen in the coatext of test item
data. The analysis of item data at different levels is
considered to yield different substantive information.
Analysis of item data at the class level is considered to
renéer information about differential coverage and
emphasis. Thus, when interested in measuring
instructional differences, it may be better to> analyze
item data at tha group level, both in test construction

and item analysis.
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Test Construction

. Historically, empirical analyses of test item data
fror standardized tests in the test construction phase
have been conducted on individual-level data. Typical of
most writings on test construction, Henrysson (1971)
emphasizes the discrimination betweern students without
reference to th2 possibility of discrimination at soae
higher level (2.9., class, school, or program). "One of
the main purposes of the (item) kryout is to ascertain to
vhat extent each iten discriﬁinates between good and poor
criterion t& be used, one wishes to fin@“a good measuve of
the ability or skill-the tesdt is designed to assess.
Ideally, the-criterion should be indepehdent of the item
being evaluated.... However, most often the totgl score
on the test itself is used as the criterion" (Henrysson,

1971, p. 135, emphasis added).

Most measurement texts and selected readings never
consider the issue of discrimination at any lavel except
the individual (e.g., Anastasi, 1976; Cronbach, 1970;
nthens & Ebel, 1967; Thorndike, 1971). Even when the
primary purpdsa of a study is to neasure differences
between groups, tests are still constructed using

individual-level data (e.g., Filby & Dishaw, 1975, 1976).
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Some authors have argued that tesis designed to

differentiate between individuals can mazimize the
within-school differences relative tc the between-school
differences {(Carver, 1974; Lewy, 1973), when the opposite

effect may be desired.

., Theoretically, of coarse, there is no reason t6
assume that developing a test at the individual level will
maximize either the between-group differences or the
,within-group differences. 1In fact,‘the corralation of two
vériables at.the individual levsl is a weighted
combinéfign of their betwgen—group correlation and their
pooled withinr-gcoup correlation (see, e.g., Alker, 1969;
Hannan, 1971; Knapp, 1977; Robinson, 1950):

Pxy = mxwexy t T - T - ek gy -1y
where Pyy, PxYy, andp(xgn(y_y) are the individuaI—level,)
weighted group-level (weighted by group size), and the
éooled withir-group cor;elations of X and Y, respectively; -
andJ& and n% are the proportions of variation in X and Y,
respegtively, tha£ are attributable to group differences
(i.e., the cocrelation ratio or the Letween-group sums of
squares divided by the withir-group sums of sguares plus
tﬁe between-group sum of squares). Also, the simple
individual-level regression coefficient can be similarly

decomposed into the weighted group-level regression !

coefficient (wziqghted by group size) and the pooled
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within-group regression coefficient {Duncan, Cuzzort, §
Duncan, 1961):

B = 8gng * By(1 - n2) i
where By i$ the regressién coefficient for regressing the
individual-level dependent variable (Y) oa the
individual-level independent variable (X); BB is the
veighted between-group regression coefficient; By is the
regression coefficient for regressing the deviations from
the group means on Y on the deviatiéns frcm the group

means on X; and n§ is as was defined above.

Although the individual-level relationship codrﬁgbe
reflecting diffe:ences betveen groups cr differences
within groups, the bulk of the school effectiveness
literaturelsuggests that school or'program differences are
small or do not exist after controlling for home
background ard entering ability (¥adaus et al., 1980).
However it may simply be éhe case that between-group

differences are uot being measured properly.

Some invastigators (e.dg., Airasian & #adaus, 1976;
Lewy, 1573) have arqued that the group structure of the
data should be taken into account at the test construction
phasz if test parformance is to reflect betweer-gxoup
differences. These investigators have proposed that

indices of how w21l an item discriminates between groups

22

36



be used in lieu of traditional individual-level indices of

item discrimination., In other words, an index of how well
item performance varies across groups has been used for
including or excluding items from a test instead of the

traditional indices of discrimination applied to

individual-level data. ;.

The usual approach to standardized test construction
(e.g., Anastasi, 1976; Cronbach, 1970; Henrysson, 1971) is
to adaminister a large number of items which are
homogeneous in content to a tryout sample. Then a smaller
subset of itemc is chosén on the basis of individual-level
indices of itenm discrimination. This is accomplished gy
selecting items with a high or moderate discrimination
irdex, usually a point biserial correlation of the total
test with the binary scored item {Henrysson, 1971). 1In
addition, item difficulty is used ian test construction.
Selecting items with a high or low difficulty will yield a
test with a smaller variance than a test selecting ifems
with mid~range difficulty. Consequently, a test made of
items with a low or high difficulty will narrow the test
range and rake discrimination more difficult. 1In
addition, the test will require nore items for a high
reliability whan items have a lo¥ or high difficulty.

Firally, Cronbach ard warrington (1952) found that

decreasing the variance of item difficulties leads to a
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higher test validity.

Iteas selacted for their individual-level ¢
discrimination ard difficulty may discriminate between
groups, but the opposite may result also. Twd itenms that
seem the same at the individual level may behave
differently at the group level. For exanmple, one item,
with a high individual-level discrimigation index and a
difficulty of .5, may be answered correctly by everyone in
half the groups ?nd incorrectly Ey everyone in the q;her
groups., In coantrast, a second item, also with a high
individual~-level discrimination index and a difficulty of
«5, may be arswered correctly by half of the irndividuals
in every group. So two items which appear the same at the
individual level behave gquite differently at the group
level, The first item discriminates well between groups,
while the second item does not show any group differences.
Thus, in order to build a test which discriminates between
groups as wvell as having good individual~ievel properties,
an index of how well an item discriminates between groups

would seem to be needed.

Intraclass Correlation

In one of the earliest investigations of- ,

instructional sa2nsitivity, Lewy (1973) suggested that the

intraclass correlation be nsed as an index of group

24




"r/’

"
Y

'discrimination to select items for a test. The intraclass

correlation is the proportion of variation in a variable

that is attributable to group differences.

The intraclass correlation is the ratio of the
variation (or.sums of squares) betwe?n groups (SSB) to the .
between-group variation plus the within-group variation
(SSW) , or the individual-level variation (SST). Thus, the
irtraclass cocrelation coefficient eguals one when all
scoras within each group are ideni}éal and thz only
variation is due to differences between groups (i.e.,
SSB=SST and SS#=0). Ccnversely, the ifitraclass
correlation .cozfficient equals zero when all the group,
means are equal and the only variation is due to
differences within groups (i.e, SSW=SST and $53B=0). Lewy
proposed that the intraclass coefficienrt be used to
identify suvbsets of items that maximize:the viriation
between groups on the subscale relative to the
irdividual-~level variation on the subscale. When
analyzing a fourth grade ariéﬁmetic test administered .
3,042 students in 107 classes (Lewy & éhen, 1971), Lewy
(1973) found that (1) different items are selefted using
the intraczlass correlation than using traﬁitional measures
of discriminatinn, and (2) two tests with similar item
difficulties and item-total correlations, but different

intraclass correlations led to different shaped
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w‘ distributions of the class means on -the total test
(bimodal for high intraclass correlations, unimodal for
low intraclass correlations). ngy did not examine any of

the empirical ﬁroperties of the formed scale, either

within the sample or by cross-validation.
. , s

Intraclass Correlation - Between-Group Correlitions

While the intraclass correlation coefficient may be a

s

— useful iniex of how well an item discriminates between

T groups, using the index as the sole criteéionrfor iten

) ‘Zelecfion may be overly simpii§éic: As Airasian and

i Hadags'(197é) point out,:items ;hat differentiate between

. éroups may do so ir different directicns. Two item§,with
an intraclass correlati;n eqhalﬂto one angd a tétrachoric

® correlation (pivgi, 1979; Lord & Novick, 1968), or the

correlation of ore iten uith the other, equal to negative

¥ -~

one miéht have an)intraclass‘cbr;elatioi équal to zero
when summed. Thus, the correlation«of the group meaans on
the items might be used in éonjunction witﬁ the intraclass
correlation to select items which reflect between~group
variation in the same direétign.' Airasian and Madaus
cﬁlled this method the‘intracléss‘corrgﬁation -
between-group correlation technique. Ifems were first

selected on the basis of some cutoff -on the intraclass

. correlation. Then, one or more groups of items were
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formed ®n the basis of the betwesen~group correlations.

Airasian and ‘Madaus (1976) examined four criteria for

o

item selection. The f ESt two were discussed above -- the

AN

intraclass correlation and the intraclass correlation -
between-group correlation. In addition, they used a
principle components analysis, based on the school-level

item difficultiés, and a discriminant znalysis, where the

student scorés were used to maximally discriminate between

groups defined by school memba2rship. Finally, a
discriminant analysis$ was conducted on those items that

also met some cutoff on their irtraclass correlation.

’

Each of thae analytic‘techniques was applied to five
different data szts, including both norm—referencéd and
criterion-referenced tests in reading and mathematics for
grades four, six, and seven. Subtests were identified
which distingquished between gchools within the same
sample. The intraclass correlation - Letween-group
correlation was judged to be the best téchﬁique for tvb
reasons. First, this technique produced longer subtests,
containing more iteans fron th% total test, resulting in
higher reliability (Kuder & Richardson, 1937; Stanley,
1971). Sscond, this method led to subtests with a higher

percentage of between-school variation tHan the other

techniques.
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iy
Because of the success of the intraclass correlation

PO

-~ between-group correlation technique on the sample where

the items were selected, a cross-validation was done on
four of the data sets. Results irdicated that similar
scales were cbtained when subtests de%ined on one randomly
partitionad group of schools were used to analyze the
remaining partition of schools. The same items
differentiated performance between groups in two different
random'partitions. When schools were matched (samé
teachers for two class sessions), the results\were not as
clear. The cross-validation showed similar results in two

of the four studies for matched schools.

Analysis and Intzrpretation of Patterns of Item Response

While Airasian and Madaus (1976) did cross-validate
one of th; techniques used to build subtests, the primary
focus of the study was to select groups of items that
differentiated between aroups better than the total test
post hoc. That is, the question they wanted to answer was
whether "the use of the total test score in analysis masks
significant differences between schools or progranms Uﬂich
appeared oa subsets of items from within the test"

(p.253). Airasian and Madaus found that subtests could be
identified that exhibited a highgr proportion of between
school variation than the total test score. Consegquenily,

they concludsd that the "use of the total test score index
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in school comparisons hides unique and statistically
significant school achievement differences at the item or

objective level" (p. 259).

Evgn at the subtest levgl, however, information is
being hidden that migkt be useful in measuring differences
between groups, as well as how amn individual is doing.
Thgt is, there might still be value to studying patterns
of test response below the subtest level, perhaps at the
level of individual test itenms, Moéeover, on2 might
detect instructional differences by analyzing the errors
made’within different groups, as well as the correct
responses made. The use of both the pattern of correct
responses and the pattern of errors, tc proviie
information about individual differences in achievement,
have been examined. Each will be discussed below,
including a discussion of how these techniques might give
informatio; about groups, as well as individuals.

v

Patterns of Correct Item Response

-— —— Clvaprra

While subtests provide information that is not
available from the total test, differences exist within a
subtest that are beirg masked by the use of subtests.
Subtests in most major standardized tests cover several
objectives, domains, and instructional topics. That is,

within a subtest, a further subdivision of content
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structure can often be identified. For example, a

subtraction subtest might include four different types of
items -- single column subtraction or multiple colunmn
subtraction, both with and without borréwing. Given a
within-subtest contert structure and that betweea-group
differencas exist in pacing, sequencing, emphasis, quality
of instruction, and so on, patterns of performance unique
to different instructional groups or programs can
potentially emerge which may not bhe’ detectable at the

subtesi level.

If the instructional process (curriculum content,
sequencing,'empgasis, and so on) in each instruction group
can be dascribed, it shouid be possikle - to partition
ciasses a priori into instructionai groups with similar
item response patterns. However, in the absePce of
information about instructional process differences, the
question still remains whether differences in
instructional expesriences can be detected by analyzing
student item response data. In other words, can
differences in instructional process be identified from an
exanination of post instruction test performance?

Assuming this can be done, the question remains of what
empirical technigues can be used to accomplish this task.
One possible solution may be to apply techniques used in

investigating individual-level performance to group-level

’
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data (see below).

One potgntially useful body of work for examining
item response data can be found in the psychometric -
research in Japan being done by a group of engineers
affiliated with the Institute of EBlectronics and
Communication Eagineers of Japan (see Tatsuoka, 1979 for a
review). Because of the engineering influence,
educational research in Japan is often not found in the
mainstream of psychometrics, One aép:oach, applied widely
in Japan, is the use of item and student response patterns
to aralyze items, tests, and the students (Sato, 1989;

Sato & Kurata, 1977).

Sato's approach to the analysis of item data and
student Cespornse patterns requires that the data first be
arranged into a Student-Problea Chart (S-P). The S-P
chart is a matrix of student iéem responses (1 if the itemn
is answered correctly, 0 if incorrect). The matrix is
permuted so that the students (rows) are arranged from top
to bottom in the descending order of their total test
scores, and the items (columns) are arranged from left to

)right in the descending onder of their difficulties. A
hypothetical S-P Chart taken from Harnisch and Linn (1981)

is presented in Table 1.

Once the S-p Chart is formad, there are a number of
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Table }

S-P Table for 18 Examinees and 5 ltems
(Hypothetical Example)

Sato's
Item Examinee Caution
Examinee J Total Index
i 1 2 3 4 5 n c
. i. i
) 1 1 1 110 . 4 .00
2 1 1 110 1 4 .65
3 1 1 110 0 3 .00
4 1 1 o2 i 0 3 .16
5 1 1 0t{0 | 1 3 .65
6 1.0 110,1 3 1.13
7 1 1(0]0 o0 2 .00
‘ 8 1 ll"'ﬁ" 0 0 2 .00
“ 9 1 0| 1 0 0 2 .44
10 1_0/0 1 0 2 .59
1N 0f1}41 0 O 2 .74
12 _oy1je 1 o0 2 .88
13 1 0 0 0 O 1 .00
14 ] 0 0 O o0 1 .00
15 olty 0 0 O 1 .45
16 oj0 1 0 O 1 1.14
17 0j0 0 1 0 1 1.36
18 olo o 1 o A 136
Item n
Total . 12 10 7 6 3
Sato's
Caution cj .30 .28 .42 .95 .21
Index

SOURCE: Harnisch & Linn, 1951
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indicéé that have been proposed to analyze the three parts
of the chart -- students (rowvs), items {colunmus), and the
total test (rows and columns). Sato proposed two indices
‘to help with an interpretation of the chart. The first
index, the disparity coefficient or coefficient cof
heterogeneity, estimates the extent to which a test forms
a Guttman scale (Guttman, 1941). When the test forams a
perfect Guttman scale, the disparity coefficient equals
zero. When the S-P Chart has a randcm pattern of iten

responses, the disparity coefficient is approximately one.

Sato's second irndex, the caution index, is a measure
of the anomalousness of a r=sponse pattern, either down a
colusn or across a row. The caution index, C for the

jth iter, is defined as:

" ; I
- .. . - ...
C. = -
J )
n . n
.J i=11'

n. -n.
1=~| 1. .J I

where i=1,2,...,I, indexes the examinee,
j=1,2,...,3, indexes the itenm,
uij=1 if examinee i answers item j correctly,
0 if examinee i answers item j incorrectly,
ni.=total correct for the ith examinee,

n .=total number of correct responses for

the jth iten.
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When used on the column (item), thé index is intended
to identify iteoms that are not behaving properly. The
index equals zero when the first nj students answer the
item correctly and the remainirng students missed it. When
the caution irdex equals zero, it indicates that the
stgdents with the higher scores got the item correct and
the studants with a lower score got the item incorrect.
when the reverse pattern holds (i.e., high achievers
answer incorrectly, while low 2chievers answer correctly),
the caution irdex will be high. Thus, the caution index
can be used in item analysis to find items that
discriminate between students in an inconsistent panner.
{i.e., différcnt direction thanp the total scale). As can
be seen from th2 hypothetical example in Table 1, most
of the ones for items 1 and 2 are above the dashed line
(fepresenting D. )¢ SO the index is low for them (.30 and

.28). However, item 4 has a more random pattern resulting

in a higher index (.95).

The caution index can also be used to analyze student
responses. here the index is considered to be a measure
of the anomalousness of the student's response pattern. A
high index indicates that the student is missing easy
items and getting hard items correctly. Conversely, & low
caution index indicates that the student is getting tne

easier items correct and missing the hard items. The
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caution index can then be *used for diagnostic purposes by
observing whether C(xi), the caution index, is below .5 or
exceeds .5 and simultareously noting whethgr the student's
score is 'high' (say, above madian) or 'low'" (Sato, 1980,
p. 20). Thé double dichotony forms four groups of
students. According to Sato, students low on'the cautior
index and high in achievement are doing well. Students
low on tha caution ind=x and low ir achievement need unre
study. However, a high caution ind2x indicates problems
other than how well the student knows the material. If
the student is a high achiever, a high index means that
the student is making careless mistakes. If the student
is a low acgiever, a high irdex shows that the student is
not ready for the material, but might be getting a few
right answers because of guesssing. Again the hypothetical
example in Table 1 shows studernts with only the easiest
items correct rssulting in an index equal to 0 (e.g.,
students 1, 3, 7, and 8). Héwever, students haying
atypical :esponsés have higher irdices (e.g., students 6,

16, 17, and 18).

The caution irdex was us=2d iz a study by Earnisch arnd
Linn (1981), along #ith a modified caution index ({modified
to range from 0 to 1) and the "U" index developed by van
der Flier (1977). Each of the three indices were used as

dependent variables to seg4yhat irfluenced the anomalous




response. It was found that the irndices were related to
school (i.e., ANOVA by school). The evidence pointed
toward school curricula as a reasor for the response
patterns, instead of the inappropriateness of a studeat
response. In addition, Harnisch and Linn found that the
three indices were highly correlated { .95) and the
resitlts obtained for the three indices were highly

similar.

Patterns of Error Response

The errors that studsnts make can also be informative
about instructional and program differences. Errors carn
occur in tw; Wiys. Randon ﬁnsystematic errors can occur
for a nuaber of ;eascus. A student may be guessing, or an
error may have occured because of a step missed in a
correct algorithm (e.g., a mistake in addition in a word
pcoblem item) that will not usually'haépen. Randon

unsystematic errors ar® of no use to a diagnostician

except to say whether a problem is right or wrong.

-

L second kind of error is systematic. A student's
- 3 ™ ‘ -
€rrors are systsmatic when there exists an algorithm or

procedure which will produce the same erroneous response.

‘over a nunber of similar problems. That is, given

multiple problems of the same type, the student will

follow the same procedure€)(Glaser, 1981). The
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diagnostician can then effectively diagnose the error

behavior ard help the student correct it.

Error analysis has been used to diagnose student
Tesponses in tha classroom for some time. However, error
analysis has been used in the research ccntext only since
the late 1970s (Birenbaun, 1980; Birenbaum & Tatsuoka,
1980; Browr & Burton, 1978; Burton, 1981; Glaser, 1381;

Tatsuoka, Bireabaum, Tatsuoka, & Baillie, 1980}.

Error analysis has been fourd to play an important
role in item response theory (Lord, 1980; Warm, 1978).

Tatsuoka and associates (Birenbaum & Tatsuoka, 1980;

‘ Tatsuoka, 2t al., 1980; Tatsuwoka & Tatsuoka, 1980) fournd

that aberrant rasponse p: tterns can have an effect on the
dimersionality of the data. Students with a systematic
error response 30 not always answer problems incorrectly.
Instead, an incorrect algorithm can lead to an incorrect
response for sonme problems,\and a cor;ect response, using
the same incorrsct algorithm, may result for other
problems. For 2xample, students may develop different
algorithas for adding a positive number with 2 negative

- number. One inco-rect algorithm would be to take the

differancs betwzen the tvwo numbers and take the sign from
)
the first pumbar. Thus, an incorrect resgponse will result

‘ when the first number is the smaller number {e.g.,



(-6)+9=-3 or 6+(-9)=3). However, when the first number is

larger than tha seccnd number, an incorrect algorithm
leads to the correct answer (e.g., (-9)+6=-3 or 9+ (~-6)=3).
Consequently, students can answer some problems correctly,

wvhile using an incorrect method to arrive at the answer.

This phenomenon has been found to affect the

, dimensionality of the data., while item response theory

assumes unidimensionality, the assumption has been
violated when an incorrect algorichm leads to a’ correct

response. However, Tatsuoka and associates found that

marking an iteer incorrect when an incorrect algorithm led

to a corcect resporse preserved the unidimensionality of

the data. . ) 1

Browa and Burton (1978) also found that different ]
algorithas can lead to the same imcorrect response. 4
Because two different incorrect algorithms can lead to the éi
same incoIrect response, the problem of diagnosis is .;
further complicated. FPor example, the error 17 + 5 = 13 i
could be explained by twe diffevent algorithms. The
student may be adding the carry back into the same column
(i.e., 7 + 5 =2 carry 1 = 3) or the student may be adding
all the numbers disregarding column (i.e., 17 ¢+ 5 = 1 + 7
+ 5 = 13). Because two algorithms can lead to the sanme

errors, the diagnosticiasn cannot help the student until

one algorrthim is eliminated as a possibility. This
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Phenomenoa led Browa and Burton to develop an interactive
computer diagnostic system BUGGY, and later DEBUGGY, that
can be used to diagnose student errors in addition and
subtraction. Also, this system has been used to train
teachers in the diagnosis of errors. These diagnostic
systems have been used successfully to diagnose student
ercots on thousands of subjects (Brown & Burtom, 1978;

Burton, 1981; VanLehn & Friend, 1980).

Prior ressarch on error analysis has focused on the
irdividual. However, errors can be conceived of as a
group pheno :non. Hhen many of the stpdents within the
saae groﬁé are ﬁaking the same error, it may be a rasult
of the group instruction., Either students could be
misundarstarnding the instruction or the common experiences
of the students may lead to an incorrect algorithm. 1In
either case, diagnosing a student error common to the
group car be a useful tool for correcting or changing the
instructional program. 1In the next chapter some

techniques for exanining error response and their

relationship to instructional group will be considered.




. ’ CHAPTER 3

METHODS

This chapter will be divided into threzs sections. 1In
the ficst section, the empirical techniques that will be
enployed -~ both test construction and the analysis of

patterns of item response -~ are outlined. 1In the second

3

section the data base used in the empirical exanples will
be described., FPinally, the procedures for applying the

empirical techniques to the data base will be discussed.
. S o Analytic Strategies.

‘ In attempting to better measure the achievement
differences betweern classrooans, twé analytic strategies
will be considered, The first strategy, which we call the
group-leval test construction, uses the empirical
properties of items to build scales which are mrre
sensitive to instructional and other between-group

differences. The second strategy, to be called the

analysis of patterns of item response, uses the patterns
of item raesponses (correct or error responses) at the

group level to make more defiritive statements about the

likely diff%fiﬁ;ég—zi instruction between groupse.




Test Coastruction

Given an interest in measuring differences between

groups, indices of item discriminration at the group level

nead to b2 corsidered in building indicators which are
more sensitive to group-to-group differences. Five

indices to be considered are:

(1) intraclass correlation;

(2) intraclass correlation - between-group

corr=lation;
(3) betwezn-group item-total correlation;
(4) discrimirant analysis; and

(5) betwesn—-group item-instructioral variable

correlatione.

The first two indices were discussed in chapter 2,
and in Lewy (1973) and Airasian and Madaus (1976;. After
briefly reviewing the first two techniques, the logic
behind the other three criteria for item selection will be

discussed below.

Irtraclass Correlation. 1In order to build a scale

which is sensitive to group differences, it is assunmed

that the individual items of a scale should also be
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sensitiva to group differences (Lewy, 1973). Thus, one

appropriate index might be a measure of how w2ll an itenm
discriminates between groups. The intraclass correlation
is an index of the proportion of variation that can bhe
attributed to group differences. So building a scale
which is sensi*ive to group differeaces might be
accomplished by summing items that are sensitive to group

differences (i.e., a high intraclass correlation).

Whils the intraclass correlation is a useful index of how
well an item discriminates between grou;s, summing items
which discriminate between groups in opposite directions
may result in a scale which does not discriminate betweern
groups. Consequently, Airasian and Madaus (1976)
suggested a two-step procedure, where the intraclass
correlation was used to eliminate items that did not
effectively discriminate betwsen groups. Next, the
correlations bastween the items based on their group means

are used to guarzntee that items are discriminating

between groups in a consistent marner.

;coup Item-Total Correlation. Using the
intraclass correlations and the between~-group iten
correlations will create a scale that is potentially

irternally consistent for measuring differences between
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‘ groupse. Howevar, this proceadure can rapidly becone
unwieldy, since there are N(¥-1;/2 intercorrelations
betw=2en N items. Because of this, a variation of a
procedure that has been used to build internally
consistent scales for measuring individual differences
might also be applied %o build scales that are internally
consistent in measuring differences between groups. To
build irternally consistent scales for measuring
differences at the individual level, tuae point-biserial
correlation of the total test score with the individual
item is often used. A logical =xtension would be to use
the correlations of group means on the total test with the
group means Oonr the items to build a reliable scale for
measuring group differences. Logically, this would result
in a scals similar to the scales in the prior technique
(intraclass correlation - between-group correlation), but

% this technique seems more appealirg since both the item

! variances and covariances play a role.

Discriminant Analysis. Since the intent of these

techriques is to choose items that discriminate between
groups, another approach tha£ »ight be vsed is a
discriminant analysis, where the items at the individual ,
level are given weights to discriminate between groups.

Selecting items with a high weight on lhe first

\\\\\ discrimirant function would yield a scale that maximizes




the differeaces between groups along some single

5
dimension. This would be of interest if the dimension
along which the differences exist could be defined by

instructional differences.

Betwsen-Group Item- nstructional variable

Correlation. A final approach to item selection would

be to use the relationship of the items to some external

variable for item selection. For example, the Beginning

Teacher Evaluation Study (BTES) had some success in
developing scales sensitive to instructional differences
between iundividuals (BTES: Filby & Dishaw, 1975, 1976).
Howaver, in -the BTES stud&. all instructional variables
were measured at the student levél (e«g., allocated time).
Because this is not always possible due to practical
Situations (e.g., the time and expense that would be
needed in a larger study), as well as the fact that many
instructional variables carnot Le measured at the student
level (e.g., number of aides or money invested), the
criteria used in item selection pight be group-level
measures (e.g., instructional materials or opportunity to
leazn) or %;34 aggregate measures of individual-level
variables (e.g., time allocations). Even when the
individual-levsl measures of the instructional variables
(e« g., instructional time) are available for the iten

tryout, the relationship of the items to the aggregate
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measure might be used for item selection, if the unit of

analysis is the aggregate {class, school, or program) in

the final studye.

Analysis of Patterns of Item Response

Given a test that has been administered to a sample
of classes or schools, methods of analyzing item data can
be used t> gain information about instructional and -
program differences. These ma2thods fa;l into two
categories: analyzing patterns of item response for
instructional differences, and analyzing error responses

to identify problens common to members of a group.

Patterns of Item Responss. The caution index
developed by Szto has been used at the indivi?ual level as
a diagnostic tool along with the total test score.
Hlowaver, thé anomalousness of a student response may
indicate more than an individual problem. A student '
response pattern may be related to instructiénal and

program differences batween groups. The caution index may

reflect differences in emphasis and coverage. The

"relationship of the cautior index to grouf membership and

instructional practices needs to be further explored.

While the caution index is a useful index of the

pattern of student responses, other indices of the

anomalousness of a response pattern could be just as




useful. Two indices in the literature are the modified
caution irdex (Harnisch & Linn, 1981) and the "U" index
(van der Flier, 1977). Howaver, evidence indicates that
the three indices are very similar in their relationship
to‘other variables and are highly intercorrelated
(¢arnisch & Linn, 1981). As a consequence, only ona index
will be examined. The caution index was selected because
of its wide use as a diagnostic tool, ;ibeit in Japan

(Sato, 1980).

Error respornse patterns. When the mean achievement

level is low or when the group mean on a neasure of the
corract response pattern is high (e<g., high group meaﬁ oh
the caution index), a number of explanations might be put
forth, includingy a lack of coverage. However, an
alternative explanation is that the students are learning
or have arrived at an incorrect algorithm for solving the
problems. When the incorrect algorithm is common to
students with common experiences, it could be argued that
thers is something in their common experience which is

influencing the ircorrect response pattern.

It would be useful to ve able to identify classes
with a coamon error response pattern. The first step
would be to define those groups which would potentially

have a problem. One criterion amight be to select those

groups which were low in achievenent (e.g., bottonm




guartile) or high in the anomslousness of correct
responses (e.g., average caution index higher than .S5).
Tha low achieving groups would be examined in the hopes of
finding an explanation of the low performance other t. .a
no knowledge of the material. The groups who were high on
an anomalousness index would be examined, since the
urusual pattern may indicate some logical error which is
causing the odd response pattern. Errors could be
classified for the algorithm used across problems and
individual classes could be examined to find errors that
occur acrass similar problems for many of the students

(e<g., at least half of the group).

Besides examining individual groups that may be
having'p:ohlems, the distractors on a test could be
examined to £ind out if they are related to group
membership. Orne measure of this would be to calculate the
percent of variation in the distractors that is due to
differences between classrooms. The intraclass
correlations of the item distractors and for *no response"
could be compared to a baseline, such as the intraclass

correlations on the correct itea responsese.
Data Base

The data to> be used in subsequent empirical analyses

were taken frow the Beginning Teacher Evaluation Study
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(BTES: Pisher, FPilby, Marliave, Cahen, Dishaw, HMoore, &

Berliner, 1978), which vas sponsorad by the California
Conmission for Teacher Preparation and Licensing with
funds from the National Institute of Educatina. The study
was conducted to identify effective teaching behaviors
that affect student learning. Ia particular, the study
was to explore the relationship between instructional
variables and readiag and mathematics achie&ement T

grades 2 and 5. . . g

Though the study was conducted in three phases, only
the third phase is relevant to the present investigation.
Phase III (1974-78) of the study was conducted by the Far
West Laboratory for Research and Development (FWL). Phase
IIT was separated into three different stages. The first
stage {Phase III-A, i974-75) was spent developing
additional hypotheses on teacher effectivanéss. Teachers
vho were determined to be‘extremely effective or extremely
ineffective in producing student achievement were observed

and interviewed ir a series of special studies.

After developing a model for student learuning, the
FWL second stage (Phase 1IT-A Continuatioa, 1975-76) was
to devzlop ard refine instruments for collecting classroon
process information measured in terms of tise (e.qg.,
allocated time, engaged time). In addition, achievement

tests wer2a fucther developed and tested to identify itenms
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and scales which were reactive to instructior. Finally,

the FW#L model developed in Phase III-A was tested during

Phase III-B (1976-78).

The FWL model was based on the concept of "Academic
Learning Time®, Acadepic learning time (ALT) is intended
to be a measure of ongoing student learning in terms of
observable classroom behavior. It is defined as "the
amount of time a student spends engaged on a task that
produces feow student errors and vhiéh is directly related
to a defined content area" (Fisher et al., 1978, p. 3-7).
FWL researchers hypothesized that ongoing student‘learning
can be measured in the ALT metric and this measure
provides a new and better way of measuring effective
instruction., Operationalizad, the mcdel predicts a
sigrificant relationship between student achievement and

\
measures of ALT.

esigqn of the Study (Phase III-B)

——— - o

During Phase III-B, achievement testing was done on
four occasiors: kA) October 1976, (B) December 1976, (C)
April 1977, and (D) September 1977. 1In the six weeks
between testing A and B, and the seventeen weeks between B
and C, extensive data on instructional process were
collected. The instructional process data came from two

sources: teacher logs and observations by trained field
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workers. The teacher logs provideﬂ§daily estipates of the
time allo;iteé to individual ;tuqenus within specific
content areas {e.g., fraéfioné; multiplicationj. The
second source of instrzctional procesé‘data was obtained
through direct obsenvation..ﬁﬁﬁsinéd field workers .
observea the target students Sne day pet’week in “whe A-B.
and B-C inter-tast periods. Three sources of data were
collected on individugl studeats -- all ggted time in

2\*3ﬂd error'rate;.
«

>

»
Information on teacher processes were also recorded.-

spaecific content areas, engagement rates,

At the student level interactive‘teaching‘pE%cesses, <uch
as presentation, monitoring, and feedback, yen? observed. .
Firally, interviews, ratings, and self-regort measures
provided information on diagnosis and prescription S well

as teachsr aptitude and classroon environment.
sample

The criginal Phase III-B saaple consisted of abort 50
fifth grade and 50 second grade teachers who volunteered
for the study in the San Francisco Bay Area ( see Howell ¢
Rice, 1977 for sampling procedures). To minimize floor
ard ce..ling effects and to allow for data collection at
the student level, 3 boys and 3 girls were selected from
each class, Selection was based on a battery of reading

and mathematics subscales administered in September, 1976.
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Students werce s2lected who fell betwéen the 30th and

GOLQ percentile -of the overall distribution. FWL used.
this restriction to better insure that students were
"typical"'secongland féfth graders doing second ;nd fifth

grade work.

After selection, 28 secoad grade classes and 30 fifth
grade classes met the criteria of having 3 boys and 3
girls in the range dgfined above. some\¥@achers dropped
f&om the study afﬁer reconsidering theair conmmitment,-
leaving 25 and 22, second and fifth grade classes, <
respectively. Firally, one fifth grade class was droppeq

for failure to keep teacher logs in the A-B period.

The BTES staff considered the remaining teachers to
be a representative sample. As expected, there were more

female than male teachers; the sample was ethnically

<

mixed, varied considerably in age and years of teaching .
experierce, and represented a considerable range of

teaching style and ability.

In addition, the target student sample was similar to
. o
the non-targeted sample in sex ratio, gthniq mix, and

—

- - \
socioeconomic stat.s., The targeted students were

< .

.approximately ewenly divided or sex, ware ethnically

mi%ed, and had approximately the same distribution of

socioecoromic status as the plpulazicn £rom whicCh they




vere drawn. The socioeconomic status cf the targeted and
non-targeted were coampared by the percentages of students
whose parents' occupations fell into four categories --
{a) executives,‘professional§, managecs, gB)
semni-professionals, clerical, sales workers, technicians,
(C)} skilled and semi-skilled eaployees, and (D) unskilled

employees.
Achiovemsnt Heasures

A battery of readina and npathematics sdbscales vere
developed by the BTES sStaff to bé reactive to instruction.
The batte:y.of exans vwere 180 mirutes long in both grades
2 and 5. The exans vere administered in two 45 minute

se€s

n

ions on two different days. The secoud grade battery
\\\\consisted of 13 subtests in readirg and 12 subtests in
mathematics. The fifth grade battery had 11 reading

subtests and 14 matheuwatics subtests.,

Because of the largs amounts of data involged in item
analysis to bé described later, attention will b;
restric?ed in this study to the fifth-grade fractions
subtestf Fractions was a subject area in which a great
deal of instructional time and 2ffo-t was expended in many
fifth grades classrooms. 1In addition, fractions was

»

usually ‘'not taught until December. Hence, fractions was a

nev subject to many fifth graders and was potentially less
} "D




influenced by home background. The lack of fractioas

instructioy prior to December also meant the subtest wvas

L 4

not administerad on occasion A (October 1976).

The fraction subtest data corsisted cf fifteen items
administered on three occasioas. The skills tested
included fraction addition, fraction subtraction, reducing
fractions, and finding the missing numerator g9t
denominator in fraction equations. The items fronm the

fraction subtest are reported in Appendix R. - -

- — S St

In z2ddition to *he BTES final 'stuldy (Phasz IiI-B), v
tha BTES pilot data (Phase III-A Continuation) will be
used for the test conétruction phase of this dissertation.
Because of an interest in instructional variables by the
BT=S staff, special effortg were nmade to develop
instructionally sansitive measures (Filby & Dishaw, 1975,
1976) . Twe criteria were used to enhance the likelihood
that the tests wo&ld be instructionally sensitive. First,
item content was checked to be sure taat instructional
content and test content overlapped. Next, items were
checked to see if gains in achievement were related to

gains in instruction (Carver, 1974)}. This second

‘criterion involved testing two assumptions. FPirst,

students would perform better after instruction than
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Fefore instruction. Second, students who receive more
instruction would-achieve higher than students who
received less instruction. Consequently, the pilot study,
conducted in April 3975, included test itenm data on a
broader set of fractions items (see Appendix B) and a
measure of allocated time in each content area. The
sample consisted of 72 subjects drawn from 5 classrooms.
Achievanmeat tests wera administered on three occasions:
({A) October, 1975, (B) Deceaber, 1975, and {C) April,
1576.

Measures 2f ALT in the Firal Study (Rhase III-B)
h)

Two sources of information were available on acadenmic
learning time --+he teacher logs a2nd direct observation.
The teacher logs recorcded the number of minutes allocated
to each content area on each day of the A-B and B-C period
for each target student (Dishaw, 1977). Then, the minutes
were summed within thé two tire periods and prorated for
ary missing entry. 'Consequently, the teacher logs gave a
single mesasure af allécated time'per content category for

each student in each of the A-B and B-C periods.

The direct observatiorn also provided an estimate of
allocated time (Filby & HMarliave, 1977; Fisher, Filby, &
Marliave, 1977), as well as engagement rate and error

rates. There were two observers per class who each

Is
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rotated between 8 different classes. Observers were to
code events during reading and mathematics instruction.
The events wers coded along three dimensions: content
category, error rate ("low", "medium”, or "high"), and
engagement (engaged or not). An event for each targeted
student was recorded once every four minutes for a full
day once a week. Finally, events were sunmmed over the A-~B
and B-C pariods. Inter-observer reliability (Winer, 1962)
was also recorded. For fractions the estimates of
inter-observer reliability were .95 and .98 for the A-B

and B-C periods, respectively.

Comparison of the teacher Jogs and observations

showed a high correlation for allocated time within

a’

onternt arez (.90 and .91 for the A-B and B-C periods,
respectively). llowever, teacher logs were used in the
€inal analyses. To insure consistency in the wayé that
allocated time was reported by teachers, an adjustment
coefficient, based on the congruency of teacher logs and
observer logs on the days the observers were in the
Classroom, was used (Marliave, Fisher, & Dishaw, 1977)
Finrally, ~nrgagemeni rates and student error rates are the
ratio of tha total engaged, "high" errcr, or "low" error
time observed over the total allocated‘time. Student
success rates were recorded as "low", "medium", and "high®

(see Harliave, Pisher, & Dishaw, 1977). The low level was

!

%
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recorded when the student was able to perform a task with

- nOo errors except those attributed to chance
(carelessness)., The high level was recorded when the
student was not able to respond correctly except by chance
(guessing).l All other activity was recoxded as medium
level. Both the error rates and the engagement rate were

recorded without regard to specific content.
Data Analysis

Each of tn2 analytic techniques described in the
first section of this chapter will be examined using th.
BTES data as an empirical example, The test construction
techriques éill use both the final study (Phase III-B) and
the pilot data (Phase III-A Continuation). The analysis
of patterrns of item response will focus exclusively on
Phase III-B. Only the fitfth grade fractions test will be

{
used for both s2ts of techniques.

Test Construction

}The five techniques listed in section on2 of this
chapter will be used to construct scales. 1In this-
analysis, items will be selected on the basis of their
empirical characteristics in the final data (selection

criteria are described below).

Once scales are formed, twc criteria will be used tc
/

/
/
'
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examirne the techniques. The intraclass correlation of Fhe
Lew scale vill be comparead to‘the intraclass correlation
of the total scale. A difference of .05 between the two
coefficients represents an increase or decrease of five
percent of the between-class variation relative to the
total student level variation and is assumed to represent

more than a chancg occurrence.

\

Second, the relationship of the newly formed scale to
the ALT variables in the final stud& will be examined.
This is accomplished by regressing the new scale after
instruction (i.e., occasion C) on the ALT variables (i.e.,
allocated time, high error rate, low error rate, and-
engagement rate) and a pretest (i.e., the same scale prior
to instruction on occasion B)., The regression will be
done usiny a contextual effects model (Alwin, 1976; Boyd &
Iverson, 1979). Ta-t is, the independent variables are
entered at both the group leval (i.e., class means) and
the individual leve’ (i.e., student scores). The
depend2nt variable is at the individual level. This gives
an estimate of the ¢ - p effect after controlling for
individual differences and an estimate ot the individual
effects after cortrolling for group differences (i.e., the
betwee n-group and within-group 2ffects). Again, the sane
regression u<sing the total séale will be used as a

baseline for compérisons. BEffects will bhe considered to
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be substantively différent when there is a difference of
.05 or more in the standardized regression coefficients.
The standardized regression coefficients are used bacause

of the differences in scale length.

One final criteria for examining the technigue will
be to cornsider the stability of the empirical
characteristics used in item selection. That is, would

the same items be selected in the tuc different samples
i
(i.e., comparing the indices in the final study and the

pilot study)?

The two criteria (scale intraclass correlations and
regression modsls) used for examining the new scales are
the same across all five techniques. Therefore, they will
not be fucther elaborated. Hodevepr, the methods of item
selection and of measuring stability differ from technique
to technique. These will be discussed below for each

technique.

(1)Intraclass Correlation. Items will be selected

on the basis of a rank order of the coefficients. Scales
will be formed from the five and ten items with the
higjhast iptraclass corzelations. In addition, a scale
will be formed of all items that reflect ten percent or
more between-group variation. That is, ore scale will

contain all items with an intraclass corrcelation g¢reater
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than or equal to .10.

~

The stability of the intraclass correlation could be
measured by a Pearson product moaent correlation if more
than fifteen items vere involyed. However, a correlation
basad on only fiftoen'pairs of numbers (i.e., index in the
two samples paired by the same item) does not have 2nough
powar to be worthwhile, Thus, a comparison of the itenms
forming the sciles in the two saamples will be made, taking
into account the probability of randcrly sélecting N
common it2ms frow the two samples. That is, forming a
ten-item scale twice from the same 15 items, what is the

probapility 'of randomly selescting 7 (or 8 or 9) of *he

same itewms in tho two samples?

(2) Intraclass Correlation - Between-Class

t
Correlation. Airasian and M¥adaus (1976) used the

Lot ween-group inter-item correlation in conjunction with
the intraclass correlation in order to ensure that the
items wore discriminating between groups in the same
direction., Again the approach used by Airasian and Madaus
will be used. Airasian and Madaus used the two criteria
in a stepwise procedure, First, items were selected on
the basis of Some cut score for the intraclass
correiation. Hext, the remaining pool of items were
grouped from an 2xamination of the between-group item

co-relation matrix.




As Airasian and Madaus did, the procedure will be
operationalized in two steps, Using a single step would
practically eliminate the use of the intraclass
correlation, since on an N iten test, there are N pieces
of information from the item intraclass correlations and
N(N-1) /2 pieces of information from the item between-class
correlation matrix. Consequently, items will be used only
if their intraclass correlation is greater'than or equal
to .10. That is, only when 13 percent or more of the
variation in iten performapce is between groups will an

item be used in the seccrd step, The second step will be

[14]

to forﬁ fivé-item and ten-item scales from the average
inter-it_. correlations., As with {he intraclass
cotrelations, the stability of the index is assessed by
comparing scalss formed from the pilot data with scales

form=d from the firal data.

(3)Bgtwean-Group

-y - B S0 e S - e —

tem-Total Correlation. This

s S o s w5 ot Smns i g 22 T2

Selection technigue and the testing of the stability of
the index will be similar to those outlined for the
irtraclass correlation technique., Multiple cutoffs will
be usedi. The magnitude of thz between-group item-total
cocrelations should run high, so cutoffs will be sot at
«6,.7,.8, and .9. Also, as witl the intraclass

correlatior technique, the stability of the index w;ll be
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tested by conparing scales formed in the pilot st.’y with

the scales formed in the firal study using the same index.

(4)Discrimirart Analysis.The discrin~ipant function

presents a problem because the discriminating variables
are assum2d to be normal. 1Instead, they are binary items.
In the last decade, analysis of binary data has received a
.great deal of attertion from methodologists. The advances
in the factor analysis of dichotomogs data (4ut hen, 1978,
1980; Muthen & Christoffersson, 1979) and the method of
logistic discrinmiration (Andersoa, 1974, 1979; Cox, 19663
Day & Kerridge, 1967) are evidence of these developments.
However, without the availability of a computer package to
‘solve the maximum likelihood iterative procedure, a
discriminant function, assuming normgily distributed
discriminating variables, will be used, while reccgnizing
the possible bias in the procedure. The stability of the
techrnique will be assessed by comparing the number of

functions derived in the tw#o samples and any similarities

in the standa-diz2d canonical discriminant coefficients.

(5)Betvween-3roup Item-Ipstructional Variable

Corrclation. The instructional variable used in this
analysis is allocated time (the only variable available in
the pilot studyy. Similar to the intraclass correlation
and the between-group item-total correlation techniques,

cutoffs will be set for a single index. The cutoffs will
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be used to fora five and ten item scales with the highest
correlations, Alsc, similar to the analyses for
techriques (1), (2), and (3), the stability of the index

wfil be tested ' :

-

comparing the five-item and ten-item

scales formed in the two different samples.

Aralyzing and InotezZpreting Patterns ¢f Item Respopse

The analysis of item data to gain infcrmation about
instructional differences across classtooms will be
appli2d to data from the final study (Phase III-B).
Students were tested on three occasicns. The occasions
were prior to instruction, after instruction, and after a
summer break. These three different point< :m the
irstructisnal seguence of fifth grade fractions leads us
to e2xpect certain patterns of results from the data in the
presence >f effactive instruction. For example, the mear
performance or items should increase with instruction. 1In
addition, a slight decrease in item perforaance should
occur over the summer break (2.g., forgetting or confusing
algorithms for different problems), Thus, one would
expect the highest performance on occasion C, with
occasion D being gr-eater than or equal to occasion B
performance. (Surmer loss should have a floor effect
defined by knowleage prior to instruction.) The
instructional s2quence and the relevant tinming of the

achievement tests will be us2d to explain differences in




>
. R --
- - >
.

. patterns of item response from one testing to 3nother.

(1) Student Resporse Patterns. Sato's caution

index (Sato, 19890) will be used to examine the
anomalousness of student response patterns. If the
pattern of responses is related to instruction as is
hypothesized, the caution index should show more <
befveen-class variation after instruction than before
instruction. In addition, the experiences (i.e.,
forgetting or learning through praciical experiences such
as using money) that influence achievement over the summec
- would not be class related and conseguently, the
between-class variation would decrease. 7Thus, the sane
‘ patterr would be expected of the intraclass correlation of

tha caution irdsx as of the mean performance.

Besides the behavior of the caution index over time,
soma hypotheses might be mads about its behavior after
instructisn., Pirst, those classes with a mean on the
caution index above .50 should have a different pattern of
regponses than the total sample. The class mean on an
index of anomalousness will be affected by Juessing and
carelessaess, but the highest mean would be expected when
all the students in a class are uniformly high. 1In the
presence >f a differeant (from the total sample) pattern of
coverage and emphasis, students should have a uniformly ;

‘ high caution index. Thus, a high class mean on the
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caution index may indicate an instructional group with a

peculiar pattern of coverage and emphasis.

Second, the relationship of the caution index to the
instructional variables will be explored. This is
acconplished by using the same cortextual effects model
used ir the test construction phase of this dissertation,
except with the caution index used as the dependent
variable (i.e., studenrt anomalousness as function of a
pretest and the ALT variablas). Fiﬁally, the possibilitf
that the caution index differs betweer classes in a wvay
not related to the ALT variables or thé achievement test
will be examinad. This is accomplished by runring a

simple ANOVA with the classes used as the groups.

(2) EcZro: Response Patterns. IXncorrect resporses
will be apalyzed ir two ways. First, the distractors will
be examined to fird out which distractors are the most

influenced by class structure. Second, individual classes

will be examined to find out wha:t errors are commoa

throughout the class.

As with the caution index, the intraclass correlation
of the distractors should be relatsd to test occasion in
tha presence of instructional effects. Hence, the
intraclass correlations should increase on occasion C and

decrease on occasion D.
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I+t also seams worthwhile to exacine the probleas
ogcurfing inié;ifvidual.classes. This examination will
consist of fisding those error responses which occar
across similar problems for half or more pf:the students
in a class. That is, an error is considered to be conmon
to a class when half or more of the students in the class
select the same iacorrect response across similar

problens.
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CHAPTER &4

SYBSETS OF GROUP SENSITIVE ITEMS

In this chapter the possibility that classroom
differences can be better defined by subgroups of items
within a subtest (fractions) is explored. This chapter is
divided into t¥o parts. The major thrust of the chapter
is to determine if subsets of items in Phase III-B of the
BTES study can be identified, whichga:e more seasitive to
classroom differences than the tatal scdref Thus, the
first section of this chapter will describe the data from
Phase III-B -0f the BTES study that will be used in this
analysis (i.e., the fifteen item fractions subtest and the

measures of ALT) .

Besides seleciing subsets of group sensitive items
from the final study data (Phase III-B), the stability of
the item selection indices is explored by comparing tﬁe
indices in the final study with the analogous indices in
the pilot study (Phase III-A Cortinuation). So the first
section of this chapter -(descriptive statistics) will also
describe the data needed for this analysis in Phase III-A
Continuation of the BTES study. Then the second section
of this chapter will be the analyses proposed in Cﬁapter 3
for analyzing the empirical procedures for forming subsets

of group sensitive itens.
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Descriptive Statistics

~ 13

Firal Study (Phase II1I-B)

‘The fifteen-item fractions subtest (see Appendix A
for a copy of the test) was administered on three
occasions. The three occasions might be defined by the
typical, fifth grade instructional agenda in fractionms.

The first ;esting (occasion B) was prior to instruction in
the area of fractions. The second testing {(occasion ()
was after instruction., Finally, the students were tested

after a summer break {occasion D).

Item Means. The relationship of the test

————

administratinns to the instructional calendar leads to
certairn rotions which will be examined. For example,
achievement should be higher after instfuction than prior
to instruction. .In additign, while the summer should
result in a small loss in achievement (students will not
retain some skills which are not exercised during the
break), this loss should have a floor effect defined by
achievement prior to instruction. JThat is, the studants

will not lose more knowledge than they had gained.

The means for the fifteen items on the three .
occasions are repcrted in Table 2. As expected, the means

on most of the items and on the total test rose sharply




Table 2. Phase I1I-B fraction item means.

Occasion
men B¢ D
1 .49 .79 .69
2 45 .76 .72
3 47 .53 .53
4 .40 .66 - .62
5 1 .35 .19.
6 .43 .69 .55
7 .34 .62 47
g 11 .26 .30
9 .07 .24 .28
10 .32 .54 .53
n .32 .55 .46
12 .22 47 .51
13 .15 .32 .28
14 .29 .53 .5
15 .20 .33 T
N 127 123 89
Total 4.37 ©7.68 7.04
Test
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after instruction, and fell slightly after the summer
break. To check for any possible bias from attrition, the
item means on occasions B and C were calculated using\only
the 89 cases present on c¢ccasion D} Conmparing these means’
to the means in Table 2, it was concluded that no

"

attrition bias was present.

It should also be noted that three of thz most
difficult items are those that reguire multiple skills
{(i.e., 5, 8, an3d 9). ®While most it;ms require addition,
subtraction, or recogrnizing egquivalences, these three
items require either additicr and equivalent forams of a
fraction {i.e., 5) or subtraction and equivalent forms of
a fraction {i.c., 8 and 9). These three items are -
axpected to be amore aifficult than most of the remaining
items since’multiple skills gives the. student multiple

ways to get the wrong ansvwer.

Intraclass correlations. As with the item neans,

the trend in the item intraclass correlations across the
three occasions can be logically explained. 1Instructional
differences between classes should help to strengthen the
relationship of achievement to class membership. Thus,

one would expect anr increase in the intraclass correlation

after instruction and a decrease over the summer break to

some value not lower than prior to instruction.




T

The item intraclass correlations aré reported in

Table 3, As can be secen, thé mean value on occasion B
(.26) shows that prior to instruction, the grouping
mechanism is related to achievement. While students can
be random}y assigred to class-onms within a school, the
students at the same school aze usually very similar in
socioeconomic status ard prior educational experience.
Thus, the common background of studeats living in the same
neighborhood, attending the same school, and*assigned to
the same classroonmn acccunts for approximately 26 percent

of the variation in item achievement prior to instruction.

L coamon curricula serves to strengthen the
relationship between class meabership and achievenment.

Thus, the mean intraclass correlation was 07 higher after

PE

.students within each class shared a common instructional

program {.33). Tirally, the summer break dampens the
effect of a common curricula, 1In féct, the mean value
after the summar break is the same as prior to instruction
(«26)« So, the summer results in an increase in tﬁe o

within-class variation.

While the intraclass correlations for the itenms
increase with instruction, the same is not true for the
to*al test. The intraclass correlation deéreases on each
occasion, indicating that the within-class.variation is

increasing faster than the between-class variation with or
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Table 3. Phase III-B fraction item
intraclass correlations.

}

‘Occasion
ITEM B ¢ D
1 .38 .39 .21
2 .36 .38 .23
3 a7 .25 .10
_ - 4 .26 21 .36
5 .26 .31 .33
6 .26 YR .28
7. .38 .33 .33
‘l" 8 15 .46 .34
9 .20 .36 .26
10 .25 .39 .3
1 .26 .27 .21
. 12 .29 .37 .23
13 .22 .26 .23
14 .24 .39 .22
15 .26 .28 .26
Mean .26 .33 .26
Total

Test .50 A7 A2




without instruction. This phenomenor, in conjunction with
the increase in the mean itém intraclass correlation, may
be a result of differential coverage °§ the materials in
the test. That is, teachers cover different subsets of
items. Thus, for any given item there is differentiat
instructional coverage across classrooms leading to high
intraclass correlations. But, teachers who cover one item
may not cover another, so that some inter-item covariances
are negative. Since the total score variance contzins
both item var.ances and item covariarces, the differential
topic ccverage leads to negative covariances and thus

reduced total test intraclass correlations.

Itenm Intercorrelations. The itom correlations at
tha betwesn-class and within-class level are reported in
Tables 4, 5, ani 6 for occasions B, C, and D,
respectively. Exanining the three between-class
correlation matrices supports the notion of differential
coverage of materials for classes. For example, itens 14
and 15 (the only algebraic-man;pulations items) have high
positive between-class correlations w}th all items on
occasions B (pretest) ard D (after summer break).
However, instruction causes the between-class correlations

of items 14 and 15 with items 1 to 10 to be grectly

reduced and in sowe cases negative. Thus, without




‘Tabie 4. Phase III-B item intercorrelations between classes {lower triangle) and within class (upper
triangle) on cccasion 8.

Algebraic
Subtraction ) Addition Equating Manipulation
md 1L 2 3 4 s |6 1 & & M{n 12 B W I§
1 J2 .00 .36 .05f .3 .2 .26 .1 4.4 M ,03f .16 -.03
2 .85 a5 .33 -07 ] .38 .40 9 a8 .21 | .05 .02 -a1} .0 -.05
3 39 .27 28 -.06 | .6 .21 a9 .00 .08 {2 -09 ,03f-.02 -.12
4 .67 .76 .8 -1 .21 .24 03 w05 .20} .26 6 .03) .6 .10
‘5 08 .0 .60 I3 -00 -.08 17 .00 .06 |.00 -.08 .05|-07 .05
6 JO .68 .46 .44 .21 .51 .23 .5 .28 | .22 .02 06| .05 -.02
7 g2 4 .47 .64 - 221 .9 a6 a3 .27 {9 .20 .08 .08 LW
'8 .50 .64 .42 .59 -.08 | .63 .66 32 .26 | a4 a4 07% .07 .20
9 A 44 29 .50 ,00-) .62 .60 .73 s | .23 .03 -.03) -.05 .08
10 46 .60 .49 .55 a5 | 58 . .57 1 .65 29 a5 04 a3 4
1 Js .23 .89 .31 .31 | .43 44 42 42 .60 27 .30 a2 .2
12 .50 .61 .50 .40 .20) .80 .76 .62 .54 .64 | .66 271 .06 .3
13 .33 .3 .39 -.3%. 0| .54 .54 .44 .57 .26 | .43 .65 01 a3
14 54 66 .56 .51 .41 | .74 .73 .56 .59 .53 | .45 .75 .69 43
15 54 .62, .52 .4 a5 .59 .66 .56 .49 .59 | .62 .64 .57 .76




Table-5. Phase I1I-B {tem intercorrelations between classes (Yower triangle) and within classes (upper
triangle) on occasion C.

. Algebraic
Subtraction Addition Equating . Manipulation
mew L 2z 3 "4 546 1 8 3 qw|n 12 Bl 1B
1 75 .07 .3 -.03] .51 .29 .09 .00 .23 [ .23 .17 .22 | .26 .2
2 .86 00 .29 -.08 .58 .33 .07 .06 Je | 9 .2 02| .29 .8
3 19 .28 30 06| a7 29 26 .25 .23 | .29 .03 .05 .16 .06
: 62 .53 .50 03 .25 .30 .28 22 a8 | .28 .05 a5 | 40 .26
5 43 41 .36 .39 -15- -.00 .37 .40 -01 | .19 18 9| .6 -0
6 .68 .40 .3 .43 .27 .59 .4 .15 .36 | a9 .08 .07 | .05 .19 -
7 52 .29 .55 .48 .38 | .8 2 ° .25 .50 |9 06 .08 | 6. .18
8 A49- .29 .30 .48 42| .66 .68 67 .24 | .35 .29 23] .35 .20
9 53,37 .33 .45 69 | .64 .39 .75 Jo |2 24 a8 | 23 .
10 56 .87 05 .40 .49 | .61 .62 53 .69 g2 .06 a3 | .04 .23 -
1 .55 .45 .33 .56 .64 | .42 .45 .47 .56 .51 .50 .30 | .27 .23
12 A1 .37 .60 .74 52| .26 .38 .57 .41 .22 | .69 381 .29 .3
13 50 .51 .19 .45 60| .26 6 .59 .51 .29 | .56 .69 -7 .29
14 A8 N\,07 -.07 .36 .31 |-00 -32 .4 .33 a2 | .47 .50 .55 .37
15 29 0§ -.05 .3 .3 | 00 .8 .48 .53 .33 | .64 48 49| .8l




Table 6.

Phase II1-B item intercorrelations between
Frzangle) on occgsion D.

‘

classes {lower triangle) and within classes (upper ’

'56

Algebraic

Subtraction Addition Equating Manipulation

ITEM 1 2 3 4 541 68 1 8 9 ot 1 k2 13} 14 15
1 8 .18 -.46 a3} .35 50 .33 .25 .26 | .19 .6 -02 | .09 .08
2 .89 08 .3 Jd2}°.38 46 .30 .23 .26 | .4 .8 -.08 | .5 .15
3 55 .61 33 L02f .22 .2 23 M .33 (.18 .09 .08 ].19 .09
4 49 62 .62 -09} 22 1 .07 9 .25 | .04 33 .08 | .02 .06
5 .66 .57 .55 .42 3837 g2 29 32 |09 07 05| 2
6 59 .62 .05 .22 .58 .68 .3% .44 .52 [-.03 -07 -.02 [.01 .04
7 69 .76 .4 49 .64 | .82 45 49 .52 | .02 .22 .02 | a8 .21
s 78" .72 . .56 .64 .82 | .65 .75 29 45 1.2 21 .19 .09 .9
9 77 67 .32 .51 .66 1.1 75 .86 43 137 6 .09 |22 4
10 - J2 .81 .36 .60 .56} .77 .83 .83 .82 08 .07 .02 {8 .22
n .65 .52 .31 -.00 .64} .53 .39 .47 .40 A 33 .26 .30 .29
12 79 .63 .50 .37 .4} 41 52 .76 .62 .51 | .52 34 | 48,38
13 52 .52 a4 02 .60 f .69 .69 .57 .64 .63 ) .54 .46 33 .2
14 62 .54 517 .47 .58 1 .21 48 .55 .43 40 | .21 .80 .27 .61

15 44 30 .38 45 70 | .25 .42 .58 42 |1 67 .27 |70
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instruction, classes high on one item are high on another,
but the immediate effect of instruction is to decrease the
relationship of items from different content areas through

differantial coverage and eamaphasis.

In addition to instruction diminishing the
between-class relationship of iteas with different
contents, the between-class correlations of similar items
appears to be strengthened. That is, clusters of itenms
similar ia content caﬂ be picked out using the
between-class correlations on occasion C, whkle the common
content patterns of correlation are not as obvious with
the within-glass correlations. For example, the
between-class correlations of the five addition items
{(i.e., items 6 through 10) rangs from .53 to .86. In
contrast, the range 9f between-class borrelatio;s of the
five items with the other ten items is -.12 to .69. This
patterr is not as obvious with the within-class
correlation matrix, whgte the correlations between the
same five items ranges from .14 to’. 67 and the
correlations with the other ten items range from =-.00 to
«54, Thus, the overlap between the two sets of
within-class correlations (i.e., items 6 through 10 with
theaselves and with the other 10 items) is larger than the
overlap of the same two sets of between-class

correlations. Also, the within-class correlations for the
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five items are much lower in magnitude than the sanme

~

cocrelations between-class (.14 as opposed to .53).

There are two possible explanations for why the
r2lationship between classes is stronger than the
relationship within classes. The first is that the
instruction or the prior educational experiences are
effective. That is, all students in the classroom are
learning the same skills becaus= of .the school or class
curricula. However,’another explaration might be the
sampling procedures usad to collect these data. By
selecting studerts froam the nidrange of the distribution,
class meaas'might still be measured accurately. However,
selecting subjects from the midrange will definitely
feduce the variance within groups. Thus, the within-class
correlation matrix might be inappropriately measuring
relationships because of a reduction in the variances of
the variables arnd the dissimilarity of the between-class
and within-class correlation matrices may be an artifact

of the sampling technique empleyed.

Total Scale Statistics. Descriptive statistics for .

the total scale are found irn Table 7. The means were as
expectad with a large increase after instruction and a :
swmall summer loss. The internal consistency coefficients - .
(Cronbach, 1951) were also high at both the individual and

tha class level., However, the differential coverage of
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Table 7. Phase I1I-B total scale descriptive stat1s+1cs |
-- ‘individual and class level. I

|

|

g

Occasion
B ¢ D
Mean ; 4.37 7.64 7.04 )
Individual

S.D. 3.4 4.05 4.24
Reliability .8 .86 .87 )
Correlations ‘

B |

C .53

.‘l' D .51 .82 —
‘ Class

S.D. 2.47 2.75 2.77
Reliability .94 .92 95
Correlations

B

C .67

b .75 .93




materials at the class level leads to a slight decrease in

.the internal consistency after instruction. The

correlations at both levels were a}so as expected, with
the correlation being highest for the two occasions after
instruction {occasions Cand D). Finally, the standard
deviations are consistent with prior educational research.-
At the individual level, the standard deviation increases
with each testing. Even in the absence of instruction,
the low achievers continue to fall behind, vhiie the high
achievers continue to move ahead. At the class level, the
standard deviation increases only as a functior of their

comnon experiences. Differences in the effectiveness of

an instructional program will increase the variance

between groups. iHowever, in the absence of any common

experienc2 as y=t unaccounted for, the between-class

variance does not increase {i.e., over the summer break).

Academic Learning Time. Firally, descriptive
statistics for the academi; learning time vari;bles and
their correlations with fractions achievement are reported
in Table 8. The average student spends approximately 44
migytes a week (750.45 minutes between occasions B and C
di;ided by the 17 weeks of instruction during the period)
studying fractions, which is more time than is spent in
any other area of mathematics in the fifth grade. Of

those 44 minutes, the average student spends 33 minutes
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o Table 8. Phase III-B instructional variables descriptive statistics
- and correlations with fractions subtest. '

i

A]]ogated Engagement High Error Low Error
Time (AT)® Rate (ER) Rate (HER) Rate (LER)

Mean 750.45 C .75 .03 .36
S.D. 724.84 .25 .05 .18
Intraclass

Correlation .72 .60 .27 .52

Individual Level

Correlations
AT
ER -1
HER .=.14 .05
LER .-.30 .23 -.05
Fraction Test
Occasion:
‘ B .09 12 -.10 .05
C A1 .22 -.27 -.04
D .32 .19 -.18 -.02
Class Level ) -
Correlations
AT .
ER T -.08
HER -.14 0
LER- -.51 14 .36
Fraction Test
Occas'ion:
B 13 .09 -.10 -.20
C . .61 .24 -.31 =40
D 47 .29 -.34 -.35

3For scaling purposes, allocated time is transformed to minutes per
day in the analyses in this chapter. Mean allocated time per day -
is 750.45 divided by 17 weeks divided by 5 days per week.

-
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engaged in som2 activity, appcoxinmately 1.3 minutes with a

high error rate (chancg-level performance) and 16 minutes
_vith a low error rate (high performance). Purthermore,
there is more variability between classes than within
classes in allécated time, engagemant rate, and lowv error
rate. Only for a high error rate is the within-class

variation higher than the between-class variation.

s

The correlations between the ALT variables show that
the student who has more ‘success exberiences (i.e.,‘lou
error rate) is allocated less time (r=-. 30) and is engaged
more often (p=.23). At the class level, iess time is
allocated when there-are more success experiénces
(p=-.5}).. In addition, the ciassroon‘iith a low error
rate also h;s nore failing experiences (p=.36). ;i

Finally, the correlations of the ALT variables with
the fractions subtest show that the higher achieving
students after instruction received more allocated time
{r=.41) , vere engaged more often (r=.22), and were less
likelf to answer at a chance level during the
instructional sequence (r=-.27). At the class level,
achievement was higher when more time was allocated

(r=.61) , more time was engaged in learning (r=.24), and

success rates were neither high (r=-.40) nor low (r=-.31).




Pilot Data (Phase IIXI-A Continuation)

The pilot data (i.e., Phase III-A Continuation) had
achievement tests on three occasions -- A, B, and C. Test
occasion A was at the beginning of the school year
(October, 1975); B was in December, 1975; and Z was in
April, 1975. The tests were administered to all the
students in five classrooms. On the basis of fractioas
achievement and the time allocated to fractions
instruction during the A-B Period, the BTES staff decided
not to administer the fractions aggievedent subtest o£
occasion A in the final study (i.e., Phase III-B). It vas
assumed that the low achievement on occasion B would serve

as a baseline of knowledge prior to instruction.

Iten Means. The item means for the thirty
fractions items (see Appendix B) are contained in Table 9.
‘From the item means, it seems that the BTES staff was
justified in not testing fr;ctions on occasion A in.the
final study and in treating occasion B as a baseline for
achievement prior to instfuction. A completely randon
response pattern on a 30 item multiple choice test with
four alternatives per item would average 7.5 (i.e., 30/4 =
7.5). As can be seen from Table 9, the mean achievenment
on fractions on occasions A and B are below wha* would be
expected by chance (60 and 6.1) on fractions an occasions
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Table 9. Phase I1I-A Continuation item means.
Occasion Item in
Final
Item A B 9 Study
1 .16 .23 .46 11
2 .06 .10 : .25 13
3 1 14 .27
4 a1 .15 .43 14
% 5 .19 .18 - .50
6 .16 .20 43 15
7 .09 .19 .36 12
8 04 .10 18
9 16 .16 31
10 10 .16 29
11 20 .32 56 6
12 13 .25 49 8
13 01 .02 09
*‘ 14 .02 .02 11
15 .06 .13 30 9
16 .05 .10 19
17 .07 13 31
18 14 .20 . 37 7
19 .10 .20 38 10
20 .06 I 17
21 34 .39 64 1
22 .14 .19 25
23 .16 .20 27
24 .31 .51 69 2
25 .29 .19 29
26 27 41 55 3
27 .32 .37 52 5
28 .18 .16 16
29 .29 .42 47 4
30 .18 A7 28
Total 4.50 6.10 10.57
> 83
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A and B, respectively). In addition, mean time alliocated

to fractions instruction during the A-B period was 16.80

minutes, or less than three minutes per week {16.80/6)«

In contrast, on occasion C achievement was above the
score expected from random vesponse. The mean on the 30
item test on ocacsion C was 10.57. In addition, the time
allocated to fractions instruction during the B-C period
was 612.98 minates, or 36.06 minutes per week (612.98/17).
Thus, there was)more than an eighteén fold increase in
fractions instruction from the A-B period to the B-~C

period.

-Finalli, the achievenent pattern is the same for 15
items used in the final study as for the entire 30 items.
Acﬁgsvement on the 15 item exam used in the final study
ﬁas well below the 3.75 mean expected by chance (2.74) on
nceasion A. Achievement on occasion B waz slightly above
the r&géom response level (4.07). Finally, the fractioas
acheivement vas‘well above randon response on occasion C
(6.80) . In addition, the mean achievement on the fifteeg
items used in the final study all increased from occasion

A to occasion B and from occasion B to occasion C.

Since the fifteen iteas used in the final study did
not differ significantly from the entire 30-itam subtest,

all further results will focus strictly on the subset of
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fifteen itens. Since no data is available on the other 15
items in the final study, attention will be restricted to

ihe items used in both studies.

Intraclass Correlations. Ar examinatioan of the

fifteen-item intraclass correlations in Table 10 further
supports the notion that instruction did not affect
achievement during the A-B period. The fifteen items used
in the final study were typical of the pattern of
intraclass correlations for the fuli thirty items. There
¥as not one item onh occasion A nor occasion B with an
intraclass cofrelation greater than or equal to .10. In
other words, less than 10 percent of the variation in iten
response on both occasions'A and B could be attributed to
classroor differences. 1In coatrast, the median intraclass
correlation for the items on occasion C, nsing either the
firal 15 items or the full 30 items, was .11. S0 over
half of the items on occasion C had over 10 percent of

their variation accounted for by classroom differences.

The pattezn of item intraclass correlations from the
pretest tu the posttest in the pilot data (Table 10) were
similar to the item intraclass correlat;ons in the final
study (Table 3). That is, the item intraclass
corrzlaticns were‘higher after instruction than prior to
instruction. However, the magnitude of the intraclass

correlations in the final study was much higher than in
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Table 10. Phase III-A Continuation item intra-
class correlations.

Occasion




the pilot study. This pheunomenon was probably due to the
restriction in range in the final study. By selectirng
students who were neither exceptionally high nor low in
achievement, the withinr-class sums of squares is reduced.
Thus, the intraclass correlations are increased by
restricting the within-class variability, when the

between-class variability is held constant.

Lten Intercorrelations. Apparently, the broader
within-class range of achievement ih Phase 1II-A
Continuation affects the within-class iteam correlation
matrix (see Table 11). The between~-class matrix is
similar to the same matrix for the finai study (Table 5)
in magnitude. However, the subgrouping of the items into
content cohesive groups is not as well defined as in the
final study. Hhiie the coefficients of the between-class
correlation matrix are generally high and positive, no
subgroups of items can be readily defined. With a sample
of only five classrooms, there may have been no marked
differences in curriculum coverage and emphasis. The
restriction in the within-class variation had little or no
effect on the between-class correlation matrix. 1In
contrast, the within-class correlation matrix is different
in magnitude in the pilot study than in the final study.
By removing the restriction on within-class variation in

achievement, the item correlations are highggnd positive

87

121




:}’able n.

Item intercorrelations between classes (lower triangle) and within classes (upper trianglé) on

occasion C of Phase I11-A Continuation.

— —
Algebraic
Subtraction Addition Equating Manipulation
ITEM 1 2 3 4 ] § . 8 ] 10 n 12 B u 15
1 .68 .45 .85 .50 .33 .32 .23 21 .35 .24 10 21 .33 .24
2 .84 .48 .52 .58 15 24 .07 .22 .24 .16 .20 .30 .26 «23

"3 .05 21 .45 61 .18 .35 A5 A7 43 .28 .35 .28 .34.‘;,-530. 4
4 A7 .50 .87 55 | .20 .25 a5 3 .37 | a7 a6 .30 .38 iges
5 .48 .0 .80 .84 .13 .36 A7 .10 47 .20 .35 .37 .28 )
¢ .79 .70 A .62 .76 .50 .63 .48 .52 A .06 .05 .18 .22
7 .28 .38 .94 .76 9 .67 43 .48 .75 .28 . .29 .32 +36 .30
.8 85 .75 .63 .90 .96 | .85 .83 49 44 | 29 M a1 a8 a8
9 9 .22 .44 .45 .7.6 .93 .62 .79 .38 .33 .07 A7 .30 .21
10 J5 .42 .80 95 .9 .64 .92 .90 .51 Jd6 .3 .22 30 .32
l'l- -.15 ) .63 A .54 -1 47 .36 .04 .48 ) .36 o8| -.33 .39,
12 .33 .62 .88 . .4 .53 .88 .82 .62 .83 .77 .38 )| .47
13 .57 .88 .56 .79 .92 .67 .69 9 .13 .76 .60 .87 .38 .28
14 .74 .90 .48 .38 .75 .57 .52 .68 .79 .42 .55 .79 .26 .29

.60 .90 .45 .52 77 .48 .49 .72 .66 .51 .68 .82 .93 .95

12.




‘as in the between-class correlation matrix.

-

Analyzing Subsets of Items Sensitive to Group Differences

7

As pointed out earlier, the use of a test score
within some defined content area may mask differences
between éroups which can be defined at the item level.
However, it is equally possible that some unit of
measurement vhich is not the total test, but some,
combination of items within the test can be identified
that is sensitive to group differences. This newly formed
séale might be formed to be more sensitive to differences
between groups through the empirical properties of items.
The five eméirical properties described in Chapter Three
-< intraclass correlation, intraclass correlation -
between-group item correlation, between~group item-total
correlation, discriminant analysis approach, and
item-instructional variable correlation betwsen groups --

are used to construct scales more sensitive to group

differences.

Intraclass Correlation

The intraclass correlations for the items on occasion
C are contained in Table 3. Forwring scales of the top .
five and top ten items results in scales that are mixed in
content (see Table 12). The five items with the highest

intraclass correlations (.38 and above) include
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Table }2. Fractions subtest (occasion C) regressed
on ALT variables and pretest {(occasion B).

>

E |
REGRESSION COEFFICIENTS
Unstandardized Standardized
Between Class
Pretest .24 . .14
(.55) -
Allocated Time 14 -.24
. - : (-67) ,
\ Engagement R 1.07 .05 !
‘ (.17)
Low Error -1.91 -.06
(.20)
High Error -8.74 -.06
(.26)
‘ Within Class
. Pretest . B
(3.19)
Allocated Time .08 .16
(1.15)
A Engagement 2.50 . .16
(1.29)
tow Error 2.44 .11
(.94) N
7 High Error -11.76 -.16 . . ,
(1.83) ;
Constant .81 .

g2 .52 : O

at--statistics within parenthesis - between class df=15,
within class df=96.
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subtraétion (items 1 and 2), 2ddition fitems 8 and 10),
and solving the equaticn (itea 14). The new scale also
has the tub simplest items (' ard 2), the next to the
'hardesi item (8), and the two items in the liddlé of the
difficulty distribution (10 and 14). Apparently, the
scales formed by the intrac. .s correlation (both the top
5 and top 10) are unrelated to item difficulty and itea

content.

For comparative purposes, the 15 item fractions scale
is regressed on the pretest and the ALT variables in Table
13. The two'most important determinants of fractions
achievement are within-class pretest and betveen-class'A
allocated time. Both have a positive effect. Thus, the
high achiever in fractions uou1d<be in a class with a high
amount of time allocated to fracticns and the sfﬁdent
would have been a higher performer ig fractions relative
t. his classmates at the pretést. The intraclass
correlation for the fractions test on occasion C was 47,

indicating the almost half of the variation in fractions

achievement was between classes.

The analogous regression equations for the two new
scales are contained in Table 14. Also, the correlations
of these scales and all other scales formed in this
chapter with the pretest and the ALT variables are
contained in Appendix C. The results of these scales are

v
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Jable 13.  Five and ten item scales formed from the intraclass
correlations regressed on the same pretest and the
ALT variables.d

REGRESSION COEFFICIENTS

Unstandardized Standardized
5 10 5 10
{tems items items items
’ Intraclass
Correlation .46 .49
Between Class
Pretest ".26 .20 7 a2
{.67) ~ (.48) :
Allocated Time .05 N ) .23 .30
(.60) (.83)
. Engagement Rate .83 2.31 1 .16 -
(.33) (.55)
Low Error Rate -2.47  -2.37 -2 -1
) {.65) (.36) .
. High Error Rate 3.10 -3.78 05 -.04
(.23) - (.i6){ - .. .
Within Class . ’
Pretest .19 ' .36 .20 .31
(1.97)  (3.10)
Allocated Time .03 .05 .15 .15
(1.03) (1.12)
Engagement Rate 1.26 1.36 .21 .12
(1.64)  (1.04)
Low Error Rate 1.21 2.27 .15 .15
. {(1.19) (1.39) .
High Error Rate -5.37 -7.73 -19 -.15
(2.10) {1.78)
Constant 43 -.40
g2 .46 .53

8t-statistics within parenthesis - between class df=15, within
class df=96.

N
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Table 14.

Overlap of subtests formed from the pilot
study and the final study using the 1ntra-

class correlations.

Top §

Iten Pilot  Final Pilot  Final
1 X X X X
2 X R X
3 .

4 X

5 X
6 o

7 X X X
8 X X X X
9 X

10 X X X X

11 X

12 X X

13 X

14 X X

15 X X

Overlap
(number

of items) 3
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contrary to the findings of Airasian and Madaus (1976).

That is. the scales formed using the intraclass

correlation do not increase the intraclass correlation of

the scale. The intraclass correlations for the two scales

(.46 and .49) are in the same range as the intraclass

correlation for the total scale (.47).

-

Next, the regression equations are conmpared to the

same equation for the total scale (Table 13). The
standardized regression coefficients are used because the
different scales do not contain the same number of items

and thus are not ih the same metric. Most of the

coefficieats are comparable, but some coefficients

indicate that the new scales are more sensitive to

between-class differences as opposed to within-class
% * differences. The within-class coefficients for the ALT
variables and the between-class coefficients for the

_ —_pretest are comparable for all the - scales.--Hovever, the

importance of the within-class pretest is reduéed from .34
to <21 and .20 for the twd scales. 1In addition, the
effect of the ALT variables between classes is increased.
Coefficients‘fOt engagement rate increase from .05 to .16
and .11. Low error rate coefficients increase in absolute

magnitude from -.06 to ~-.11 and -.21. The trend is less

clear for allocated time and high error rate.

In summary, the scales formed from the itesm

9y \

128




‘ intraclass correlations result in a scale less sensitive
to differances in entering ability within class, and more
sensitive to engagement rate and low error rate P
differences between classes. Students achieve higher vhen
they are from a class which spends a greater proportion of

A

- . their time engaged in their work, perhaps indicating a
more positive attitude and a class which spends lesswtime
on lower error rate activities, perhaps indicating more

challenging worke.

To test the stability of the item intraclass
correlations across samples, the items used for a five and
ten item scale based on the item intraclass correlations

‘ for the pilot data (see Tab}e 10) and the final data
. {Table 3) are reported in Table 12. As can be seen three
items were the same on the five item scale and seven items
< were the same on the ten item scale. To better understand
I .. _ this, the probabilities of having different numbérs of

common items for a five and ten item scale by chance are

reportéd in Table 15. So, the probability of having seven
or more items in coumon on a ten item scale by chance is
very hjgh (p=.57), while the probability of having three
or more items in common on two five item scales is much
lover (p=.17). However, the combined results of the two
scales indicate that the item intraclass correlations are

sanple depenéent (i.e., not stable across samples).

95
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Table 15. Probability (p) of getting N. common items
randomly by selecting N itemd on a fifteen
item exam,*

‘‘‘‘‘

N; (given N=5) N (given N=10)

10 .00
S .02
8 .15

7 .40

6

5

[a SN VS R~ BN &

.35
.08
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Intraclass Correlatiop - Between-class Item Correlatijons

The intraclass correlation played no part in the
scale construction because all items met the criterion of
having an intraclass correlation greater than .10 (see
Table 3). Thus, this technique reduced to using the
average between-class item correlaticn (see Table 5) as
reported in Table 16. Again, the top five and top ten
items on the average betuegn-class item correlation do not
form a content cohesive group of items nor do they.appear

to be related to item difficulty (see Table 17).

‘ As with the prior item selection strategy, this
technique does not lead to a greater proportion of
variation between classes in the newly formed scales than
"in the total scale (see Table 18)., However, the scale
appears to be more instructionally sensitive than the
total scale. #hile the differences between the ten-iten
scale and the total scale are small, trends in the data
can be sean by comparing the coefficients for all three
scales (five, ten, and total) sinmultaneously. The
importance of both allocated time and engagement rate
betvween classes increases, while the impcrtance of the
same two variables within classes decreases., Thus, the

scale is more sensitive to instructioral differences




Table 16.°  Average between-class item intercorrelations
in the final and pilot study.

\
|
\
|
|
[ Average Between-Class Correlations

Iten Pilot Final
1 .45 .49
2 .64 .38
3 56 .28
4 61 .48
° 5 .79 .45
6 61 .42
7 .67 .42
8 70 51
9 .65 .53
10 .66 .41
" .40 .53
12 74 .49
13 77 .45
14 .67 .27
| 15 .68 .36
|
.
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Table 17,

Overlap of subtests formed from the piloil study
and the final study using the average between-

class item intercorrelations.

Top 5 Top 10

Item Pilot Final Pilot Final
1 X X
2

3

4 X X
5 X X X
6 X
7 X X
8 X X X X
9 X X X
10 X

11 X X
12 X X X X
13 X X X
14 X

15 X X
Overlap

(number
of items) 2 7
99
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Yable 1B. Scales f;)rmed from the average between-class item
corre‘latiogs regressed on the same pretest and ALT
variables.

REGRESSION COEFFICIENTS

Unstandardized Standardized
Cutoff Yop 10 Top 5 Top 10 Top 5
Intraclass
Correlation .48 .46
Between-Class,
. Pretest *.30 30 | a6 .
(.61) - {.61)
Allocated Time 0 .08° .25 .35
{.66) {.99)
R Engagement Rate 1.54° 1.38 .10 A7
{.33) {.56)
Low Error Rate -.72 -1.08 -.03 -.09
' {.10) (.29)
High Error Rate -8.31 -1.93 -.08 -.03

{.33) . _(.'M)

Within-Class

Pretest .44 .50 .35 .40
(3.34) (4.35)

Allocated Time .04 .00 A3 .0
.88) (.1)

Engagement Rate .62 .14 .05 .02
. {.43) {.18)

Low Error Rate 1.28 1.41 .08 16
{.67) {1.41)

High Error Kate -6.79 -3.54 -.13 -.12
: . {1.43) {1.”3)
Constant A1 -.48
g% .48 .53

3 ctatistics within parenthesis - between-class df=15, within-class
df=9€.
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between classes instead of withir classes. However, the

scale is still highly influenced by the within-class

pretest.

To examine the stability of the average between-class
iten correlation, the five and *en item scales that would
be formed in the pilot study and the final study (see
Table 16) are presented in Table 17. Again, the
probability of having only two or seven items in common on
a five or ten item scale randomly is very high. PFron
Table 15, it car be shovwn that the probability of randomly
selecting two (or seven) or more items that are the sanme
on two five ‘(or ten) item tests is «57. Thus, it can be
concluded that the average between-class item correlatiomns

are not stable fronm one sample to another in this study.

Between-Class Item-Total Correlatjon

Since the between-class item-total correlation was
suggested as a simpler (computationally) alternative to
the average between-class item correlation strategy, it is
not surprising that the results are the same. In fact, an
exanination of the between-class item-total correlations
in Table 19 shows that identical five and ten-item scales
would be formed as using the average between-class itenm
correlations, in both the pilot study and the final study.

So the conclusions from this strategy are identical to
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Table 19, BTES fractions between-class
item-total correlations.

Average Between-Class Correlations

Iten Pilot Final
1 49 By
2 77 .54
3 69 .39
4 .77 .70
5 .99 .66
® 6 74 61
7 81 61
8 .94 .75
9 .78 .79
10 81 .59
n .50 77
12 .93 7
13 .95 .67
14 .82 .39
15 .83 .54
@
102
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those found for the prior strategy.

Discriminant- Anxlysis

‘The Phase iII:B.data were subjected to a discriminant
énalysis in-which performance on individual items was used
to predict class differences. According to Table 20, the
presence of cfassroom differences led to four discriminant
functions. In Table 20, the functiom statistics and the
tests for group differences in the residual mat;ices after
extracting each of the disc;iﬂinant functions are reported
(seg Tatsuoka, 1971). Table 21 contains the standardized
discriminant function coefficients for the first four
disc:iminan£ functions. Because the directions of the
coeffiéients vary within a function, scales were formed by
adding and sugttacting items (using i%ems whose
'standardized discririnant cosffilients was larger in

absolute magnitude than .40). Scales were formed so that

the means on the scales we re positive.

Table 22 contains the intraclass correlations for the
scales and their regression equations. ‘Again, the
intraclass correlations are 1o higher than the intraclass
cérrelation for the, total scale. The discriminant
functions did leiad to more sensitive indicatogs of class
differences than the total test, because the importance of

the within-class variables, most notably the pretest, was

J
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Table 20. BTES fraction items used to discrial
tests of significance of the first ten functions.

te between classes -

RESIDUAL STATISTICS

) Percent of “Canonical Wilks® 2
Function Eigenvalue Variance Correlation Lambda X df

0 .0 500.57** 300
1 1.46 . 21.90 77 .02 407.12%* 266
2 1.20 18.08 .74 , .08 325.02** 234
3 1.08 16.29 .72 09 248.M* 204
4 .86 12.96 .68 a7 e 7
5 . .60 9.06 .61 .27 135.06 150
6 .38 5.74 .53 .38 10144 126
7 3 4.59 .48 .49 73.74 104
8 .20 - 3.65 41 .59 54.55 84
9 .18 2.65 -39 i 37.70 66
i0 .13 1.91 H .78 25.29 50
** gignificant at «=.0001.

* significant at a=.05. s

|
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Table 21. BTES fraction items used to discriminate
between classes - standardized canonical
discriminant function

Function
Iten 1 2 3 4
- 1 -.30 .59 -.16 -.37
2 .79 -2 79 .35
3 .54 -.28 Ry .04
4 .43 -.01 -.09 .06
5 13 .19 .3 .05
. 6 -.18 -.00 - .45 -.04
7 .09 -.00 -.14 -.53
8 .36 .26 -1.04 .09
9 .32 .32 .58 .12
10 -.29 .50 .25 12
1 -.54 .16 .3 -.19
"12 .70 -.10 -.22 .3
13 .22 -.07 .09 .32
14 -.65 .12 -.14 .64
15 -.23 -.01 .02 12
J
@ -
o . 105
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Table 22. Scales formed from standardized discriminant functions regressed on the same pretest
and the ALT varishles.

Unstandardized
Discriminant
Function Huxber
Intraclass
Correlation .50 .45 .42
Between-Class
Fretest .53 .37 i
{1.01) {.83) {.33)
Allocated Time -.02 -.00 =01
{.38) _(.10) (.30)
Engagement Rate -1.36 .35 1.0
(.66) (.25) {.86)
Low Error Rate 33 -9 .63
(.42) {.62) {.35)
High Error Rate -5.47 40 -3.30

(058)  (.08) (.52)

HWithin-Class

Pritest . .03 .18 -.09
{.34) (1.79) {.87)

Allocated Time .02 .02 .00
{1.12) (1.73) {.20)

Engagement Rate .60 .47 -.45
(.93) (1.33) (1.8)

Low Error Rate 1.08 .06 -.20
(1.29) (.30 {.43)

High Error Rate 2.33 -1.29 -.20
{1.13) (.92) (.17)

Constant 1.€0 .56 43
&8 a8 .35 a2

(;.:5)

=37

.04

.20

.15

.19

Standardized

2

.23 .09 .2

-.04 .15 -.27

.09 .35 .00

-.22 .15 .09

.0 16 -.21

.19 -.09 .06

.28 0 .07

.16 .20 -.12

.01 -.07 -2

-.09 -.02 .0

E RIC

3t.statistics within parenthesis - between-class dfs15, withn-class df=96.
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greatly reduced. However, the scales do not seem to be . \

more sensitive to instructional differences. MNost of the
Classroom differences are accounted for by the pretest.
Iﬂ many cases, the between-cfass coefficients for the ALT
variables acgually decreased. 1Ia addition, subtracting

test items in building a scale is not an alternative which

researchers would normally practice.: -.

To compare the stability of the discriminant fuanction
across samples, the discriminant fu;ction for the pilot ‘
data was calculated. However, as can be seen from Table
23, only two functions were defined in the pilot data. In.
addition, the two functions in Table 24 are highly
dissiiilar from the four discriminant functions in Table
21. T#us, it is corcluded that the discriminant functions

are not stable-across samples.

Between-Class Item-Allocated Time Correlatioms

As‘wﬁkh all the prior techniques, the selection
technique used here does not lead to a content cohesiéé
group of items. The corrélations, in Table 25, are all
positive as might be expected. Classes yith more
allocated time tend to perform higher on each item. The
intraclass correlations for the scales, in Table 26, are
again of the same magnitude as the irtraclass correlations

for the total scale.
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pilot study.

>

Table 23. BTES fraction items used to discriminate between classes in the

-t

Percent of Canonical * Wilks'
Function Eigenvalue Variance Correlation Lambda
0 .29
1 .67 43.18 .63 .48
2 .56 36.06 .60 V74
3 19 12.05 .40 .89 |
4 13 8.25 .34 '

2

- 117,754

69.63*
27.93
11.30

Residual Statistics

12




Table 24,

BTES pilot study - standardized
discriminant function coefficients.

143

Function
Item . 2
1 -4 .93
2 .39 -.08
3 12 -.24
4 .22 -.54
5 -.45 .13
e -.39 .29
e -.15 -.31
8 .70 -.01
A 9 z;}_{,&; : 6 .38
e 1O 52 -.48
& -.07 -.67
12 -.01 a2
13 .66 .32
14 -2 .16
15 .18 .26
109



Table 25. Between-class correlations of allocated
time with fraction items.

Average Between-Class Correlations
Pilot Final

.81 . W34

\,\ 2 .98 .3
3 .32 .10
4 .66 .42
' 5 .80 59/
@ 6 .78 .19
' 7 .52 A2 *
8 .86 40
9 .85 .62
10 .59 .38
n .33 .60
12 .70 4
13 .93 .48
14 .87 .59
15 .89 . .67
@
o 110
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Table 26.  Five and-ten item scales formed from between class
allocated time - ftem correlatign regressed on the
same pretest and ALT variables.

REGRESSION COEFFIICENTS

Unstandardized Standardized
Cutoff
Intraclass .
Correlation A4 A7 44 A7 ,
Between Class
Pretest .39 28 |- a8 a2
. (.78 (.51)
Allocated Time J2 .08 .28 .37
(.80) . (1.08) .
Engagement Rate 1.93 .54 .13 .06
(.44) (.22) .
Low Errer Rate -2.56 -.66 -1 -.05 '
(.37) (.18)
High Error Rate -1.34 =19 1 -0 -.00

Within flass
.28 .28

Pretest .38 .38
{2.91) (3.06)
Allocated Time .06 01 14 .08
i {1.00) . (.58) s
Engagement Rate 1.48 1.3 a3 .2 )
{1.09) {1.76)
Low Error Rate 2.99 1.60 .18 .18
(1.61) (1.58) ,
High Error Rate -6.31 -4 .66 -.12 -.16
{1.38) {1.88)
Constant -1.36 =10
R .55 .55

‘;;s;gtistics within parenthesis - betw-en class df=15, within class

m
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The regression equaticans show that this selection
technique is effective in building indicators more
sensitive to instructional differences. Allocated tine
assumes a more important role in predicting achievement
differences betveen claéses. Furthermore, the
within-c;ass effects of aiiocated time and the pretest are

reduced.

Again the cross-sample stability of the index is
exanined by comparing the five and ten iter scales (see
Table 25) formed in the two samples. From Tzbl 27, it is
apparent that the between-class item-alYocated tinme
cofrelation.is n?;*izable across samples. Having only two

{(seven) items ir common on two five (ten) item scales is

likely to occur.randomly (see Table 15).
Summary

TVO geheral conclusions can be made from the analyses
reported in this chapter. Pirst, it is apparent that none
of the_item sele“tion,strategies%are stable across the
samples used in this study. S5econd, the scales formed
within a sample are differentially sensitive to both
within-class-and between-rlass “ariables. While the
proportion of between-class variation does not vary widely

fron scale to scale, different selection technigues lead

to different scales vhich are sensitive to different

112
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Table 27. Overlap of subtests formed from the pilot study
and the final study using the between-class
correlation of allocated time with the jtems.

Top 5 Top 10
Item Pilot Final Pilot Final

—ad

X

X X

| |
I
w [e e} ~ (=] o - w [aN]
bed
‘4

> x

bed bed bed bed

bed bed b >

10 X
- 11 X X
12 X X
13 X X X
14 X X - X X
15 X X X X
o : Overlap
: (number
i of items) 2 7
|
13




variables.

Each of the five selection techniques produced some
similar results. None of the newly formed scales
exhibited a'ﬁigher proportion of between-class variation
than the original 15-item selection. Yet, most of the
scales behaved differently than the total test in reiation
to the ALT variables and the pretest. Each of the
techniques wera effective in reducing the magnitude of the
eifects of at least some of the variables vithin classes.
In additiosn, each technique led to a rise in the magnitude
of the standardized regression coefficient of at least
some of the .variables betueén classes. However, only the
average between-class item correlations and the
between-class item-total correlations yielded the same
results. Some strategies might be more useful for €

different purposes than others.

The last technigque, based on the betweaon-class
correlation of the items with allocated tiné, was
effective in increasing the effects of between~class
differences in allo&ated time, in addition to reducihg the
within~-class effects of the pretest and allocated tinme.
The other strategies may lead to an increase in the effect
of the variables between classes, but it not known or
predictable which effect will be increased. Thus, wvwhen

the effect of a known variable is desired, that variable
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could be used in the selection of items. The selection
" technique would in turn lead to a scale that is more

sensitive to the variable of interest.

While the other remaining techniques will increase
the sensitivity of the scales to differences between-
classes, it is .ot clear whether the vétiables affected
will be a measure of instructional diffetences (e«ge, the.
ALT variables), and/or a measure Bé,éo;non béqyground or
entering ability. Yet, some of the’selection'techniques
have different advantages to the researcher. Pirst, the
intraclass correlation or betveén group item-total
~correlation .are more appealing because they are both

simpler, or with the use of a computer, cheaper than the

discriminant functione.

Overall, the between-class item-total correlation
appears to be the most useful of the first four
2 . .
techniques. The discriminant analysis has a number of

problems, First, discriminant analysis with discrete

variables is not feasible for most researchers at present.

Also, even ignoring the possible bias from assuming
normally distributed variables, applic;tion of the
discriminant function has another major problem. The
negative signs of the discriminant function coefficients
suggest that the best possible discrimination is achleved

by adding and subtracting test items. Thus, getting some
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items right counts positively on a scale, while getting

other items right counts negatively on the same scale.
Naturally, this lcags to problems in interpreting the

scale, as well as its relationship tc cther variables.

Pinally, the between-class’item~total correlation
selection technique is preferrable tao using the itenm
intraclass correlations alone because the more stringent
criteria led to a more sensitive measuge of between-group
differences for the item-total correlation, but not for
the intraclass correlations. Thus, the magnitude of the
betveen-class regression coefficients increased when the
top five items were selected instead of the top ten from
the item-total correlations. The coefficients for
allocated time, erngagement rate, and lcw error rate
increased betwean classes. In contrast, the between-class
coefficients for allocated time, and engagement rate vere
lovwer for the five items with the highest intraclass
correlations than for the top ten items. In other words,
the relationship of the scales to the between-class . ‘
variables is increased when a more stringent criterion is
u§9d for item selection with the between-class item-total

correlation Strategy, but not with the intraclass

. Eorrelation strategy. i

-



CHAPTER 5

X3
¢

ANALYSIS OF PATTERNS OF ITEM RESPONSE

~

In this chapter, patterns 6f both correct and
incorrect resnonses to test items will be analyzed for
classroom differences, First, the ccrrect Eatterns of
response will be examined for the effects of topic
coverage and emphasis on achievemen£ iten data. Next, the

patterns of incorrect responses will be examined: for

common errors within an instructional group.
Analysis of Patterns of Correct Item Response

A total score givgs an indicatiomkgf overall
achievement. However, there are numerous ways of
achieving the same score. As Harnisch and Linn (1981)
point out, there are f83,756 possible patterns for getting
a score of 10 on a 20-item test. Clearly, not all
patterns will occur in practice, nor will all of the
patterns which occur sigrify any real differences. Sato
(i980) suggested that an index would be useful for
diagnosing student response patterns. This index was
intended to show the effects of guessing or careless

errors, Ye*, differences in curriculum coverage and

emphasis might also cause different student response
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patterns betw=en classes. These systematic differences
shoulua also be detectable and hopefully, distipguishaﬁle
from the unsysteiatic individual differences characterized
by guessing and carelessness. In th§s section the

differences in student response patterns between classes

is explorad using the BTES Phase III-B data, as a means

for identifying systematic differences in curriculum

coverage and emphasise.

Posttest Differences ir Patterrs of Item Respopse

Sato's work {1980) serves as a starting point for
this investigation. His $-P Chart is a matrix of student,
responses bf test items. The matrix is transformed so
that the items are the columns arranged in descending
order of diffizulty, (hardest iteas in the left most.
column). The r£ows are the students arranged in descending
order of total test score. A revised version of Sato's
S-P Chart intenjed to examine differences between classes
is presented in Table 28. The rows are the classes
arranged in descending order of mean achievement. The
colunmrs are the 1tems in descending order of difficulty.
In this table, a classroom which displays the expected
pattern of test item performance ({i.e., correct on easy
items, incorrect on hard items) would have higher numbers
in the left-most columns and lower numbers in the

right-most columns. Thus, such a class would do better on
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descending order of jtem difficulty.

Table 28. Number of correct responses to each item by class on occasion C with items arranged in
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2 1 0 O
12 10
2 2 2 1
1 0 0 2
3 4 0 0
1 3 0 1
2 2 1 1
2 2 1 1
0 0 1 1
0 0 0 O
1 1 1 1
0O 1 0 O
0 0 0 O
2 2 1 1
3 0 0 0

.76 .69 .66 .62 .55 .54 .53 .53 .47 .35 .33 .32 .26 .24

7’
Achieve-

Caution SD
ment Index {Caution
{ean Mean Index)
12.50 .22 .30
12.33 .27 .32
11.33 .79 .74
11.00 .39 .27
10.33 .46 . .30
10.20 .42 .15
9.06 .30 .20
8.00 .26 .12
8.0C .65 .37
7.50 .27 A5
7.50 .66 .16
7.00 .61 .62
6.40 40 .42
-6.00 , .47 . 43
5.33 .52 .60
5.33 .52 .43
5.17 .37 .21
5.00 .09 .09
5.00 .34 .43
4.83 .38 .49
2.83 .74 .60
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easier items (highest means) and worst on harder items
(lovest means). While no class in Table 28 has exactly
the same ranking of item difficulty as the total sample,
some classes do exhibit a pattern of performance similar
to the.total sample. Por exanple, classrooms 3 and 11 do
not have any large dif ferences between two adjacent

colunns.

However, some classes clearly exhibit patterns of
item responses different from the tétal sanple. Classroon
19 has a six point difference between two items with the
same overall difficulty (3 and 14), and some surprisingly
low scores on son2 of the easiest items (only 2 correct on !
items 1 and 2). Classroom 16 does well on items 14 {5
correct) and 15 {3 correct) d>spite an overall low
achiagvement level. Classroom 18 also has what appears to

be a random pattern of responses. Students from this

~and 10), bat pef%orm well on the next six items.

class do poorly or three of the seven easiest items (6,7, ) {
1

While some of the cited patterns of item response in
Table 28 may be random (e.gd., differences due to guessing
or carzlessness), others may be attributed to differences
in classroom instruction. Within the area of fractionms,
many different skills may bs taught (e.g., addition,
subtraction, multiplication, etc.). Furthermore, these

differences are often reflected in the items of a test ard
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not in the total test. Thus, differemnces in topic

- coverage and emphasis may be reflected in the achievenent

itens.

’

In the fifteen itexz test under examination, four
different fractions operations can be identified. ‘The
first fiva items cover £he subtraction of fractions. The
second five items cover the addition of fractions. Items
11, 12, and 13 require the student to recognize equivalent
forms of fractions, and items 14 and 15 involve solving

fractions egquations for an unknown numerator or

denominator,

To facilitate the discussion of possible differences
in topic coverage and eméhasis, the columns of Table 28
are rearranged into the original order of items. Thus,
tha lines dividirng the columns in Table 29 into four
groups represent the different coatent areas covered by
the fractions test., In Takle 28, some classrooms stand
out for their apparent differsnces fronm the.total sample
in their topic coverage or emphasis. PFor example, the
lowest achieving class (16) does not do well in
subtraction (itenms f—S), addition, (6-10), nor

equivalernces (11-13), but does seem to have effectively

learned algebraic manipulation (14 and 15).

When class 16 is compared with classroom 3, two very
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Table 29. Number of correct vesponses within class on BTES fraction items on occasion C with items
- grouped by content area.

N

y
ITEn
. Algebraic

Subtraction Addition - Equating Mantpulation Achieve- Caution $SD

) - ment Index (Caution

Class N {1 2 3 4 5 6 7 8 9 10 11 1213 1 15 Mean Mean Index} -
27 6|6 6 5 6 6| 6 6 5 6 5| 4 4 3 4 3 12.50 .27 .30
M 6|6 6 5 5 5|5 5 3°4 51| 6 6 5 5. 3 12,33 .27 .32
12 6|6 4 4 5 3|6 6 4 3 6|5 4 3| 6 3 .33 .19 .74
24 6 |6 6 3 4 3|6 6 4 3 6|5 3 3 4 4 n.co .39 .27
22 66 5 3 6 2| 4.4 3 3 6|5 5 2 6 2 10.33  .46° .30
1 5 ({5 5 4 4 1 55 5 1 2| 3 5 3 2 10.20 .42 5
8 5|5 5 4 5 3 {3 4 0 0 1 5 4 37 2 9.00 .30 .20
6 5|5 5 3 5 0| 4 2 1 1 2|3 3 2 3 8.00 .2 12
9 57142 0 4 2|4 3 2 1 4|3 3 2 4 2 8.00 .65 .37
5 6/6 6.3 3 2|6 5 0 2 5| 5.1 06| 0 1 7.50 .27 15
18 64 6 3 5 3|1 0 0 0.0/} 4 5 4 € 3 7.50 ° .66 .16
10 65 5 3 3 4| 4 3 01 4113 2 3].1 1 ‘7.00 .6 .62
6 5|5 .5 1 2 14 2 1 1V 112 1 24 2 2 6.40 .40 .42
21 9 (7 7 6 5 1|6 5 1 1 1] 2 3 2 5 2 6,00 .47 .43
4 6|3 3 4 4 1 4 4 1 1 302 1 0 10 5.33 .52 .60
19 6|2 2 6 4 1 4 5 0 0 2| 2 4 o0 0 ¢ 5.33 .52 .43
4 6|4 4 2 3 1 302 1 1 302 ¥ 2 1 517 .37 .21
17 6(5 5 1 4 0°/ 4 4 0 0 411 0 1| 1. 0 5,00 .09 - .09
% 514 4 2 2 212 2 0.0 3]71 1 0 2 0 5.00 .3 .43
3 6|2 2 2 1 2|2 211 2|3 2 2 3 2 4,83 .38 .49
16 641 1 1 1 06|21 0% 0| 2:0 0f 5 3 2.83 .74 .60

Total 79 .76 .53 .66 .35 |.69 .62 .26 .24 .54 |.55 .47 .32 | .53 .33 '
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different interpretations emerge. Some students in
classroom 3 may have mastered the material, but the rest
of the class doas not undigjtand the material. (Three

students had total scores 4 zero.) This phenomenon coula

be the result of ineffective\instruction thigh achievers
might learn the material in spite of the instruction), or
the instruction.may be aimed only at some of the student;
(e.g., differential topic coverage within the class). 1In
either case, there are marked instructional differences

from classroom 16, where there appears to be effective

instruction, but only in one area.

>

Another exampie of possible instructional differences

is suggested by a comparison of classes 5 and 18. In this
}case, an examipation of total test scores would show no
differencz between-the two classes because mean
achievement is éxactly equal in the tvo classes. {(Both
classes have mzuns at the midpoint of the.scale (7.5).)
However, an examination of the item response pa;terns show
different phenomena occurring in the two classes.
Classroom 18 does well in three of the content areas, but
the students cannot add fractions {items 6-10). In
contrast, classcroom 5 can add fractiors, but cannot
perform thehalgebraic manipulations necessary for problems

14 and 15 nor the equivaler:es in problems 12 and 13.

——————. i o . o>

Caution Irdex. While Table 29 is useful for
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- .
discussing classroom differences in coverage and enphasis

ey
. .
}P

%%

in this study, large-scale evaluations typically involve
too many items and/or too many groups (classes, .schools,
etc.) to make generating such a table practical. Thus, an
index of response patterns is needed to identify groups
with peculiar test behavior, Sato's caution index (see
Chapter 2) has bden used at the student leQel £o measure
_the anomalousness 5f response patterns. Sato proposed
’that thé individual response pattern should be examined
when the index‘was greater than or egqual to .5. The
cutoff of .5 might also be used on the class mean of the
caution index. Thus, clas;és with a mean caution index

above .5 would be examined for the atypical response

pattern.

Sato's explanations for the high index might still be
applicable. That is, many of the members of a high
achieving classroom might be gaking careless mistakes; or
the members of a low achieving classrooa may be- getting
correct answers from guessing. However, an alternative
explanation‘might bg that curriculum coverage and emphasis

’
are causing the classroom to answer items atypically from

©%

tha rest of the sample. Thus, classrooms 16 and 18 should

be high on the caution index.
The student response patterns and their caution

indices are veported in Appendix D. The class mean and
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_Standard deviations on the caution index are reported in

Tables 28 and 29. The mean caution indices yield seven
)!

classes with a mean greater than .5. Classrooms 12, 9,

18, 10, 14, 19, and 16 had mean caution indices of .79,

+65, .66, .61, .52, and .74, respectively. The high class

means on the caution index combined with the individual
patterns of item response in Appendix D suggest three
possible explanations for amn atypical regponse pattern.
The first two rsasons for an atypical response pattern are

guessidg and carelessness, as Sato éuggested. Apparently,
the class mean‘inde; is affected hj these two factors when
ihey are based on only six cases. Thus, classes 12 and 9
have a high.mean caution index because of carelessness..
Carelessness is assumed when there are no éonsistent
patterns of responses within the class and achievement is
)high. ‘Ip addition, classes 10 and 19 have a high pean
caution index because of guessing. Guessing is assumed
when there is no consistent pattern of responses and
achievement is low, Finally, a third possiblé reason for
the high mean caution index is differemces in topic
coverage and emphasis. As discussed above, classrooms 16
and 18 were high on the caution index, as expected,
because of apparent instructional differences from the

’

total sample.

In addition to the three possible reasons for
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. L.
atypical responses, these reasons may occur simultaneously .

in the same class., For'example, in class 14 the higher

achievers made careless er#ors, while the low achievers
1

correctly answered some problems by guessing. Also,

classroom 16 a2ppears to be affected by guessing on the

first thirteen items of the test.

%

Because th2 high caution index may be due to Tandonm
processes (quessing or carelessness) or to instructional
differences, th: index is limited iﬂ its usefulness for
our purposes. Yét a differeance between the unsystematic
causes and instructional differences may be indicated by
the standard dgviation of the caution indeg. When the
atypical resp;nse is the same throughout the class (as
might be expected in the case of'instructional

differences), the patterns of response would be fairly

similar and the standard deviation of the caution index

.would be small. Howvwever, when the patterns of response

within a class are highly dissimilar (as might be expected
from guessing or carelessness), the stanaard deviation of
the caution index would be high. Thus, the ratio of the
index over the standard deviation of the index may be more
usefui than just the mean. This also raises questions
about the psychometric properties of the caution index.
The standard deviations in Tables 28 and 29 are low as

expected for 18, but not for class 16. However, class 16,
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as mentioned earlier,‘is affected by guessing. Thus, the '
Bnly class (18) with » high mean caution index that is
apparently affected by instructipn and not guessiag or
carelessnass is also the 'only class with a low standard
deviition on the caution index irn conjunctiﬁn with a high

mean caution index.

Pretest Differences in Patterns of Iten Response

While it is important to exaamine differences in o

s patterns of resporse after instruction, different patterns

of response prior to instruction lead to different

conclusions about the effects of instruction. That is,

conclusions'abou£ the effects of instruction are stronger
’ N when the change from achievement pricr to instruction can
be analyzed. Conseguently( Table 30 provides the analog
of Table 29 prior to instruction. That is, data from the 1
sane 12§-students in Table 29 are reported in %able 30. .
Again, each entry in the t;ble represented the number of
students in a given class  ooms (row) that answered a given
N item (column) correctly. In addition, the class means in ‘

achiesvement, and the class means and standard deviations

on the caution index are reported in Table 30.

" From Table 30, eight classes (27, 12, 24, 8, 18, 10, ‘
21 and 3) have a mean caution index greater than or equal -

to .5. However, unlike the patterns of response after
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Table 0. Nusber of correct responses within class on BYES fraction {tems on occasion B with {tems
grouped by content area.

’

1TEM
Algebraic
. Subtraction Addition Equating Manipulation Achieve- Cautfon SO
‘ ment Index (Caution
Class X |1 2 3 4 5} 6 7 8 9 10 N 1213 14 15 Mean Mean Index})
27 6|2 3 5 3 3|3 3 v 0 3|4 2 o0 2 2 6.00 .59 .35
N 6|6 6 6 4 2|5 5 2 1 4] 5 5 3 6 4 10.67 .30 .41
2 6|3 2 3 2 13 2 00 3} 3 2 1 2 3 5.00 .67 .59
% 613 3 3 3 05 5 2 2 3|4 & a 3 2 7.67 .66 .56
23 63 3 4 5 0|1V 11y o3]|3 12 500 .40 .34
1 5|5 3 3 2 0{4 21 01|11 1 520 .36 .45
8 51 3 1 1 0|2 011 3(z 1 o0 1 0 3.40 .61 .51
6 5|4 4 3 4 o) 4 4 2 2 a4} 2 11 3 3 8.20 .32 .35
9 S5 5 1 4 0|5 5 11 212 37 2 2 7.80 .4 .20
s§ 62 0 31V 1v|f1 0 00 2|4 00 0 0 2.3 .47 .35
B 6]2 2 1 2 0{1 1V 90 0 0|1 0 2 2 2.50 .53 .58
0 613 2 4 2 3|14 301 2{1 11 30 5.00 .65 .23
26 5(1 1 11 ol o oo o0}V oo o0 10 1.40 .20 .44
A 943 & 35 2110 0 1v{1oo 2 2 2.89 .67 .61
W 621 30 v|[1 o o o6 of 00 1.0 .87 .30 .38
9 6(6 6 2 4 03 4 1 0 311 0 1 5.50 .28 16
& 6121 32 0] 21 0 0 V|21 1 3.00 .46 .40
7 6]4 2 3 3 02 2 10 201 0 1 0 .50 7 Y
% s{3 3 21 013 2 00 2] 1 21 2 4.60 .46 18
3 6}0 0 20 02 2 00 0{2 1 0 0o o 1.50 .50 .53
w 610 1 2 1 0fl1v e v o 1|0 0 o0 1 0 .33 .2 .4
Item :
Heans .49 .45 .47 .40 .1 | .43 .34 .1 .07 .22} .32 .22 5 | .29 .20 )
Order 1 3 2 5 1314 6 11w 7(7 101129 n

O
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instruction, none of the eight classes stand out as being

different from the total sample. Instead, the high
caution index appears to be the result of guessing and/or
carelessness. In addition,; ths standard@ deviation of the

caution index within classrooms is higher, prior to

instruction. The standard deviation of the index prior to

instructiun is an average of .04 higher than after
instruction. Also, the standard deviations are higher in
two thirds of the ¢lasses prior ¢o instruction. Thus,
instruction has the effect of making the response patterns

within a group more uniform (reduced variability).

Pretest-Posttest Change in Patterns of Item Response

Finally, the change in class achievement is reported
in Table 31. Each entry in Table 31 represents the
differences batween the entry in Table 29 and the same
entry in Table 30. Also, the mean allocated time in
mirutes per week is reported in Tahle 31. The mean
achievement has gone up in 19 of the 21 classes indicating

an instructional e ffect.

Some classes have more or less of an iastructional
effect. For example; classrooa 19 has a drop in
achievement, especially on it=ms 1 and 2, which is
reasonable, given that no tim» wvas devoted to fractiorns.

Also, the earlier counclusions about classroom 16 seen
\
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Table 31. Change {n achievement by class from occasion B to occasion C with items groured by
content area.

ITEM
Algebraic
Subtraction Addition Equating Manipulation
. Change in Mean Aliocated

Class H {1 2 3 4 5| 6 72 8 9 10f 11 12 13 | 14 15 Achievement Time
27 6 |4 3 0 3 3 3 3 4 6 2 0 2 3 2 1 6.50 114.70
m 61710 0 -1 1 3 v 0 1 3 1 1T 1 2 S 1.66 71.44
12 6 |3 2 3 2 3 4 4 3 3 2 2 2 4 0 6.33 86.89 -
24 6 |3 3 0 1 3 1T 1 2 1 3 1 - 12 3.33 45.74
23 6 |3 2 -1 1 2 3 3 2 2 3 2 4 1 5 0 5.33 88.70
1 s4{0 2 1 2 1 1 3 471 1 2 4 2 1 0 5.00 26.06
8 5|4 2 3 4 3 1 4 1 a1 2] 3 3 07 2 2 5.60 25.67
6 S J]1 1 0 1 o0 0 -2 -1 -1 =211 2 1 0 -2 -.20 7.19
9 5 -1 -3 -1 0 2 {1 -2 1 0 2 1 0 1 2 0 .20 49.19
5 6 14 6 2 1 5 5 0 2 3 1 1 0 0 1 5.17 77.28
18 612 4 2 3 3 0 -1 0 0 1 3 5.3 4 3 5.00 118.58
10 612 3 11 1 0 0 0 0 2 2 1 2 -2 2.00 32.84
2 514 4 0 1V 1 3-2 1Y 1 % 11 2 12 5.00 45.53
21 9 {4 3 3 0 - 5 4 1 1 0 1 3 0 31 3 15.98
% 6 |12 1 4 0 3 4 1 1 3 2 1 4 0 0 3.67 29.14
19 6 |{-4 -4 4 0 1 T 1 -1 0 -1 1 3 0 N I -7 0.0
4 6 12 3 -1 11 | I TS T B 0 0 10 2.17 22.37
17 6 1 3 <21 0 2 2 -1 0 2 1 - 0 0 1.50 4.21
5 511 1 0 1 2] 0 0 0 1|0 -0 A .40 2.71
3 6|2 2 1 2 0 0 1V 1 2 1 3 3.33 3.3
i 51 0 -1 0 0 1 1 -0 A 2 0 4 1.50 51.52




valid. That is, there is instruction ({51.52 minutes per
week) which is effectively teaching algebraic
manipulations (items 14 and 15). Finally, classrooms 5
and 18 are learning subtraction. But class 5 is learning
addition, while class 18 studied algebraic maripulations

and recognizing equivalent forms of a fraction.

Apparently, topic coverage arnd emphasis plays a key
role in classroom achievement. <Classrocom 18, while having
a higher allocated time to fractioné (118.58) than any
other class, was only in the middle of the distribution in
achievement, However, if class 18 had covered fractions

addition and had scored the same as on the other three

topics in the test, then their mean achievement would be

10.75 or 3.25 poirts higher, which would have placed them

among the top five classes overall.

Caution Index and Possible Predictors

Given that real differences do exist in instruction
that can affect ar irdex of atypical response patterns,
the question remains whether this index relates to
achievement and irstructiora)l variables. In Table 32, the
caution index for individual students is regressed on the
ALT variaples and a pretest, using the contexfual effects
model {(i.e., entering student-lavel variables and group

means simultaneously). The F statistic for the whole
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Table 32. Caution index on occasion C predicted from ALT
variables and pretest (i.e., fractions test
occasion B).

REGRESSION COEFFICIENTS

Unstandardized Standardized

Between Class

3r-statistics witnin paren'tnes1s - petween class df=15,
vithin class d1=96.

Pretest -.03 ' -.18
(.50) o
Allocated Time 00 . .08
(.15)
Engagement Rate .18 .09
{.20;
Low Error Rate -.38 -.12
o (.28)
High Error Rate -4 -.03
. (.08)
Within Class
Pretest 01 11
: . (.75}
Allocated Time .00 .04
(.19)
Engagement Rate -1 -.07
(-39) .
Low Error Rate .24 <11
- {.66)
High Error Rate 4 .05
{.37)
Constant .46 .
R? .04
\
|
|
|
|
|
|
\
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2
equation and the R 1indicate that the index is unrelated

to the ALT variables and the pretest (F=.45, d£=10, 111,

2
.and R =.04)., In addition, the analysis of variance in

Table 33 shows that the class to class differences on the

caution index are not significant (F=.31, df=20, 102).

While there acre nc significant differences between
classes on the caution index, the index still pay be a
useful tool for measuring differences in curriculunm
coverage and emphasis. Howevaer, the effects of guessing
and careless mistakes make the index more difficult to
interpret. This is especially true sinrce greater
variability in guessing and carelessness should be

expected withie classes than between classes.

Still, a rumber of firdings irndicate the usefulness
of the index. Pirst, the high index for classes 16 and 18
in Table 29 is substantively meaningful. Second, floor or
ceiling effects or a test would reduce the possible
response patterns. For example, class 27 in Table 29 nay
vary in its patterns of response on a more difficult test;
however, on this test no information about what was not
covered car be gained. Sirmilz-ly, when a test is too
difficult, n 1information is gained about what is covered
and emphasized. When a studext gets all of the iteas

correct or all of the items ircorrect, no information is
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Table 33. ANOVA - Caution Index ’by class.
Source SS df MS F
Class 3.70 20 .19 1.15
Residual 16.41 102 .16
Total 20.11 122
P o2
134
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' ] available from the response pattern. Thus, information
| night be lost about classroom differences. In fact, the .
intraclass correlation of the caution index after

instruction excluding achievement scores of 0 or 15 .

{n?=.25) is greater than the intraclass correlation of the -

caution index for the total sample {2 =.18).

Finally, after excluding the cases with no
information because of an achievemept score of 15 or 0,
the index was compared on all three occasions -~ prior to
instruction, after instruction, ard after the summer’
break. As expected, the intraclass correlation was lower
after *he summer break (o 14), and higher after instructiop

. {-25) than prior to instruction (.20).
Patterns of Error Response

. While patternrs of correct responses yield useful
information about classroom differences, the incorrect
responses may also be used to diagnose classroon
differences. An error which occurs only once or twice on
a test car be assumed to be mearely random. This error
could be due to guessing, carelessness, or any other
reason, In short, am occasional error gives no

information about the reasons for the incorrect response.

On the other hand, ar error whichk repeatedly occurs on

similar problems can be assum2d to be systematic. If a



student continually responds in the same ircorrect way
over similar problems, then it can safely be assumed that
the student is following sone algorithm tc arrive at the
answers, but the algorithm or procedure is incorrecte.
Thus, the low achiever may be from one of two groups. The
low achiever may be tryirg to the best of his (her)
ability, but using an incorrect algorithm, Or the low
achiever may have no understandirng of the material, or is
not trying, either of which will lead to random error

responses.

Employing an incorrect algorithm, like following a
correct algorithm, can be related to individual
experiences or to experiences common to the group.. That
is, the incorrect algorithnm may be a result of something
th2 student brings to the class, or the classroon may
affect ths algorithm used., Individuals responding
differently to instruction may come up with different
algérithms from their interpretation of the instruction,
or an incorrect algorithm may exist prior to iastruction
which is not altered. On the other hand, students may
enter the classroom without any algorithm for a problem
(reither correct nor incorrect) and leave with a common.
procedure for answering the problem which is correct or
incorrect. Ar incorrect procsdure may be due to faulty

instruction cr incorrect transfer of skills from one area
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to another which is not taught. 1In either .case, valuable
information is gained by diagrosing the common incorrect
algorithm. The information can then be used to change or
add to the instruction to eliminate the incorrect

algorithm.

Class Variation in Incorrect Responses -

In this sectionﬂimethodology for diagnosing incorrect
algorithms is adaptég for detecting classroom-level
patterns of incorrect respomses. The intraclass
correlations for the distractors on each item on the three
occasions are reported in Tables 34, 35,'and 36+« The
intraclass éorrelation for a given distractor is
calculated in the same way aé the intraclas§ correlation
for a correct response, except the'item is coded one when
the given distractor is chosen and zero otherwise. The
intraclass correlations were calculated only for those
distractors which were éhosen by 10 or more students
overall. It was assumed that the distractors with only a-
few respondents were chosen randomly. A summary of the

distractor intraclass correlations in Tables 34, 35,, and

36 is contained in Table 37.

For the distractors, the same pattern holds as for
the correct resporses. Post instructicn has the "highest

proportion of between-class variation (.23). However, the
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‘ Table 34, Distractor intraclass correiations -
occasion B.3

Item 1 2 3 4 NR
l .26 18+ .44
2 19 o« - 25 .43
3 T 30 .35
4 .19 * .43
5 * 20 .19 .15 .36
6 * .31 .48
7b 34 * .39

. 8 28 .16 * .36
9 .25 * .37
10 * 12 .16 .38

14 19 .27 .28
12 .25 .26 @ * .23 .30
13 * 49 .23 .3 .8
14 7 .1 * .37
15 19 19 13 % .34

d . .
* indicates the correct repsonse.
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Table 35.

Distractor intraclass currelations -

occasiun C.2

Item

—

[F4]

(3]

10
N
12
13
14
15

l_a

.32

.14
.27
12

.24

1Y

1~

.15

.23
.27

.26
.31

.22
.32
.43
.21

fw

.13

.13

.20

4 MW

43
3 .37
16 .44
« .44
A7 .48

.38

.38
+ .38
A3 .52
.35 .35

.33
21 .40
19 .39
A7, .27
. .27

% indicates the correct response.

139

172




Table 36. Distractor intraclass correlations -
occasion D.2

Item 1 2 3 4 NR

1 .29 * 21

2 * .27 21

3 * 13 .20 29

4 34 % 36

5 * 15 .25 29

' 6 * .26 21

' 7 .22 * . .35
. 8 30 .18 x5 .20
9 19 ¥ .35

10 x L4 .36

11 .14 * .22

12 .21 * .29

13 * Jd9 15 19 .9

14 d7 13« .29

15 27 .22 * .26

a .
* {indicates the correct response.
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Table 37.

Mean intraclass correlations for distractors
and no response.

Distractors

No Response

joo

.21
.37

Occasion

c

.23
.39
.28
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proportion of between-class variation after the summer

break (.21) is no lower than prior to instruction (.21).

The intraclass correlations for the no responses is
also highest after instruction.. Hovevera the percent of
between-class variation is lowest after the summer break.
The high percent of between-class variation in no respoase
is probably because éf a teacher's instructions to eilher
guess or leave blank an unknown answver. Thus, after the
sunmer break, the students from a given class'may be
spread into new ard different classes. The new teachers
may not have affected achievemeﬁt nor incorrect responses
yet. However, instructions on whether to guess or leave
blapk answers to unknown problems will immediately affect
the students. Hence, the between-class variation {(based

on last y2ar's classes) is immediately reduced for the no

response alternative.

Diagnosing Errors Prevalent in Individual Cclasses
ol P == —— e ——— e et i) eIt D oty

From the preceding discussion, it appears that
individual distractors are affected by class membership.
But the question still remains of whether the errors .
existing in individual classrooms can be diagnosed, and if
so, which classrooms should be examined. Two types of

classes are likely candidates for examination of their
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error response patterns. Low achieving class»s obviously

may be using incorrect algorithms. Ir addition,
classrooms high on the caution index may have an incorrect
algorithm for some subset of problems which led to an
atypical response pattern, but not low achievement

overall.

The distractors prevalent in a given class are
reported ir Table 38. An examination of the individual
classes and their distractors gives information about -what
instructional changes might affect achievement. For
example, the two lowest achieving classes (16 and 3)
seemed to have amphasized the no response alternative.3
Since most classrooms were cradited for ccrrect guessing,
the mean achievament for classes 3 and 16 might have been
raised by guessing. Inr fact, guessirg, assuming purely
random responses (i.e., probability of correct answer
equals .25), would have raised the average achievement for
classrooms 3 ard 16 by 1.98 and 2.13, respectively. This

almost doubles the achievement score for classroom 16.

In addition to the no response alternative, a number
of logical errors in classrooms can be found.. However, '
this is not true for the high achieving classrooms with
careless errors (e.g., classes 9, and 12). Thus, the mean
caution index is not useful when it reflects'carelessness.

The post important classes for this sort of analysis seen
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Table 38. Comaon distractors chosen by nalf or more of the students within each class on orcaston’C.

1TEN
1 2 3 4 5 6 7 8 9 10 n 12 13 14
o 4} D K} D Hi O N] O K D X 0 K| 0 & 0 Ky 9 N} O KRl DO K| D K] D &
13
2 3 2 3
2 3 2 4 ) 2 3
. 2 3 .
Z 3 2 S 4 4
2 4 1 30 1 3] 2 s
z 8
1 3] 2 & 2 ¢l 2 3| 2 sf{i2 3
‘ 2 s| v 6| 1 o7 2 €] & s
. ) 1 &), 2 4 2 3 o3
P33 2 4 1
. r 7] 2 8] & 5| 1
1 4 & 2 & 1 4| & 2 6] 1 3
1 ¢ 4 4 1 & 2 s ' . 3 r
14 1 4 2 & 4 3 .
2 3 2 3| 2 4 t 3]'m~3| 2 3{m 3
2 3 1 5| 2 & 1 3 2 3
w3 m W o3p a 3f s 3{ xR 31 MR 3}k 3| m sl R 3] MR 3| M KR 3{ x 3
w3l omo 3] m WRO5| ma s ] R O3f 3R 3| MR OIJMR 3| KRR 4| KR 4| KR S
{

15

- - o

KR

AR

w W =

*2sdistractor; Henunber of cases per class croosing distractor

ERI

Aruitoxt provided by Eic

E—

e

**{iR*no response
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‘ to be the low achizving classroon and the classroom with

an atypical curriculum sequence (e« g., class 18).

In the case 0of the individual student, distractors
become important when the same incorrect procedure leads
to similar responses on similar problems. Likewise, in
examining classes, the kxey is to find the incorrect
algorithm which will cause many students from the same

class to produce similar incorrect responses for siamilar

problems. This phenomenon can be séen throughout Tahle
38. For e2xample, the most commor error in fractions
addition is to add in both the numerator and the
denominator, This incorrect algorithm would lead to

" rasponses 2, 1, 1, 2, and 4, for items 6, 7, 8, 9, and 10,
respectively. An examirnation ofvTaLle 38 reveals that

5 classes #, 18, 21, and 25 do have multiple respondents or
each of these incorrect responses and not on the other
incorrect responses. Multiple problems are needed because
using only. one or two problens would not always lead to

; the correct conclusion. Por example, in classroom 17
students used the same incorrect response on item 9.
However, the same incorrect responses or items 6, 7, 8,
and 10, Had only one respondent using the same algorithﬁ.
Thus, the 4 response2s on choice 2 of ;tem 3 can only be
considered random or at least not relevart to this type of

analyses.
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Besides adiing in both the numerator and denominator
always, some classes have that algorithm only when the
correct answer appesars in some equivalent form. So
classrooas 10, 14, 19, and 26 use the same algorithm for
items 8 ard 9, when the correct arswer appeais in another
form (e.g., 1/3 + 2/3 = 1| and not 1/3 + 2/3 = 3/3).
However, the sane classrooms use a correct algorithm wher
the answer is in the same form as the froblem (i.e., items

6, 7, and 10).

Besides addition errors, incorrect algorithms are
used by nmultiple members of classes ir subtraction and
~eqguating. éor example, the answer used by classroomns 14
anl 15 wh2r no vhole numbers are used, is only the
nunerator {ignoring or dropping the denominator). That
is, distractors 1 and 4 are used for items 1 and 2,
respectively. Als¢ in equating, classrooms 14, 17, 21,
and 25 arswer makes sure the difference between the
numerator and denominator is the same for the two
fractions (e.9., 5/7 = 2/4 = 10/12). That is, distractors
1, 4, ard 2 are used on items 11, 12, and 13,
rcspectively. Finally, distractors may be paired in ways
that are not immediateiy obvious to the researcher, but
may be systematic. For example, on items 14 and 15,

distractors 1 and 2 are paired in classrooa 10. 1In

addition, distractors 2 and 1, for items 14 and 15, 'are
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paired in classcooa 19.

Pretest Differences in Patterns of Error Respgnse -

While analyzing error responses within classes can
supply valuable information about what errors students are
making and thus what adjustaments té instruction need to ba
made, the caus2 of the ccmwon error is still unknown. BY
using a pretest, the common error can e€ither be diagnosed
as a result of the common expariences duriryg the
instruction psriod (i.e., not preseng/during the pretest),
or piesent priOt.to instruction but not correcggd.- In
Table 39, the distractors chosen by at least half of the

-

m:pbers in a class prgpr to iostruction (occasion B) are

; S~ »
Tteportead,.

o]

From Table 38 and 39, a number of differ=nt .phenomerna

can be seen. First, the error found in class 18 on the
posttest {addirc both the numsrator and the-denowminator)
is prevalent in many classes (27, 23, 18, 10, 21, 14, and
4) pfior to irstructioa. THowever, the error was corrected
in the classes to varéing ﬁegrees. In some classes (27.

and 23) the error is virtually eliminated; in others (5

~
~

and 26), the error is only present whsn the problems also
require reducing tke fractions (iﬁems 8 and 9); and in

,Class 18,'the error continues unabated after instruction.

Classroom 16 also appeéars to have effectively liij:jjz),
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Table 33. Common distractors chosen by half or rore of the students within each class on occasion 8.

a . ITEM
Class 1 2 3 4 5 3 1 8’ 9 10 n 12 13 ¥~ s
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2 1 3§ 4 3 o3 2 3 103 T 2 6 2 3| 2 &
" 2 3 i 3} 2 s
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6 | Vo323 s 3
9 4 3 A 2 3 2 13
5 4 3 o3 o2 1 5 1 5 2.5 . 2 ¢ 2 3 W 3]3m 3
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algebraic manipu}ations. As further evidence for the
students' learning, the no respoanses alternative is used on
all fifteen items on the pratest, as it was on twelve of
the first thirteen items on the posttest. Hence, the high
achievement or the algebraic marnipulatiors seems not to be
a chance occurkence when tpe no response alternati&e is
used so frequentiy instegﬁ\gf guessing. Simi;arly, éhe no
‘response alternative is used in classroom 18 for the, '

equivalent fractions. And again there is high achievement

after instruction.
Summary

Patterﬂs of response, whether correct or incorrect,
Vproviae information about diﬁferences’in classroon .
achievement which is not present in the toéal gcore. In
additidn, the use of items =2¢ms more useful than the
creation .f subsets of scoras based cn common content.
This is primarily because the hse of items lets the data
determine the subsets of items with common behavior rather
than the researcher. For example, the fractions subtes£
used in this ¢thapter appears to have four distinctive
groups of fractions items -- addition, subtraction,
recogrizing equivélent fractions, and algebfaic
manipulation~. However, an examination of the common

errors ir Tables 38 and 39 seem to indicate that items 1

and 2 are Clearly similar, but that error responses in
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' items 1 and 2 are unrelated to items 3, 4, and 5. In
fact, using the incorrect algorithm most prevalent for
itens 1 and 2 (subtracting the numergfbr and denominator)

leads to a correct response for item 3.

’ Two sources of information were used to examine
class;oow differences =~ incorrect responses {(distractors)
. and corfect responses, Each seems useful for a different
purpose. The patterns of corczect item ¥ :sponse are useful
/ to the ressarcher for analyzing differences.in topic
coverage and emphasis. However, the analysis of errors
seens morea useful as an instructional adjunct for making
adjustments to the instruction. #hile tle amalysis of
. . correct it‘em response may be useful as an instructional
’ ~adjunct, it is assumed that teachers are aware of their

lus

Q
[+

oWn currci

=]
n

equence. But they may still be upaware of

the errors which need to be overcome.
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. . : CHAPTER 6

SUMMARY AND CONCLUSIONS
. .Overview of Chapters

In this dissertatioiu, several possible empirical
strategies for measuring achievement differences betwWeen
instructional groups were examined. In Chapter 1, the
context of the research problem was.ocutlired and a general
statement of the focus of this study was put forth. This
study focused on standardized achievement tests and their

- perceived inadeguacy in detecting prcgram effects (lack of
instructionél sensitivity or program relevance). This
‘ concerrn led to the consideratior of certain empirical
st:étegies for insuring greater instructional sensitivity

and prog-am relevance,

in Chapter 2, the literature releQant to this study
was described. The chapter began with a brief review of
the background which led to the question of why
instructional sensitivity is an issue in the school
effects literature, 1In addition, the pertinence of the
literature on the analysis of amultilevel data was
discussed. Then literature relevant tc our two lines of

inquiry were discussed. First, past efforts at

constructing more sensitive indicators of group

3
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differences, through the use of indices of item

discrimination between groups, were reported. Second,
procedures for the analyses of patterns of correct and
incorrect responses which havae been traditionally used at
the individual level were discussed as possible measures

of group phenonmena.

In Chapter 3, the proposed analytical st%ategies vere
described. These strategies were divided intd> two groups.
The first group of strategies suggested that five indices
of item discrimination between grovps migh* be uszd to
build scales which are more sensitive to between-group
differences. The five indices considered for use in test
construction ware the item intraclass correlations, the
item intraclass correlations ir conjunction with the
between-group iten interéorrelations, the correlations of
the group means or the scale with the group méans on the
items, a discriminant ‘analysis$, where items are used to
discriminate between groupé, and the between-group
correlation of the items with an instructional variable.
Each of the five indices were viesed as possibly usaful
for selecting itens into a scale which would be more

sensitive to between-gyroup differences, especially those

associated with instructional and program variables.
The secornd group of analytical strateqgiss rroposed in

Chapter 3 adapted procedures previously employed at the
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individual level to measure aifferences between groups in
patterns of item response. First, group patterns of .
correct iteu responses were suggested for use in measuring
group d.fferences in instrur tional coverage and emphasis.

A group-level version of the index (Sato, 1980) was
explored as a po>ssible statistical measure of differential
instructional coverage and emphasis. Second, tile use of
patterns of incorrect item respoases as information abcut
group differences was discussed. The difference between

randon and systematic errors in these patterns was

-,

discussed and guidelines for attributing an error

group-level phenomena were proposed.

‘ Uinally, in Chapter 3, the BTES data set used for the
empirical investigation was d2scribed. Furthermore, the
means of applying the empirical strategies to the data set

were further =laporated.

In Chapters 4 and 5, the aralytical strategies
proposed in Chapter 3 were applied to the fifth grade
fractions test from the BTES data. Chapter 4 used the
five indices of item discrimination ~wiween groups to Yform
scales, and Chiptcr 5 analyzaed the patterns of corract 5nd

incorrect item response. .

Summary of Results

' Chapters 4 and 5 recount a substantial number of

\
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specific results from the empirical investigations.
Despite limitations in the enpirical data considered (to
be discussed beslow), certain trends in results suggest a

nunper of specific interpretations from the data.

Subsets of Group-Sensitive Iteas

Our investigation of the five alternative indices for
selacting items for constructing scales more sensitive to
group differenca2s pointed out a humber of similarities
among the indices., First, with gxception of the
between-group item-total correlation and the intraclass
correlatior - between-group co:felation, indices selected
slightly different sets of itsms. Second, the scales
constructed by all five indices exhibited approximately
th: same proportion of variation between classes ({ranging
from .42 to LSO) as the total scale'(.u7).' However, the
relationships of the scales to the ALT variablés (the
available measures of instruction) and the pretest varied
depending on the index usad for }tem selection. The index
based on the between-class correlation of the items with
allocated time was most effective in building a scale
sensitive tc the variable of interest. (In this case, the
betwzen~-class relationship to allocated time increased.)
In contrast, the other techniques may have behaved

differently than the total scale, but the differences were

rot predictable. So if the relationship of some variable
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(e.g., instructior) to achievement is desired, selecting

items on the basis of their relation to that variable
appaars to be the most effective strategy among those

considered.

When there is no single variable of irterest, one of
the remaining techniques might be considefed. The
technique least likely to be useful appears t»> be the
discrimirn-nt analysis. There are a number of reasons for
this. First, the other indices are'simpler and less
costly to employ than the discriminarnt analysis,
especially for a large number of groups. Second, forming
a scal2 which best discriminates between groups might
cause some items to be subtracted in constructing the
scale (as occurred here). Besides being a nat very
appealiang alternative to researchers and practitioners,
interpretation problems ariss. For example, on a scale
with both positively and negatigely weighted items, a
student may have a lower score because he(she) answared
all the items correctly. Thus, the discriminant analysis

is ruled sut as a viable alterrative.

!
0f the two remaining techniques, the between-groupn
item-total cocrelations appearad to be more appealing in
this study. The intraclass correlations seem less useful

because the more stringent cutoff does not lead to a scale

more sensitive to between-group differences. In
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contrast, the batween-class regression coefficients for

three of the ALT variables (allocated time, engagement
rate, and low 2rror rate) increased when the top five
items wers selected on the basis of the between-class
item-total correlations, as opposed to the top tene.
However, we concede that this comparison may be study

specific until the results of similar analyses on other

data sets support this finding.

Finall&, the stability of each’of the indices of the
between-group item discrimination indices was examined.
By comparing the scales formed using the data from the
BTES final study (Phase III-B) with the scales formed fromn

pilot study data (Phase III-A Continuation), it was

de*ermined that none of the indices of item discrimination

between groups were particulariy stable arross sanples for
the present data. However, the limited number of groups
in the pilot study (5 classes) might be at least partially

responsible for the observed instability.
Patterns of Item Response

In Chapter 5, patterns of corract and ‘incerrect item .
responses were 2xamined as a possible group phenomenon.
It was determined that the paterns of response are indeed
related to group membership. Using the pretest and the

posttest patterns of response from the Phase III ‘B of the
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BTES study, a number of conclusions were reachede.

The patterné\of correct itea response on the posttest -

clearly showed a relationship to instrupfional covar.ge
and-emphasis that were not visible prior to instruction.
In addition, the differences in covarage and emphasis are
best described at the item level. That is, subscores of a
test which can be logically foreseen do not always reflect
th2 differences in coverage and emphasis which do exist.
For example, the fractions subtest from¢the BTES study can
logically be divided into four subscores (addition,
subtraction, algebraic manipulation, and recognizing
equivalent forms), but even at that level, differences in
coverage and emphasis exist (2.9., see class 19 on the

subtraction items).

However, the patteins of itea response cannot be
exanired in a large-scale evaluation. fhe dimensi&ns of
the matrix (i.e., number of items and number of groups) in
a large-scale evaluation can rapidly make the patterns
of item respon;e unpanagezble. Consequently, an index of
the patierts of iteg recponse is needed. TFor this study,
Sato?ls (iJ8C) cau- on index was uased, and no differences
between classes wece found. However, wWe believe this to
be a fuaction of the limitations of the data set employed

(see discussion below).
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Besiles analyzing patteras of correct item responses,
patterns of incorrect resronses were analyzed. Findings
indicate that errors can occur in various ways. First,
errors may be simply random (2.g., guessing or
carele;sness). Second, errors asay be due to 2 systematic
thought process. This systematic error can, in tucn, be
influencad by a number of circumstancs. Either the
student may have adapted a faulty algorithms for problenm
solving jindependant of the classroun {e.g., absent on the
day of instruction, or receives a faulty algorithm from
someone outside of tha class) or because of common
experiences in the classroom. The reason for a comnmon
incorrect pfo lam solving procedure in a classroom may be
poor instruction resulting in in incorrect algorithm or
instruction which has failed to correct a faulty procedure
present prior to instruction. 1Ir this study, errors were
shown to be a group phenomenon. Furthermore, systematic
ef:ors were found that vere present both before and after
instructibn, as well as those that were not present before

instruction, but vere present after instruction.

Suggestions for Further Research

As with any research, the conclusions of this study
are limited by the data employed. Consequently, a number

of suggestions arise for further research.
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. larrowness of Ability Range

Comparing the data from Phase III-B and Phase III-A
Continuation of the BTES shows the effec* of narrowing the
ability range. By seleéting six students from the middle

of the overall distribution for each class, the

within-class relationships are restricted in range.
However, the between-class relationships may be more
accurate (not affected by outliers). Furthermore, since
the classroom was the unit of concern here, this did not
sesm likxe a bad restriction. 1In fact, the analyses of
patterns of correct item respoase are p-obably helped by

th

QO

restriction in 2bility range. Since no information

. apout patterns of response is gained from a student who
knows everything or nothing (in either case Sato's caution
irdex equalils zero), restricting the ability range may not
drastically affect the results. Irn fact, more iaformation
about instructional coverage and emphasis may be available
with the restricted ability range, since high ability
students may get answers right, independent of the
irnstruction, aﬂé low abarlity students may answer
incorrectly, regardless of the instruction. However,
fucther investigations without a restriction in the

"ability range seen warranted to test these assumptions.
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Nature apd Narrowness of Content

Fractions is the area of mathematics which receives
the most attention in the fifth grade math curricuiez for
the BTES classes. The curriculun for fractions may be
more uniform thar in some other areas of mathematics
instruction. This restricted range may have decreased the
likelihood of firding large differences in instructional
effects and perhaps limited the utility of the various

it=2an selectioa indices and the caution index.

The caution index, in particular, may piay a more
important role in tests with a broader coverage of topics.
Por exaﬁple, if a2 test covered only two areas which are
nct always covered in the mathematics curriculum, then
foar different yroups of classes could be identified at
th= subtest leva2l (those that covered both areas, those -
that covered reither area, and those that covered one area
or the other). #e believe this to be the case for
Harrisch and Linn {1981). They found school-to-school
differences in the caution index. However, they ésed a

more general test, which probably covered more contenrt R

arcis. While the content of the test was not discussed,
wc assume that a "mathematics" test would cover multiple
content areas, somne of which might be included in the

cu-riculum of some schkools and not in others.
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/
Consequently, more research is needed to determine the

effect of the range of the content covered.

The‘ ture of mathematics makes it easier to discuss
subsets of content cchesive items. However, these sorts
of analyses pay also be applicable in areas such as
reading. Then groups of items might be examined ffom a
different perspsctive (e.g., in terms of information

processing or cognitive processes).

Grade Leval

(93

While this study focussed on the fifth grade, the
curriculus at different grade levels may affect the iten
selaction irdices and the cautior index. The typical
curricelan tends to diversify as a function of grade
level.- Por example, in the early grades everyone must
learn *helr basic skills (e.q., addition, subtraction,
multiplication). However, the higher grades often include
material which is not taught to everyone (e.g., algebra,
geometry). Consequently, these stra£egies for measuring
differences in instructional coverage may be more

distinctly defined in the later grades.
Concluding Remarks

Ir this study we have shown that information about

differences between groups, especially in instruction, is
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available from an analysis of achievement test item data
which is not available from the total test\scpre. Itens
will vary to the extert that they reflect differences-:
between gréups. Furthermore, the patterns of itenm
response, which reflect instructional-coverage and

emphasis, will vary from group-to-group.

While some of the hypothesized effects were not
present in the BTES data basa, further research is needed
to check which effects were data spécific and which
effects were not found because of limitations of the data
set: Assunipg that some of the effects, which were absent
in this study, might be found in future research, some

conciusions about the utility of these techniques wil be

drawn.

First, if the item selection strategies were found to
be stable across samples when more groups are used, school
effects studies ard large-scale evaluations will be able
to construct scales which are amore sensitive to’
differencés between groups, especially instructional and
program variables. If the scal s are stable across
samples, instrumerts could be formed a priori using the
indices of item discrimination between groups rather than
the traditional psychometric model used in test

developnent.
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’ Second, the patterns of item responses can be used inm
vari;us contexts. They can b2 used in large-scale
evaluations and school effects research to bestter measure -
what students”know and how their knowledge compares with
éome relevant group (class, school, etc.). PFurthernmore,
the patterns of responses canh be used to discuss
group~to-group differences in instructional coverage and
emphasis. Finally, the patterns of item response can be
used as an instructional adjurct. By measu;ing areas of
coverage {or lack of coverage) and the errors in problen
solving, suggestions for changes in the instructional
saquence might appear. Por example, does teaching

abstract reasoning skills lead to certain types of problem

. solving skills and if so, is that the desired outcom2? Or

should certain incorrect algorithms ever by addressed or

should only the correct algorithm be addressed?

The strategies outlined in this study and their
utili still require further_validation. However, in
this stu we have shown that real and meaningful
differences ist between instructional groups that can
only be tapped £ achievement test item data (as opposed

to test or -subtest scoresf.
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FOOTNOTES
The item means on occasion B were .47, .44, .51, .40, .10,
44, .37, .09, .06, .27, .37, .21, .15, .32, and .20 for
itoms 1 to 15, respectively. ‘The item means on dgcasion C
were .75, .73, .49, .61, .37, .67, .61, .28, .25, .54,
.56, .47, .32, .53, and .36 for items 1 to 15, respectively.

It is assumed with the computer packages available to social

- scientists (e.g., SPSS, BMDP, SAS) that the item-total

correlation is simpler to get than the éverage correlation,

which leads to the same results.

.. Students with a no response on all fifteen items were excluded

from this study to eliminate the effect of absentees. Thus,

no resporse represents an alternative selected by the student.
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APPENDIX A

. FRACTION ITEMS IN FINAL STUDY
(PHASE 11I-B)
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Subtraction of Fractions.

Find the differences.

|
5 3 . 2 2 4
8 8 2 16 8 5
2!
2 )
0w _ 5 . 5 5 7 5
Yz 12 24 T T2
B .
11, 2 1
83 3 8. 73 7 .7'6'
i
44 — }
s 4 2 55
B
3
; 5 % 2 3
o
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-

. hddition of Fractions. Find the sums. ' .
6 ] - \
2,2 . 5 5 7 i
. 77 ° ' 7 14 4 2
E
1.4 :
-4+ == 5 5 6 ]
e 6 51"2‘ 53‘ 5-2—4' 5{
8! -
] )
2 .1 3 2
$+3 - 5 3 5 !
B
1,5 28 8 1 4
7-+7- = '3—5' W ]7 '7‘
m
%
7 2 7
. ) +6§ . - )
|
\
\
|
|
«"
| . o
®
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Equivalent Fractions

, e
% gquals: -‘5 -2— . .g. .3_
12'
g- equals: . % % %_ ;_
2 ‘ 8 3 3 5
3 equals: \72 3 g g
What does N equal? -
3.6 2 n 16
g5 W 1 24
What does N equal?
y
Z- '2"‘!' © 3 16 7 6
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APPENDIX B

FRACTION ITEMS IN PILOT STUDY
(PHASE III-A CONTINUATION)

o ] 169 .
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1 is equivalent to which of

2 these fractions?

Fird the value of N.

2_ = 1
7 2
2 3 7 2 5 8. 32 c
A. y B. z C'T’S D. 4
_2_ is equal to? ? _6 is equivalent to
3 8 :
3 3 4 .8 Al 8 2 ¢
A 3 B. 3 c. o D. > 3 3
. 8
2 i: equal to? 8 i¢ equivalent to
5 b2
5 4 3 1 2 1 4 ] 4
A 15 B 'V C.7- D-§- A & ﬂ.z- c z D..§
9 o
Hhat does It equal? 5 1is equivalent to )
30
3 = 6
8 T
1 1 1
A 5% 8. ¢ 6 D. &
A12.8.28 €16 D1 ¢
' 10 X
What does N equal? _12_ is ecuivalent to
1y
2_ = 10
N 15 .
- 2 3 3 4
3 8. 7 c. 8 D. 2 Ao B. 7 c & )] I
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APPENDIX C

LY

ZERO ORDER CORRELATIONS OF CONSTRUCTED SCALES WITH
PRETEéT, ALiOCATED TIME (A.T.), ENGAGEMENT
RATE (ENG.), LOW ERROR RATE (L.E.R.), AND

HIGH ERROR RATE (H.E.R.)



‘ 1. Correlations of scales formed from intraclass correlations

Top 5 Top 10
N Class Leve?
PRETEST : .30 41
A.T. .40 .45
ENG. .20 .22
L.E.R. -.32 -.29
H.E.R. -.16 -.19
Individual Level

PRETEST .33 47
A.T. £ .38 .43
ENG. .25 .25
L.E.R. -.07 -.05

H.E.R. -.27 ~.26
‘ .

174 207




2.

Correlations of scales formed from average between-class item

correlations

Class Level

PRETEST
A.T.
ENG.
L.E.R.
H.E.R.

Individual Level

PRETEST
A.T.
ENG.
L.E.R.
H.E.R.

47

.40

.21
-.27
-7

.57
.36
.22
-.05
=.25

175

.46
.38
17
-.27
-.21

.54
.38
.18
-.06
-.25

208



3. Corvrelations of scales formed from discriminant analyses

Discriminant Function

12 3 4 ‘

|

Class Level |

PRETEST .30 .36 .08 .25 !
A.T. .01 .27 .16 =-.22
ENG. 16 .12 -.22  -.06
L.E.K. -.06 -.37 -.12 .00
H.E.R. -.16 -.18 .09 -.19

Individual Level

PRETEST 19 .38 -.04 12
A T. .04 .31 J1 0 =7
ENG. -.04 .15 -.07 -.13
L.E.R. .06 -.20 -.02 -.12
H.E.R. -.03 -.19 .05 ~.06
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i
)
Class Fevel

—i

PRETEST
A.T.
ENG.
L.E.R.
H.E.R.

Individual Level

PRESTEST
A.T.
ENG.

' L.E.R.

H.E.R.

: of items with allocated time

Top &

.51
.22
-.24
-.12

.50
.47
.28
.02
-.22

177

‘ E 4. Correlations of scales formed from between-class correlations

Top 10

.50
.48
.22
-.26
-.15

.53

.25
".01
-.21

o
Pena
o




APPENDIX D

STUDENT PATTERNS OF ITEM RESPONSE,
éATO'S (1980) CAUTION INDEX (C)
AND
HARNISCH AND LINN'S (1981)
MODIFIED CAUTION INDEX (C*)
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o
S
e .

T

for

1
2
3
q
S
6
7
8
9
10
11
12
13

e R e Ne N e N e Ne N NoNoNeNeNaNel

INT2GEP TEST (100, 300), ANSKER(10D) ,PTEST (300}
REAL INDEX(2)

' CHARACPER*9 ID(339)

pLASNSION ITEND(300),I70T(3D0),SI{120),PI (120),5J(120),PJ (120)
coason /3PLUPQ/IRST ,ANSWER,TOT,X,L, TEST,T,ID, INDEX
DINENSION 1T7HT (23}, 10S(300),I02(103), 714D (2,3C0)
DINRNSION SJ1(133),PJ1(10d),I4(1)0),ITHP(3,100)
DINPNSION DT1(133),DT2 (100) ,Iad (15))
CHARACISR®1 $I,P%i,5J1,DP31,COLON,BLANK ,BAR,DASHS,DOTY,DTY,IPNTY
CHARACTEZR®*2 SJ,PJ,BLANK2,DOT, DASH,3I2
DATA BLANK/' */,COLOU/* 3%/, BAR/V{'/,D0T1/%.Y/,DASHI/ =~V
DATA BLARR2/Y %/,DOT/%.e'/,DASd/ ==y
DATA DT1/133¢0,4/,DT2/123s¢ [ty
THIS PXOGRAS WAS WRITTEN BY CHI¥-PING CHOU -
*  WITH ASSISTANHCE FPOM DAVID 2CARTHUR,
FOLLOVING SATO (1980), AND COLLBAGUES.
CFNTER POR STUDY OP EVALUATION, UCLA
SEPTEWDER 1981 .
*9#9T70 BEGIN, READ [N 3 CARDS WHICY PROVIDE THE FOLLOWING INPORHMATION

* 1. N OF CASES AND N OF ITENS DY THE FOFEAT QOF (I4,I3) sese
* 2. CORRECT ANSWYRS FOR EACH ITE2M BY THE FORNAT OF (P1,0)eese
*3, THE FORAAT POR SUBJECT INFORMATION (ID OF UP TO 4 CHALACTERS

FOLLOWED BY OP TO 100 SCORC3), FOR EXANPLE:
IHEN GIVZ Tir(S CARD FOR LCCATION 02 DATASET:
//FTOBF001 DD DSH=AAAAAII.NAME,DISP=0LD

{A4 ,6X,50F 1. 0)

R2AD (5, 10) uSUD,NITEM, (ANSWER(I) ,3i=1,NITER)
19 FORSAT (I4,I3/89I1)

READ (5,23) {IFNT(I) ,I=1,29)
20 FOHMAT (20A4)

P P A - - -

R2AD IY SUBJECT'S INPOIMATION
pC 30 I=%,NITEN
IN(T)=I
30 ITOT(I)=0
IT=3
DO S50 K=1,4SUB
BEAD (8,IPNI) ID(K), (TEST(I,K) ,I=1,XITEY)
T0T=0,0
CALL SIORE(NITZH)
DO 40 I=%,RITEN
ITOT(I)=1TIT(I)*TEST(I,K)
80 TOT=TOT+TEST (I,K)
ITEND (K) =TOT
50 CONTINUE
PRINT 67
60 FORNMAT (I1HY)
T=FLOAT (NITZH) /10.040.95
T HsT
HITH=3
IF (NITE# .LT. 100) MITH=2
IP (NITEY oL7e 1)) HITHS)
HsuUd=4
IP(8SUB .LT. 123J)nSUB=1
IF (508 LT, 1CJ) 4SUB=2
IP (4509 .L7. 1)) ANSUB=Y
CALL GPDER(ITLSD,3i0S,85U4)
CALL GPNEN(ITCT,IOP,NITZY)
PRINI 120
103 FORMAT (* I7EMS, Iu ASCENDING ORDE2 OF CIFFICULTY')
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102
9)
N

$5

193

1"

CALL VERWAT (IN,NITEN,ASUD,ITYP)

IF(¥2TS% .GT. 50) GO TO 10J0

D0 132 I=t,81I7TY

¥RITE(6,90) (ITHP(T,J),J=1, M 1TEY;

FOPYAT {12X,5912)

PORNAT (12X, 10011)

PRINT %)

FOPYAT (/)

CALL YERWh( (IOP,NITEH, NITX,ITHP)

DO 103 I=1,AITH

WRITE (5,90) (IT4P(I,J),J=1,8ITCSK) )
PRINT %5

PRINT 110

POFRAT (* SUBJFCIS, IN'/* DESCENDISS ORDER;*/' RANK{ID',T115,
1! TOTAL;C.S  C.5#%)

T=2.0 .

DO 70 I=1,NITEn

K=hITENS 1=y

IF (ITOTF (K) .EQ. 0) GO TO 70

cIp=2eKe Y

e
8)
122

133

143

150

16)

179
133

PI (IP)=COLON

Jp=K

G0 TO 82

COLTINUE .
DO 12) J=1,NITZH )
T=TSITOT (J)

T=T/PLOAT (NI TEY)

NX=NITEY

NCOUNT=0

D0°13) I=1,120

SI(I)=BLANK

PI {T)=BLAMK

SJ (T) =BLANK2

P (I)=BLANK2

DO 26) K=1,%5Ub

L=10S (K}

TOT=ITEND {K) ’

DO 145 I=1,NITEM

I1=10P (1)

PTEST(I)=TEST(I1,L}

JS=I TEAD (K)

I? ((K+1) .GT. N¥SUB) GO TO 160
JSI=ITEND (K¢ 1) 1

IP(JS .LT. JS) +OR. JS +EQ. 0} GO T2 160
DO 159 1=J51,J%

SJ (T} =DASH

IS*TTZAD (K) * 2+

SI{IS)#BAR

KP=NK

11=)

DO 170 I=1,NITEH

I (X «GT. ITOT{I)) GO TO 180

iFP(K .¥E. 1TOI{I)) GO TO 170

IN=I14

IF(TY JEQ. 1) NK=Y-1 .
np=1

P {1P)=DOT

COLTINYZ

Jp=yp -
IP=JpPe2e




15
136
107
108
109
10
"
112

113

1"
1S
116
17
118
n9
120
121
122
123
124

. 325

126
127
128
129
130
3
132
133
134
135
136

137 -

138
139
0
141
152
143
144
185
146
%7
%8
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164

190
209

212
213
2

215
213

230
24)

25)
222
223
224
225
21
26)
279

299

285
1099

1102

1133

1123

1132

P1 (IP)=COLON
NKF2ITEND {K) =KP

NKP2IABS (M<P)

NCOUNT= HCQLUT ¢ %K P

PRINT 199, (51(1) ,1=1,I5)

FORYAT (12X, 1291)

PRINT 299, (PI(1),I=1,IP)
PORNAT ("%, 11X, 129A0)

CALL CAUTN2{NITEN,NSUD,ITOT)
CTEST=INDI& (1)

DTESTaINDEX (2)

IT=IT+ITEND (A)
WRITE(6,21) K, TO(L), (FTEST(I) ,I=1,5ITEN)
GO 70 (212,212,213,214,215,213,214,214,215,215) , NTH
WRITE(6,222) ITcAD (M) ,CTEST, DTEST

GO 10 218

WRITZ(6,223) IT:8) (K) ,CTEST,DTEST .
G0 70 218

WRITE (6,224) ITZND (K) ,CTEST,DTEST

-GO TO 218

WRITZ {6, 225) ITEAD (X) ,CTEST, DTEST
IF (IS «EQ. 0) GO 70 240

PRINT 239, (SJ(I) ,I=1,JS)

FORNAT (12X, 60A2)

IF (JP .EQ. J) 30 TO 260 .
PRINT 250, (2J(J),2>1,JP)

FORNAT('**, 11X,60A2)

FORSAT('+', 15X,40X, I3, 2F6. 3}

FORNAT('+', 15X,00X, 13,256, 3)
PORYAT('+*,15X,80X,13,2F6.3)

PORYAT (*+9, 15X, 100X, 13, JF6. 3)
PORSAT('#%,I5,A5,1X,5%12)

CONTINUE

WRITE(6,27J) NCOUNT

FORNAT(/8)L,'COUNT O7 CELLS BETWEEK S & P CURVE :',I5)
PPINT 280

FORNAT (//' ITA TOTALS: *)

CALL VEKWAI (ITOF, HITEN, NSUB, ITYP)

po 285 I=1,H5u3

WRITE (6,93) (ITXP(L,J),Jd=1,5ITEY}

G0 TO 2000

DO 1102 I=1,3ITK

WRITE(6,91) (iTAP(I,J),J=1, HITEY)

PRINT 95

CALL VER#ED (ICGP, NITEX, NITH,ITHP)

Do 1103 1=1,HITY

WRITE (6,91) (1TAP(L,J),d=1,KITCH)

PRINT 95

PRINT 112

T£0.0 -

DO 1123 J3=1,NITEA

TeT4ITOT (J)

T=T/FLOAT (I TEN)

NK=JITEN

SCOUT=Y .
DO 1130 I=1,100

SJ 1({I) =BLAYK

PJ 2 {T) = OLNUK

Do 1263 K=1,uSUB

L=135 (K)
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N

g~

Aruitoxt provided by Eic:

5 -

165
166
167
1608
169
170
m
172
173
174

‘175

176
m
178
179
180
181
182
183
8y
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
293
204
205
206
297
208
2)9
210
2n
212
213
214
215
216

217
218
219
220
221
222
223

C

TOT=ITEND (X)
DO 1140 Ist,RITER
11210P (1)
1940 FTEST (1) =78ST(IY,L)
., JSSITFND(K)
IP((N*1) .3T. XSUD) GO TO 1160
JSISITEND (Ko 1) ¢
I£ (IS +LT. JS? .08. JS .EQ. 2) GO TO 116)
po 1150 I=JS1,Js
1152 SIY(I)=DAL N
1160 IS*ITEAD(X) '2¢1%
¥ SKK..
I11=0
PO 1173 I=1,NITEN
IP (K <GT. ITOT(I)) GO TO 118D
IP (K .8, ITOT(L)) GO TO 1170
I1=1 4,
IP(I1°.2Q. 1)NK=I-}
¥p=]
PI1{XP) =DOTY
1170 COMTINUE
1189 Jp=%?
1P=JPe2+
NKP=1TEAD (K) -¥P
AKP=TABS (NKD)
NCOUNT=NCOUNT NKP .
CALL CAUTN2(KITEY,kSUS, ITOT)
CTEST=INDZX (1)
DTEST=INDEX (2)
IT=ITeITEHD (K)
WRITE(6,211)K,ID(L), (FTEST{I) ,1=1,NITEY) !
GO TO (1212,1292,9213,12%4,19215,1213,1218,1210,3215,1215) 4Ty
V212 WRITE(6,222) ITEYD (K) ,CTESYT,DTEST
GO TO 1213
1213 WRITE(6,223) 17230 (K) ,CTEST,DTEST
GO TO 1218
1214 SRITE (6,224) ITENO (K) ,CREST,DTEST
GO TO 1214 .
1215 WRITZ (6,225) ITEND (K) ,CLEST,DTEST
1218 Ir (JS EQ. 0) GO TO 1240
PRINT 23%,(SJV(L),I=%,33)
231 FORSAT (12X,100A1)
124) IP (JP .EQ. 0) 30 10 1260
PPINT 251, (PIV(2),1=21,37)
251 POKBAT('+%,11X,190A1)
211 PORNAT (16,A5,1X,10011)
1267 COXTIuUE
. WRITE(6,279) HCODNT
PRINT 280
CALL VERWST (ITOT,N¥ITEN,XSUB,ITAP)
DO 1285 Ist,HSUD
1285 WRITE(L,91) (IT82(1,J) ,J=1,¥ITEY)
PEVEFSE THZ TEST HATLIX POR THZ ISDEX COEFFICIENTS OF ITEN
2033 T=TOSITEN/PLOAT(SSUD)
DO 510 K=1,NITEN
L=100 (K)
TOTSITOT (K}
PO 33) 1s1,KSU8
11203 (1)
339 PTEST(I) =TEST(L,1V)

182




225 CALL CAUTN2(NSUB,NITER, ITEND)

225 TIND (1,K)=INDEL(1)
226 S1) IIND (2,K) =*INDEX(2)
227 PRINT 320
228 320 PORYAT (//,' CAUTION IWDICES POR ITERS:')
229 PO 330 L=1,2
239 DO 385 J=1,%I*EYN
.2n 385 IKD(J)aTIND(L,J) #100.040.5
232 CALL VERWXT (IND,NTTEX,3,ITAE)
233 IF (SITER .¢T. S5)) GO To 3390
234 DO 34 I=1,3
235 IP(I .SB. 2) GO TO 369
236 URITE(6,353) (DT2(J) ,3=1,KITEY}
237 353 FORNAT(12X,50A2)
218 351 FORNAT(12K,130A1)
239 360 WRITE(6,90) (IT30(X,J),J=1,41TEY)
240 349 CONTINUE
241 Go TO 330
242 3000 po 3340 I=1,3 :
243 IP(I .NE. 2) GO IO 3360
248 WRITZ(6,351) (DTI(J) ,J=1,NITEN)
235 3363 VRITE(6,91) (ITHR(1,J),3=1,NITEY)
246 3340 CONTINUY
247 PRIUT 95 .
248 330 CONTIYDE :
239 Do 4 MgJ=1,BITEY
250 PRINT %20,J, I09(J), ITOT (J), (TIND(2,J) ,I=1,2)
*251 82) FORAAT (* ITEX RASK = *,I4,% ITEN ¢ = *,I4,* ITE# TOTAL = 4, .
115, C = *,F5.2,* Ce = %,r5.2) .
252 839 CONTIKUE
253 ' 84D T=NSUDONITEM
254 PR=SQIT (T) .S
255 He Py
256 D#».820
257 I? {8 .GT. 95) GO TO 450
258 D=, 254 77957¢,003766040H~.00002202040 02
259 45) P2FLOAT (IT) /FLOAT (¥5UD) /¥LOAT (SITEK)
260 DSTARSZLOAT (HCOUXNT) /(4@ HSUBOY ITZ e Fe (1-P) #DN)
261 PRIXT 460,P,USTAR
262 863 YORMAT(//50X,* P =%,r8.3,13X,% De =9,F8.3)
263 PRINT 100
268 5702
265 0
C %eee
c-—--. P A L L T L P e T Y
C ¢oee
266 SBDROUTINE SCORE(SITZY)
267 INTEGIR TEST(1)J,3)9) ,ANSVER (130),FTEST (393)
268 REAL INDEX (2)
29 . CHARACTZHe9 1D (300)
270 CON%04 /SPISFO/TEST,ANSUER,TOT,X,L,PTEST,T,ID,INDEX
271 DO 1) I=1,4ITES
212 1P (TEST (I,h) <UZ. ANSWER(L)) TFST (I,K)=d ‘
273 10 IF(TEST (I,£) .EQ. AUSWER(I)) IEST (I,K)=1
274 RETUAN
275 N
C 0000000 .

t ¢ eeeccs e
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ERIC

Aruitoxt provided by Eic:

2176
217
278
2719
280
281
282
283
284
285
286
287
288

289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
357

308
309
310
n
312
313

Iy
315
316

317

318
319
320
321
322
323
324

2
1

SUDROUTINE YEFWRT (IA,N, %, 1T)
DINTHESION LA (1)9),1T(3,109)

Do 1 32%,a

DO Y J=1,¥

1T (1,3) =PLOAT (ZA(J)) /10,000 (-1)
D0 2 x31,I
K1=1-K
IF(Xt .2Q. 0) GO TO 1
IT(1,3)=IT(1,3)-1T(X,J) #1000 (K1)
coNTIUS

CONTINUE

RETURY

EXD

C ¢veseee

Coomaa

NS e R St n - E e .- - .-

C 9eesoee

19

Cce

SUBIOUTINE ORDEX (1T, IO, B)
DIAZNSION IT(M),IO(N)

N1z-1

DO 10 I=1,% .

10 (1) =1 .
DO 20 I=1,M)

HaX-1

DO 29 J=1,A

J1=3e 9 .

IZ (IT(J) .GE. Ir(JV)) GO TO 20
TENPAIT(JV)

IT(IV}=1T ()

1T (3) »TBEP '
TESRsIQ(JIY)

I0(31)=20{J)

10 {3)*TEHP

COXNTINUE .

RETHRS .
IND

SUBROUTINE CAUTH2 (SITZM,¥SUB,1.:0T}

INTESIR TEST (100, 300), ASSHER (13)), FTEST (302)

REAL IBDEX (2}

CHARACTER®Y 1D(39))

DINSNSION ITOT (300) .

CON%0Y ,'SPI.FO/TEST,ANSWER,TOT,K,L, T EST,T,1D, INDEX

< CALCUE\TZ CAUTION INDEX : IKDEX(1) & NODIYIED CAUXIOE INDEX : INDZX(2)

Ce

10

TITI=FLOAT(SITES)
IF (0T .£Q. 3.J) GO 10 60
IP (10T . EQ. TITM) GC 1O 60
T12),0

1257.0

T3:2,)

NSEIT=IFLX (T0T)
KSBITIzSDITH)

DO 19 J*1,8S2J%

TI="10 (1.=27EST(J)) #1707 (J)
T2=T241701 (J)
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325
326
327
328
329
330
3
332
333
334
335
336
337
338
339
340

1P (43BJTY . GI. NITEX) GO TO 30
DO 20 J=NS3JTL,MTEM
TI=TI+FTEST {J) #170T (J)

INDZX (1) = (T1-73) /(T2-TOT+T)

JBNSP=EITEN+1-4SBJT

IP (JNUSP .5T. »[TEY) GO TO SV
DO 49 J=JHES?,MITE!
T4sTYeITOT {J)

IEDEX (2)= (T 1-TJ4) /(T 2-T4)

INDZX (1)=0.0
INDEX (2)=d. )

s




ITERS, 1K ASCENDIMG ORGER OF DIPPICULTY
0)003330011 1111
1238567890121335%
£ . 000001101101100
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Introduction

The following report selectively examines recent developments in
quantftative methodology and considers their possible utility in large-scale
program evaluations 15 education. At the outset we limit attention to two

specific categories of analytical methods: structural equation modeling and

selection modeling and related issues in analysis of quasi-experimental

data (non-equivalent control group designs). Hhile |

these topics, by np means, cover the full range of recent advances

in the technology for analyzing quantitative data in large-scale program
evaluations, they are representative of the methodological concerns that
arise in such 1nvestigitions, the means analysts propose to deal with the
concerns, and the strengths and limitations of primarily technical approaches

to resolving ambiguity in eVAWUation results. As such our examination of

" these methodological developmentsk;f intended to suggest how persons {evalua-

tors, methodologists, agency staff)Ninvolved in the design aqd conduct of
“ large-scale program evaluation might approach decisions about appropriate

methodology and its proper use.

Delineation of Relevant Program Evaluations

" We further delineate the purview of ‘this investigation by stating the
‘types of evaluation activities and the range of methodological issues to be
coqg%dgrea. We are coqcerned with field-based investigations of large-
-scale programs tyéically approved by 1egjslatiYe actions and implemented
(or to be implemented) by governmental agencies. Both evaluations of on-
going programs (e.g., Title I) and of various forms of social egperiments

<
(e.g., Negative Income Tax experiiients) are relevant to the present
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discussion (Cook (1981) restricts his attention t6é the former). .The domain

also encompasses both we]i—defined progAgTs (i.e., those with a discrete’
number of specific program a1tern;tives such as the various hmodels in opera-

tion in Planned Variation Follow Through) and broad-based educational reforms
as represented by Titlte I, the Emergency School Aid Acf (ESAA), and bilingual
education. (A related paper (Burgtein, 1981) focussed strictly on evaluations

of well-defined programs).

Types ofNEva]uat1on Questions

The 11m1ts placed on the evaluation act1v1t1es of iInterest are in the
kinds of questions one seeks to answer and the form of data collection in
the evaluation. Cook (1981) discusses six types of questions that evaluators
try to answer:

1) Who are the clientele and service providers and to what extent are

target groupsdamong the clients? (Demography}
What are the delivered services and the contexts in which services

<

are received? (Implementation)

3) How do program services affecf clients in both expected and unexpec-
ted ways? (Effectivenass)
4) How are other elements (teachers, schools, families, etc.) of the
educational system affected by the program services? (Impact)
5) Why do program services affect outcomes in the way they dn? (Causation)
6) What are the costs of the services and how cost-effective are
different ways of achieving a particular result? (Economic costs)
The questions about effectiveness, impact, and causation are central
to our examination. To be comprehensive, investigations of these types of |

. questions require information about the characteristics of the program,
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‘ its clients and partic1bants and the context in wh\ich it-is implemented, .
the educational and soci;1 processes (intended and actual) occurring within
program sites, and the outcomes of programs at various levels (student,
teacher, classroom, school, community, etg.) of the educational system. '

Conceptual and analytical machinery are then employed to elucidate the |

/ Tinkages and cénnections among the various sources of information. i

Types of Data Collections

In the past, most iarge-scale field evaluations of educational programs
collected mainly "quantitative" measures of prégram characteristics and out-
comes largely derived from survey questionnaires completed by clients and
other relevant program participants (e.g., teachers, principals, parents),
limited interviews with program personnel and observations of prog¥am acti-

. vities (e.g., Stallings and Kaskowitz, 1974), and paper-and-pencil measures
of cognitive and affective outcomes. Data were collected from multiple sites
for each variant of the program to achieve a given degree of information
aboutf. program variation and a sufficient number of observations for statis-
tically powerful tests of program effects.

Refent]y, however, data collection in even large-scale program evaluations
has taken on an increasingiy "qualitative" character. Extended case studies
were conducted in either a subset or all sites in a number of recent large-
scale evaluations (e.g., Title I Parent Involvement Study conducted by SDC;
Sfudy of the Longitudinal Effects of the California Early Childhood Education
Program conducted by CSE, the Rand Study of Federal Prograis Supporting
Ed .cational Changes, the evaluation of Curriculum Development Projects in
Science Education conducted by CIRCE). At the ieast, the inclusion of

. case studies in these evaluations provide a richer picture of program process
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than was obtainable from strictly questionnaire information. And, as methods
for synthesizing multiple case studies dnd integrating qualitative and quan-
titative information improve, qualitative methuds will play an increasingly
more prominent role in the reportoire of evaluation activities previously
concentrated on less dense forms of data collection.

Despite the increasing role of qualitative methods and our positive
attitude about their central role in future evaluations, the remainder of
the paper will restrict attention to developments in quantitative methods
fr&m multi-site investigations using questionnaire, interview, test and per:
haps sma]]—sca{e cbservational data. We impose this restriction for two
reasons. First, the ana]ytical‘deve]opments considered are appropriate pri-
marily for the more traditiona]'kin&s of quantitatively or1gpted studies.

Second, others (e.g., Paillak & Alkin, 1981) are more capable at this point

of stating the case for qualitative methods.

Overview of the Report

The remainder of the report will proceed as follows. First, a general
overview of current perspectives on the design and conduct of ‘large-scale
program evaluations is presented. The intent is to explain why the climate
for future large-scale evaluations is conducive to the introduction of im-
proved methods of analysis. Second, two specific categories of analytical
methods (structural'equation modeling, and §e]ection modeling/analysis of
non-equivalent control group designs) are cénsidered. The basic con-
ceputal and analytical foundations for each method are described, issues
that motivate its use in program evaluations are delineated, and specific

strengths and weaknesses of each method in program evaluation contexts

are identified.
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Current Perspectives on Design and Analysis

in Large-scale Program Evaluations

There are strong signs that large-scale educational evaluation has
witnessed the end of an era. From the late '60's and throughout the 1970°'s,
the federal government, under legislative mandate,‘mounted major evaluationg
of just about every conceivable educational program. Wargo (1977)
points to 110 major evaluations of federal educational programs funded by
the Office of Planning, Budgeting, and Evaluation of the Office of Education
at a cost of over $80 million during the 1971-1979 period. The figure does
not even include all the major evaluations done by the Office of Education,
much less MNIE and other branches of HEW.

Many of these large-scale multiyear studies have bee: highly visible

in the educational community though their direct influence on legislative

action is less clear (Barnes & Ginsberg, 1979; Cohen & Garet, 1975; Cross, 1979
i

I

Wisler & Anderson, 1979). In most cases, the debates about the quality and merits

of these evaluations have been heated. This has especially been the case

for evailuations of compensatory programs such as Head Start (e.g., Cicirelli

et al., 1969, 1971; Smith & Bissell, 1971), Project Follow Through (Anderson,
19765 Cline et al., 1974; Haney, 1977a, 1977b; House, Glass, McLean, & Walker,
1978; Stebbins et al., 1977), and Bilingual Education (AiF. 1979; Center for

Applied Linguistics, 1979). The literature on evaluatiercs 57 ihese programs

is replete with critiques, reanalyses, and secorcary amalyscs, not to mertion

the often self-serving attacks from program advocates and critics.
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. Signs of Change. ¢

Emphasis. There are clear signs, however, that the large-scale evalua- '

tions of the 1980's may well be different. First, recent scholarly (e.g.,
Cook, 1981; Cronbach, 1978; Cronbagh & Associates, 1980; House, 1977, 1979;

. Raizen & Rossi, 1981) .and policy {e.g., Boruch & Cordray, 1980) contribu-
tions provide well-reasoned accounts of the complexity of program eva]ua—’
tions in highly politicized contexts and “ersuasive arguments for different
views of evaluation's role in the formation of social policy. Thesé writings
urge that iessﬂemphasis be placed on the traditional social science/experi-

"mental desijgn paradigm for impact evaluation while more effort be devoted
to describing and explaining the processes of educational programs and the%r
consequances over a broad range of outcomes. The overly simplistic overall
program impact question (i.e., does program A affect pupil outcomes?) that

‘ guided so many of the OPBE funded studies (e.g., ESAA (Coulson et al., 1977);
Follow Through (Stebbins et al., 1977); and Bilingual Education (AIR, 1979))
appears to be on the decline.

Instead, recent evaluations involve more direct efforts to investigate !
and describe the consequences (intended and otherwise)'of educational pro-
grams. TRis "information" as characterized by Cronbach et. al, (1980)
involves a'"mOVe away fro; stand-alone evaluations of programs and toward
a more synoptic vie ¥he numerous programs that address the same social
- programs" (p. 72-73) and they urge that evaluations employ multiple studies

using different strategies to investigate subquestions and that the evalua-
tion plan evolve as individual studies expose uncertainties more clearly.

The NIE Compensatory Education Study (NIE, 1977) and the evaluations of

‘ services to handicapped children under Public Law 94-142 (Bureau of




A

" Education for the Handicapped, 1978) -are clear gxamp]es of this type
of eva]uétion. . ‘

This shifE in evaluation emphasis is a logical response] to the
findings that'variation in imp]emgntétidn within a program is generally
greater than between programs (Stebbing et al., 1977), new program
“"treatments" are quicL]y diffused to non-participating groups (schools,
etc.) (Coulson, 1978) and that the effeéts that are discerned depend
on-the characteristics of the program processes "as %mp]emented"
rather than on the ascribed program characteristics (Cook, 1981;
Cronbach, 1978; Cronbach & Associates, 1980; Rogosa, 1578). Under such
conditions, only those evaluation activitie; that delve beneath the
surface descriptions of programs can be expected'fo generate quality

information for policy formation.

Methodological improvements. Clearly, the impetus for change in
the conduct of large-scale educational evaluation exists. The philo-
sophical, theoretical, and political bases for the changes have been
and are being articulated. Undgr such conditions, the climate for
evaluation in the 1980's is qufte open to new degigns and strategies
for evaluating fhe effects of educational prodrams. The task of defining
these designs and strategies and illustrating theif worth remains.
Fortunately, it is unnecessary to beéin from scratch in the design
of large-scale evaluations for the 1580'5. While actua]\edu;ationa]
evaluationé over the past decade,. for tﬁe‘mpst part, utj]iied pre-1970's
technology (quantitative metﬁodo]ody, psychometric methods), investments

of resources in basic research on methodology and measurement during

the 1970's led to substantial improvements in the state of the art.




' ) 7
The relatively uns@phisticated applications of experimental, quasi-
; \

experimental, and'nonjexperimental methods that led to the findings of
the Coleman report (Coleman et al., 1966) and of early Head Start and
Follow Through evaluations neeé\?ot be repeated. Better, more sensi-
tive quantitative methodology is‘how available and is mcre suited to
the shift in emphasis in large-scale evaluations. |

The same can be said for the measurement of program outcomes and
procésses. Approaches for developing program sensitive test instru-
ments as well as a broader view of the range of program outcomes are
currently on the evaluation agenda. The investment of resources to
obtain more intensive and descriptive measures of program implémentation
and processes appears to be a standard feature of recent large-scale
evaluations (e.g.,,the Title I Parent Involvement Evaluation
conductedlby Systems Development Corporation). These measurement
strategies should facilitate more useful evaluations. Better methods of
knowledge and data synthesis (e.g., recent work by Glass and Light)
should also contribute to better evaluations. . 5

Basis 12 Methodological Improvements

The special issue of the Journal of Educational Statistics on the

Emergency School Assistance Act (ESAA) Evaluation (JES, 1978; see

~ especially Rogosa, 1978) and Cronbach's report on designing educational

evaluation (1978) provide documentation of key evaluation methodology
issues and help to motivate our general concerns. The basis for our
investigation into evaluation methodology is in part the following set

of general premises:
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(3)

(4)

(5)

(2)

""""

N "‘*“ ’ :
Evaluat1on is 1nev1tab]y an empirical enterpr1se, "examining evénts
in sites where the program 1s tried and the reactions and subsequent
performance of the persons served .... {as such it) is typically
identified with the application of social science methods:
observaiion, measurement, and/or use of informants." {Cronbach,
1978, pp. 25-26). r

"The success of an ‘evaluation effort should be measured by its
social usefulness or utiiity .... Technical decisions should not
be made independently of the political and sécia] context of an
eva]uatioﬁ.

The central question is: How can we ggsfgn, analyze

and report evaluations so as to make them maximally useful?"

(Rogosa, 1978, p.80, emphasis added).

"Evaluators are unwise to collect data only on pretest and posttest
achievement measures or conduct analyses that only determine the
statistical significdnce of the overall treatment effect. Additional
data on process, and on program realization, are essent1a] for
adequate descriptions of programs operating in comp]ex settings."
(Rogosa, 1980, p. 81).

The analytical ;trategies in program evaluations should be adapted
to the substantive problems under investigation rather than adépting
the evaluation of program impact to fit the analytical methods.‘
Natural designs and analysis should evolve from the structure and
function of the program. (Burstein, 3980).

Program evaluation is typically carried out within a multilevel
Program activities occur in the groups (class-

educational context.

rooms, schools, etc.) to which an individual belongs. These groups

253

in h mpntpe com e w a4 g mmim frs e A wen W s mee - - - P - pem - w . A




-

influence the thoughts, behaviors, and feelings of their members.

“(Burstein, 1980).

(6) Educational interventions are typically implemented within on-
going programs. They vary in "fit" with existing activities and
predi]ectiqns and vary in duration. Interventions in social
settings are inherently dynamic activities.

There are more specific methodological corollaries to these general
premises:‘

(1) “No one level is uniquely responsible for the delivery of and
response to educational programs ... confining substantive
questions to any one level of analysis is unlikely to be a produc-
tive re;earch strategy" (Rogosa, 1978, p. 83). Thus, attempts to

‘answer questions about the effects of educational programs re-
quire analyses at and within the levels of the educational
hierarchy (Burstein, 1980).

(2) Even when one starts with a controlled experiment with random
assignment, features of the experimental design break down through
processes of attrition; contamination, and differential penetration
of the treatment. Under sﬁch conditions, guasi-experimental forms
of adjustment and centrol are inevitably necessary and thus should
be anticipated as part of the evaluation design.

(3) In the course of an educational program, students are members of

t

multiple groups (e.g., classes). The features of these group
contexts and the consistency of student's educational experieices
within them over time warrant consideration for dynamic modeling
of program experiences (Burstein, 19281; Tuma, Hannan, & Groenfeld,

1978; Rogosa, 1980).
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(4) In field experiments with well-defined treatments, the variation

in the fidelity of program practices with teacher (school, etc.)
predilections and skills leads to a continucus range of program
processes. Under these conditions, modeling the interveriion
as a dichotomous rather than a continuous event is an insufficient
approach for investigating program effects (Burstein, 1981; Cronbach,
) 19783 Rogosa, 1978).
(5) Even when random aésignment occurs at some aggregate Tevel {e.g.,
aschoo]), the variation in the treatment effects for students within
aggregates needs %o be investigated, especially in terms of its con-
sequences for the equalization of educational opportunity.

(6) Programs have multiple effects. Multiple measurement is needed to
encompass intended and unintended effects (desirable or undesirable),
(Cronbach, 1978, p. 26).

Fortunately, one can point to specific bodies of methodological work
that are responsive to both the general perspectives and the accbmpanying
methodological corollaries. In the following sections we wi]iye1aborate«

the connections for a selected set of methodological strategies.

Examination of Specific Analytical Developments

The analytical methods fo bg examined represent broad areas of methodo-
logical concerns that first develaped within social science research in
general. To understand why this is both an obvious and proper starting
point, one need only consider the criteria used to delineate our relevant
universe of large-scale progran evaluation. In particular we are interested
in design and analytical problems in evaluations that fit the following

description: \\
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(1)

(2)

(3)

(4)

(5)
(6)

12

The evaluation should have been conducted on a distinct funded educa-
tional prigram(s) rather than be a general shift in the behaviors of

an educational system. There must have been some form of intervention,
innovation, or change in the ongoing educational program. "
The evaluation must have involved multiple sites of each presumab]y’
distinct program type.

The program must have been implemented (i.e.{ the main program activi-
ties must operate) at the level of the school or Tlower.

Beth outcome and program process data must have been collected during
the course of the evaluation.

Outcome data must be available over multiple time points.

Good documentation of the original evaluation must exist.

The above delimiters eliminate evaluations which are short-term efforts,

PA

have a Timited number of&sitég, or are of programs presumably constant over

all schools in a district. These criteria include evaluations of well-

defined program interventions such as in provided by a specific Head Start

or Follow Through model, interventions that are less specific in program

prescription but nonetheless are assigned to "sites" in a systematic manner

such as by random &z signment (e.g., the ESAA Evaluation). and more pervasive

social interventions where participants are essentially all persons with a

prescribed set of characteristics (e.g., Title I, Bilingual Education).

To gain a better pefspective on the kind of study situation evnisioned

cénsider the following modified version of the conceptual framework for

investigating the impact of educationa! reforms outlined in Burstein (1981).

One starts by identifying the specific elements of educational and social

systems in which programs are introduced and the processes and outcomes

that result.
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. students, families, groups of students, teachers, classes, groups of teachers,
schools, and communities. The processes are dévelopmenta], instructional,
curricular, psychological, interpersonal, and social. Both elements and
processes can take on either static or dynamic properties though the latter
are more likely in school settings, especially those with large numbers of

poor children participating in school reform programs.

A general model containing the essential elements and processes
6f the conceptual framework is as follows. The interrelations among
five distinct classes of variables are incorporated in the model:
program instruction, schooling context (class, school, community, etc.),

stedent entering characteristics, and student performance.

Each class may represent many distinct variables (or sets of variables).
For example, "instruction" refer; to the various characteristics of the
' instruction a student receives in a specific classroom or school. Par-
ticular t;acher attributes\(e:g., warmth, enthusiasm, clarity of presenta-
tion) and instructional procégées (e.g., structure; groﬁping, pacing, types
of reinforcements, teachers' questioning behavior, quality aAd variety

of instructional materials) both fit under the instruction rubric. Certain
aspects of the instructional practices also provide evidence about the
degree of program implementation. Nonetheless, any measure of program
implementation would still fall within the "instruction" category for pre-

sent purposes.
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The term student "performance" is meant in the broad sense; the full
range of educational, social, and psychological outcomes fit under this
general rubric. The restriction to student outcomes could be broadened to
include other units (teachers, classes, schools), but not without making the
task of generating the framework even more unwieldy than it will appear
here: ‘

The role of schooling context in the medel is multifaceted. Its most
proximal manifestations are in tﬁe classroom where the program is imple-
mented. For example, the overall level and heterogeneity of ability in a
g]ass places constraints on instru&tiona] content, organization, and manage-
ment. The consequences of these constraints vary for different reform
programs. Class heterogeneity places a strzin on time and resources in
{ndividua]]y prescribed educational programs. Decisions about the pacing

of instruction become more difficult in programs emphasizing large group

instruction.

The student's role within the classroon is also directly influenced
by its composition (Burstein, 1980b; Firebaugn, 1980; Webb, 1980). There is
obviously a complicated balance between having classmates compatible in
ability and temperament versus having peers that are more or less able and/
or have contrasting per§onalities. Fither combination might foster intellec-
tual, social, and psychological growth under the "right" conditions. Here,
again, programs with different emphases and organjzation might interact
differentially with class composition, making a given student's role more
comfortable or stressful.

There are also other elements of context provided by the class, school
and community environment for the program. Sirotnik and Oakes (1981) pro-
vide a particularly comprehensive discussion of the possible components

of schooling context.
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‘ ‘ . - The pattern of relationships depicted in Figure 1 include the following:

(1) Students are eligible for the program:and are selected on the basis of
entering characteristics.

(2) Student entering characteristics (ability, "preferred learning style",
motivation to learn, “preparation for learning") affect performance ‘
at any_point in time. -

(3) Entering characteristics interact with program characteristics to
give certain students relative advantages in certain brograms (e.g.,
low ability students benefit from relatively higher levels of teacher
control and dfrection for language and mathematics mechanics). ’

A " (8) Programs interact with school personne! characteristics {preferred style,

personality, authority relationships, cohesiveness).

{(5) Schooling context (ability distribution, personality, presence/absence
of demanding/disruptive students, orderiiness at class of school level)
affects instruction (emphasis, amount of material covered, organiza-
tion,‘program delivery).

(6) Students' shared educational and social experiences in classrooms and
schools depénd on student entering characteristics, instruction,
schooling context and program characteristics.

(7) Students from same class in year 1 may be assigned to different classes
in year 2 or may leave the school.

(8) Sthdents not present in year 1 may enter <chool (and thus program
classes) during year 2.

(9) Implementation of programs may differ for year 2 from year 1.

(10) Instructional (program) characteristics e.g., teacher "style", organi-

‘ zation) may differ from year 1 to year 2 and effect of instruction

(program) year 1 followed by instruction (program) year 2 is not

v
Q necessarily additive.
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‘ (11) Contextual characteristics may differ from year 1 to year 2.
(12) Conditions (1) - (5) hold for year 2 in simiiar fashigg\?s for year
1.
(13) Program differs from "normal" standard instruction and may interact.
Though instruction of Type A may be better than instruction of Type B

instruction of Type B might be better for students following partici-

pation in the program than Type A would be.
The two areas of analytical developments to be discussed below become

relevant in a program of the type described above for several reasons. First

>

e]jgibi]ity for program participation typically depends on specific ascribed
characteristics (e.g., poverty, bilingualism, ethnicity). Even in nominally
"experimental" investigations, selection for participation may have r.on-
-random aspects at some level as in the case where the program is randomly
‘ assigned to a sample of schools from a pool of volunteers. A further
complication is the non-stable participant sample; students enter and leave
classrooms, teachers and schools drop out of programs for various reasons.

A second feature requiring analytical attention is the sheer number of
elements that potentially enter a comprehensive picture of program processes
and outcomes, the complexity of their interrelation, and the inherent prob-
Tems in measuring key variables by the kinds of questionnaire, interview,
observation and test data typically used. A1l of the elements of model
speéification from a clear understanding of the question of interest through
identification and operationalization to appropriate analyses and interpre-
tation have a bearing on the fidelity of the evaluation conclusions to the
program's actual consequences.

. To a certain degree, these features align with the two analytical

developments to be considered below.
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Non-Equivalent Control Group Designs/Selection Modeling

From the jnception of ,the large-scale educational eQa]uation efforts
of the 1960's, evaluators have tried to employ the paradigm for experi-
mentation in the field investigations. With rare exception, however
(see Boruch, 1974), iﬁvestigators quickly found themselves in the midst of
non-experimental or at best quasi-experimental studies wherein ail the best
intentions about random assignment went unfulfilled.

From a methodological perspectice, consciousness about the inadequacy
of analytical methods in these investigations can be traced back to Campbell
and Erlebacher‘s (1970) lament (perhaps complaint is the better term) that re-
gression artifacts in quasi-experimental evaluations were caysing compensa-
tory education to look harmful. While certain aspects of the original
Campbell-Eriebacher critique have been found to be less generally applicable
than originally believed, the design constraints that bothered‘them remain
at the center of current analytical concerns.

Basic analytical issues. Reichardt's {1979) and Barnow, Cain and

Goldberger's (1980) discussions of the problems in analyzing non-equivalent
control group designs are a particularly helpful starting point for our
examination. As Reichardt points out, the main issue is the effect of un-
centrolled selection on the estimation of program effects. When subjects
are randomly assigned to programs (or non-program), groups can be considered
initially equivalent though the equivalence can be vitiated if there is
differential attrition. Without random assignment program groups wouid
not be expected to equal even in the absence of a program effect. Thus,

in order to "equate" non-equivalent daroups, it is necessary to adjust or

control for initial differences.




The analyst this juncture invariably recogrizes that the task at

hand is to (a) identjfy the selection process underlying group membership
(program, non-program) and (b) include the variables that determine selec-
tion in the analysis of program effects. Ideally, this analytical strategy
would control for the effects of initial differences.

Until recently the statistical method typically emplnyed by analysts
in quasi-experiments was the analysis of covariance (ANCOVA), which is
essentially a linear regression of program outcomes, Y on program status Z,
(e.g., 1 = in program, 0 not in program) and pre-program true ability wz.
Thus the "ideal" analytical model is represented by (1) below:

, (1)

vhere a is the estimate of program effect, Z and ¥ is the covariance adjust-

Y=ol + W+ e

ment for true initial differences.

' But as is well-known, Y i§ unobservable. Under these conditions Barnow,
Cain and Goldberger (1980) ask "How may“the evaluator persuade an interested
audience that the measured effect of Z on Y is free of any contamination
from a correlation between Z and VW, given that W is not available as an
explanatory variable?" (p. 47). Their answer to their own question is
that "unbiasednes} is attainable when Fhe variables that determine treatmen*
assignment are known, quantified and included in the equation." (Barnow, et.
al., 1980, p.?%?. See also Barnow, 1975; Cain, ]975; and Goldberger, 1972j.
Thus if one has an observed variable t that was used to determine group
assignment (in generé} t will be a score based on a composite of variables,
some of which may be correlates of W), then t may be used to replace W as
the explanatory variable in (1):

Y=VZ4pt+e (2)

Under conditions to be specified, By> in equation (2) would be an unbiased
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estimate of the program effect o. Thus either W or t will remove the con-
tamination which leads to "selectivity bias".

But the question arises about whether the selection process can be
known precisely (i.e., one is unable to quantify t). In this case, inves-
tigators have settled-for a set of variables, X, that serve as proxies for W.
The X's may also include variables which enter t. The equation to be
estimat.;d is then

Yoy Tty Xte . (3)

Equation (3) is essentially the standard ANCOVA model as employed
in the analysis of quasi-experimental data. Unfortunately, ag estimate of
Yy will in general be a biased estimate of the true program effect «.
Statistically, this bias depends on the covariance of Z and W conditional on
X. Moreover, contrary to Campbell and Erlebacher's (1970) assertion, the

ias may be either positive or negative. Investigations by Goldberger
(1972), Barnow (1973), Cain (1975}, Cronbach, Rogosa, Floden, and Price
(1977) and Bryk and Weisberg (1977) clearly demonstrate this property.

To better understand the ramifications of the inability to observe
true preprogram ability (W) and/or to accurately quantify the selection
orczess (t}, we consider the sources of biases in estimation of program
effecis when the "NCOVA model is employed with nonequivalent aroups.
Reichardt {1980) discusses seven sources, most of which are pertinent to
this iaquiry.

Tne problems due to errors f.i measuring the covariites {ine X's in

equation (3)) are the most frequently examined sourc: of bias. Even when
measurement errors are random, they lesd to ati=nuated estimates of covariate
effects and thus res..t in an underadjuctrent tor pre-existing differences

between different precgrams. The errors in the covariate cause the treatment

263




20

effect estimate from ANCOVA to converge toward estimates from an ANOVA

which completely ignore pre-existing group differences.

The second source of bias in ANCOVA is the possibility of differentiai

growth rates among identifiable subpopulations under conditions where sub-

population membership is related to program assignment. Though individuals
from different subpopulations may be the same initially, theair later dif-

ferences may be attributed to differences in maturation. In this case,

growth invalidates ANCOVA because within-group growth does not completely

account for between-group differences in growth.

According to Reichardt, related sources of bias due to changes between
the time of program entry and measurement of program outcomes which are

irrelevant to the treatment are trait instability and the changing structure

of behavior. Trait in..ability refers to differential variability (fluctua-
tion) in scores over time as opposed to average mean differences. The chang-
ing structure of behavior refers to the possibility that the processes that
account for given naturally occurring behaviors vary over time with different
characteristics and processes becoming disproportionately important at
various times. (Cronbach et al (1977) discuss this source in some detail.)
Other complications identified by Reichardt include (a) operationally
unique pretests and posttest (i.e., even though the measure of initial
status and final performance s nominally the same, they are operationally
distinct as different abilities and skills are tapped at different points
in time); (b) non-linear regression lines (not properfy incorporated in the
model) and non-parallel regression lines (due to treatment interaction
effects, floor and ceiling effects, differential growth between groups,

or between group differences in the reliability of the covariates).
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Reichardt (1980) describes four approaches for ruling out selection
differences as a rival éxp]anation for program effects. The first three
(namely, developing a causal model of the posttest, developing a causal model
of the assignment process, the Cronbach et. al. (1977) combination of the
two approaches) are basically elaborations on the identification of W,

t, or both as described earlier. One essentially adopts a broader, theoreti-
éaily grounded and empirically estimated model of how posttest behavior

is expected to vary in the absence of the program (modeling the posttest;
Cronbach et. al. call this identifying the "ideal covariate"), how individuals
are assigned to "treatment" groups (modeling the assignment process; or
idéntifying the "complete discriminant" in Crohbach’et al.'s terminology)

or do both. After determining a specific approach, there are still questions
about appropriate analytical machinery to adjust for measurement errors

and estimate W and t appropriately. The sheer complexity of the adjustment
has led some investigators to recommend the use of procedures derived from
the work of Joreskog (1970, 1973, 1974, 1977, Joreskog and Sorbom, 1976,
1978) for the analysis of covariance structures. These methods attempt to
simultaneously correct for the effects of measurement error and irrelevance
in multiple covariates. We withhold further discussion of these techniques

e
A

to the next major section of our report. et
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Value-added analysis. The fourth approach discussed by Reichardt

(1980) is the modeling of change or growth. Promising work on this topic

has been carried out by Bryk and Weisberg (Bryk, 1977; Bryk and
Weisberé, 1976; Bryk, Strenio , and Neisbérg, 1980; Strenio, 1977; Weisberg’
1978). They introduced a variety of analytical methods for estimating the
"yalue-added" by program participation. Their value-added analysis is built
upon the notion that educational programs are'dynamic interventions in
natural growth processes. Thus Bryk and Weisberg first modeled natural
growth processes and then assessed program impact on the processes. \_
The basic idea underlying Bryk-Weisberg value-added procedure is to
compare average observed growth bgtween pre- and post-test with an estiamte
of the amount expected in the absence of an intervention,
To employ their techniques, one needs to have pretest (Y1i) and post-test-
data (YZi) on a sample of individuals as well as the time (calendar dates
t; and t2) at which observations were obtained and the age (ai], aiz) of
each individual at these times. In the more general case, one would also
obtain information on other background variables (Xi). Their methods
also seem to be applicable whether treatment is represented by a discrete’
group membership variable (treatment A vs. treatment B) or by a set of
variables describing program and instructional differences (e.g., explicit
charicteristics of instruction, schooling, context, and program implemen-
tation).

Bryk and Weisbergs's general model can then be expressed as

) = G0 Ry (4) :
6, (t) = ma,(t) + 5 (5)
LT B %g]"jxij tey ‘ (6)

s
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In (4) above, Gi(t) and Ri(t) represent systematic growth and random
components respectively. 5 and §; are slopes and intercepts of individual
growth curves, ai(t) is ‘the age of individual i at time t. The Xij are
the values of the jth background variable for subject i, Qj are the corres-
ponding coefficients a?d e; are unmeasurad determinants of individual
growth rates. Given one of several choices of assumptions about error
structure (e.g., E[Ri(t)] = 0; Var (Ri(t)) = Ui’ constant over all

subjects and times; R, independent of t, 75> 85, and any R.; E(eilxi) = 0;
Var (ei|§i) = oi and Cov (ei’ Zi) = 0), one then estimates the value-
added by first regressing pretest on age and ité interactions with back-
ground variables to determine estimates of individual growth rates (n:)
and then calculates a value-added for an individual using the expression

*

vi = Yi(t)) - Yi(t)) - mas, (7)

where Aj represents the time interval between pretest and posttest. The

average of the individual value added,

V= ] ' (8)

is then an estimate of program impact.

Byrk and YWeisberg's procedures appear seductively simple and broadly
applicable. One models the growth process as best one can from relevant
background variables and the time span over which the program measurements
are obtained then attributes the remaining average increment ir perfor-
mance to the program. In their most recent article (Bryk et al., 1980),

extensions of the basic value-added analysis model to cases where errors in
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regression models are heteroscedastic, growth is non-linear, comparison
group -data are available, when programs are administered to non-randomly
formed groups of individuals, and when aptitude-ireatment interactions’
are believed to exist are discussed.

Important limitations of the value-added procedure are also indicated
by Bryk et al. (1980). The problem of a shifting metric for measuring
growth over time cannot be alleviated through value-added procedures.
Whether it is simply a matter of the restandardization of scores at differ-
ent age and grade levels or the more serious (analytically, at least)
concern that the component skills accentuated at different ages vary, the
basic complication falls outside the purview of a modeling procedure of
this type.

Another limitation is the inability of the lone value-added model to
deal with the tack of monotonicity of growth that occurs in schooling
data with multiple years of schooling separated by summer.vacations. In
our companion report (Miller, 1981), a rudimentary example of this non-
monotonicity arises in the Beginning Teacher Evaluation Study (BTES)
data. Maddahian (1981) showed that this occurred for other BTES measures and
others (e.g., Klibanoff & Hagoart, 1980) have uncovered similar examples
in other evaluation studies. It is not inherently impossible to apply
the value-added approach to more complex growth models; it is just unclear
at present how one converges substantively on an adequat> model for these
more complex dynamic processes.

There is no mention in the Bryk-Weisberg work of how the investigator

is to alleviate the problem of measurement errors in explanatory variables.
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While the concentration on a single group model (no comparison~group) seem-
ing]x removes the concerns about differential attenuation of estimates

the t.o-stage estimation process (estimate growth from pretest and predict
growth increments to subtract from posttest) would appear to place greater
demands for precise estimation not likely to be met by the current value-
added approaqh. In principle the model should work best during periods
when individuals are experiencing substantial observed growth which suggests
that the technique is most suitqple for the study of programs for younger
children. But outcome measures are notoriously less reliable and stable
during the preschool years and early grades of formal schooling than in
later years.

Similarly, from a modern perspective, it is advanfageous to be able to
model program processes and examine their effects directly rather than rely
simply on program participation as the indi&htor of program effects. As
Bryk et al. (1980) demonstrate, the value-added approach can be used to
estimate the effects of program characteristics on program outcomes (i.e.,
the value-added for a given site). Yet here, too, the errors in measuring
program process characteristics as opposed to, say, ascribed individuaf
and program characteristics are likely to inadequately reflect the true
state of affairs.

Finally, there is no provision in the current 1iterature on the value-
added approach to deal with multiple measures of growth. Presumably,
analysts must choose some means of arriving at a single growth measure
(e.g. some form of composite) before proceeding with the value-added
analysis. The alternative is to generate a series of value-added estimates,
one for each combination of pre- and posttests. Our sense is that the

former will typically be less than satisfactory because of the changing
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‘ character of the ideal composite over time. The latter quickliy becomes
unw%e]dy unless a reasonable scheme of interpreting the pattern of effects
can be determined (e.g., see Weisberg, 1978).

In conclusion we judge the vaiue—added approach to be a useful
addition to the complement of analytical strategies for evaluating program
consequences. However, the bjases associated with measurement errors,
changing metrics and the changing structure of behavior linger and may, in
certain respects, be exacerbated. Nor is the multiple measures of outcome |
programs adequately considered. Nonetheless, if investigators do choose to
employ the multiple analysis strategies perspective advocated here, the
value-added approach will be a wise choice for inclusion in a broad

range of evaluation situations.
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Selection modeling. Another recently developed set of analytical

approaches for dealing with selection bias can be traced to evaluations
of social experiments on welfare reform (Rossi & Lyall, 1976; Stromsdorfer .
& Farkas, 1980). Economists working on these evaluations developed

methods for adjusting for selection effects in estimating the effects of

interventions. VYojume 5 of the Evaluation Studies Review Annual

(Stromsdorfer & Farkas, 1980) is the most comprehensive published source
on selection modeling methods. Representative papers from several of
the major contributors (e.g., Hausman, Heckman,‘Go]dberger) are included
along with useful discussions of the issues by the editors (Stromsdorfer
& Farkas, 7980),and by Barnow, Cain, and Goldberger {1980). However,
this work is rapidly developing and even recent synthetic reviews by
Muthen (Muthen, 1981, Muthen & Joreskog, 1981) cannot keep up with the
latest technical nuances. In addition a whole set of seemingly related
techniques developed by sociologists (e.g., Tuma & Hannan, 1978; Tuma,
Hannan, & Groenveld, 1978) for dynamic modeling with panel data are
not even considered by the economists.

We will not attempt to describe all the particular analytical

developments in our discussion of selection modeling. Instead, we try

to indicate the ways in which the methods are designed to alleviate specific

problems in the analysis of quasi-experimental data, point out the broad
categories of analytical approaches that are currently available, and
attempt to pinpoint the set of problems lef: unresolved by these methods.
And, although we find the methods of Tuma and Hannan potentially valuable
for longitudinal evaluations of social programs, the discussion will
concentrate on the econometric work.3

The general problem that motivates the selection modeling work is

the selectivity bias that results when individuals (or, for that matter,
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aggregates of individuals such as schools) are self-selected (non-randomly
selected) into experimental and control group. {or into different program
types) or when data on the study sample are non-randomly missing (see
our—ear]{er discussion of work by psychologists on this topic (i.e., work reviewed
by Reichardt , 1979). According to Stromsdorfer and Farkas (1980), "the
realization that the difficulties associated with self-selection, censored
samples (where some variables are unmeasured for certain individuals in
the sample), truncated samples (where all variables are unmeasured for
certain individuals who should be {n the sample), and limited dependent
variables (variables restricted to some subset of values: for example,
weeks worked, which must be zero or above or the probability of being
employed, which must 1ie between zero and one) all have a common foundation"
(p. 14) was perhaps the most important statistical development in social
science methodology during the 1970's. This realization led investigators
to develop methods for incorperating analytical procedures for handling
self-selection, censored and truncated samples, and for limited dependent
variables within the general analytical model for estimating program
effects.

The general analytical procedures involved in econometric selection-
modeling can be sketched as follows. (This discussion draws heavily
from Barnow, Cain, and Goldberger (1980), Goldberger (1979), and Muthen
and Joreskog (1981).) Because of non-random assignment to program it is
necessary to incorporate information about the selection process into
the equation for estimating program effects. Thus, equation (3) for
program outcomes,

Y= Y]Z r Y2X + k¥ (3)

(remember Z represents program; Z=1 for program participated and Z=0 for
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group comparison) needs to be supplemented by an equation for selection
into the program. A selection equation with Z as the dependent variable
is specified and restrictions are placed on it to remove pre-existing
differences between program and comparison gorups from the estimates of
the treatment effect (y; in (3)). The restrictions on the selection
equation appear to be of two types. First, there must be variables that
determine selection that do not affect outcome. Thus, there must be
variables necessary to account for Z that are not among the X's from
equation (3). Second, the functional form of the relation between X .nd
W (true ability as identified in equation (1)) and a non-linear relation
between Z and X are specified. This leads to a non-linear functional
form of X in the outcome equation that is necessary to control for any
relationship between Z and W that is not controlled by X.

In more formal terms we begin with three observable variables (Y,
X, Z), two unobservable variables (W and t, the true selection variable;
these two are anaologous in many respects to Cronbach et al.'s ijdeal
covariate and complete discriminant) and various disturbances for the
equations. Then

VA =T1, ift>0

{O,iftf_o (9)

and, as stated earlier program outcomes are determinad by

Y=W+aZ+eO (M
where e (¢ in original version of equation {1)) is normally distributed,
independent of W and Z, and has expectation zero and standard deviation
0g the relations among X, W, and t prior to selection and proqram

participation are given by
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8.X + € ' (10)

o
il
N - = -

0,X +e, (11)

where 0, and eé are coefficients relating X to W and t, and disturbances
€ and e, are bivariate-normal, uncorrelated with X and ¢, have standard
deviations oy and P and covariance 12 Thus, W and t may be related
via X or through correlated disturbances. Substituting from (10) into
(1) yields

Y=e'x+az+e (12)

1 3
where €3 = €1 * g and €4 and €, are bivariate normal, etc., with covariance
0p3 = 0o (Note that equations (12) and (3) are the same except for
assumptions about 63.) Turning next to the selection equation, we see
that Z = 1 is equivalent to 6.X *+ ¢, > 0 which in turn implies e, > -8,¥
and 52/02 > -elx where e' = eé/oz. But (52/02) is a standard normal
variable independent of X. And since Z is binary it follows that

E(Z{X) = Prob(Z=1}X) = 1 - F(-8'X} = F(8'X) , (13)

where F(*) is the standard normal cummulative distribution function.

Furthermore,

E((e,/0,)|X,Z=1) = F(o X)/F(o X) : (14a)
and

E((ey/0,)[X,2=0) E (6 X)/(1 - Flo X)) , (14b)

where f(-) denotes the standard normal density function. Equations

(14a) and {14b) can be rewritten in combined form and rearranged to give

) - flo X)(Z - Flo X)
(1 - F(e'X))F(8'X)

= h(X,Z30) (15)

E((ez/o2

or, equivalently,
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' . E(62|X,Z) = czh(X,Z;e) . ///
Also,
o 2 J
E(e3lX,Z) = (c]ZIoZ)E(eZIX,Z) = (°]2/°2)h(x’z’°) . (16)
Given (16), the expectation of (12) conditional on X and Z is then

E(Y]X,2) = 0K + aZ + (a7, /0,)(X,Z58) - (17)

Equation (17) is the conditional expectation function relating observable
values and its pa"ameter§ (e], ®y5075/05 8 = 62/02) can be estimated

by non-linear least squares. The crucial feature of this expression is
the inclusion of h(X,Z:8) which takes the condi?iona] relationship between
X and Z into accoént, thus removing a source of bias {omission of a variable) \‘
in astimating o, the program effect.

In practice (17) is estimated by a two-step procedure (Heckman,
1976) whereby o (=62/02) is estimated by maximum-1likelihood p;Bbit

‘ analysis of Z on X, these estimates are inserted in (15) to estimate
h = h(X,Z;8) for each observation, and then 64> @, and (012/02) are
estimated by Tinear least-squares regression of Y on X, Z, and h. Thare
is an alternative estimation procedure attributed to Madda]é and Le;
(1976) that operates in a similar fashion.

The essential feature of the Heckman-MaddalaJLge procedures is
that they resb]veﬂgre problem of cselectivity bias b; hodifying the outcome
equation for presumgd selection process effects. As in simple ANCOVA,
the adjustmenf is only necessary in those conditions where treatment
selection (Z) and true ability (W) are related after controlling for the
observed covariites (X). Thus, if there is no relationship between £
and e, (012 = 0), then no bias is introduced through selection, and the
more. complicated sélection modeling adjustments are unnecessary.

‘ In their review, Barnow et al. (1980) cite a number of problems

with the selection modeling that require further attention:
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(1) which consistent.estimation procedure is best,
(2) how to deal with severe collinearity in the second-step re-
gression,
(3) the effect of non-norma’ disturbances on the robustness of
estimators, -

(4) misspecification of the original model, and

(5) multiple selection rules.
Several of these problems have since been addressed to some degree (e.g.s"
see Goldberger, 1980; Heckman, 1980; and Ojsen, 1979 on the effects of
the departures from normality).

Our reading of the current view (Huthen (1981) is the most recent
;nj comprehensive we have seen) is that the consequences are quite
" serious (i.e., the procedures fail to remove the selectivity bias) when
errors in the regression relation depart irom normali£y and/or homoscédQ§-
ticity (e.g., Goldberger, 1980; Hurd, 1979; Olsen, 1979) and when the
functional form of the selection and/or outcomgA;eihtions are misspecified.
The latter can take several forms. For examp}é, it may be that the true
relatjonship of program and avility to outc0mg is nonlinear though the
specification inc]udes'0n1y linear effects. Such a situation might suggest
the need for adjustments via selection. modeling when a more appropriate
modification requires a shift to a new functional form for the relation-

ships. )
The second form of specifi:ation problem that is 1ikely to occur

quite frequently is when relevant variables are omitted from the selectivity

bias adjustmert. In the Heckman pnocedure;, this problem is manifested by

leaving out variables that should be incorporated in the probit step.

Again, the consequence .is the failure to properly adjust estimates in
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‘ the outcnme\equation (Muthen, 1981 reviewing work (nrot currgntly available
for citation) by Cronbach and-Goldberger).
Two other concerns’ raised earlier about other approaches to analysis
of quasi-experimental data warrant mention here. First, virtually all
of the cconcrmetric discussions of.se]ection modeling .ucs on a single
outcome measure. Second, the possibility of measurement errors associated
with any of the observable variables (either Y's or X's) is not discussed.
Surely one would want to be able to deal with multiple outcomes and
with ]étent exogeneous (explanatory) variables. At the least it would
be helpful to state the expressions for selection and outcome modeling
in terms of latent, rather than fallible observed variables. Uork by
Muthen, Joreskog, and Sorbom {Muthen & Joreskog, 1981; Sorbom, 1978,
1281; Sorbom & Joreskoy, 1981) répresent initial attempts at selection
‘ modeling with latent exogenous variables. Essentially one first estimates
b‘]atent variables via LISREL and then applies the Heckman procedures
using the latent variabies rather than the observed set of X's. Unfortunately,
tﬂese methods of estimating latent variables are currently restricted
to models with stri&tly continuous X variables because of their reliance
on maximum likelihood procedures that renuire multivariate normality.
Thé above concerns notwithstanding, the selection modeling pro-
— -gedures developed by eccnomists clearly offer imﬁrovements over the ANCOVA
methods described earlier. Though the demands for careful thinking
about selection mechanisms are severe, the rcwards of such efforts are
‘often substantial, poth analytically and substantively.
§yggé125 We have described in some detail both the basis for concerns
‘ about bias in quasi-experimental studies and two sets of anaiytical develop- |

ments (the value-added approach and selection modeling) intended to remove
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or adjust for bias. Bbth procedures are improvements over the past

mainly because they employ explicit models of the phenomena believed
‘ to be responsible for the difficulties in estimating program effects.
Both approaches are also adaptable to situations where there are no
specific comparison or control groups (instead the effects of specific
program features are to be estimated) and where panel data exists on
program participants. -

Neither approach directly addresses such concerns as measurement
errors in the explanatory variables, changes in the sca]és of tgeasurement
over time and changes in the structure of behavior over time. hu]tip]e
measures of hoth exogenous and endogeneous variables with known scale
properties are r2eded to gain a better grip on these problems. If these
prob]éms can be alleviated, selection and growth modeling can become even

more widely useful.

“
-At various points in the discussions of improvements in analyses of

‘» Structural Equation Modeling

non-equivalent control group designs, we encountered lingering concerns
about the nature of th= model specification for both selection processe3

and outcomes, fallible measurements, the handling of multiple indicators,
changing scales of mgaéurement and cﬁanges in the structure of behavior

over time. Resolution of the first of these concerns is never complete;

one progresses through obtaining better understanding of the phenomena under
investigation (both its elements (constructs) and their interrelations).
"Better" theories are the conly answer. The combination of improvements

in the accumulated wisdom on given phenomena (i.e., better thinking aucut
hov a ﬁrogram works and about its possible consequences) and better opera-
tionalization of the elements of one's theoretical model (i.e., more compre-
hensive and vq]id measurement of its conskructs) are a necessary foundation
for positive increments in the quality of investigations of social programs.

Analytical methods for handling the remaining concerns cited in the opening
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paragraph of this section (namely fallible measurements, nultiple indicator,
changing scales of measurement and structure of behavior over time) would
seem to be useful to ensure that better thinking and operationatization is
reflected in better data analysis and interpretation. Such analyticat
advances would seem to be particularly pertinent to the broad conception of
large-scale program evaluaticn advocated here.

In theory, the techniques of structural equation modeling with latent
variables (see Bentler, 1980; Bentler and Woodward, 1979; Bilby and Hauser,
1979; Goldberger and Duncan,- 1973; Joreskog,. 1980, ]9733 1974, 1977; Joreskog
and Sorbom, 1976, 1978; Sorbom and Joreskog, 1981; Wiley, 1973) appear to
be particularly well-suited for resolving several of the remaining methodo-
logical problems cited above. These techniques are designed to estimate the
unknown coefficients in specified "causal" structures among latent (unob-
servable) variables.4 The referencés cited above.provide extensive discussions
of the current state of work on structural equation modeling including indi-
cations df the kinds of substanfive and methodological problems for which
these techniques are'app]icab]e. Most of the literature addresses mainstream
social research issues. However, there have heen several applications in
educational research contexts (see Lomax ('981) for partial hibliography
of educational research applications; however, one of the most comprehensive
and carefully documented applications of these methods to educationa?
questions (namely, Munck, 1979) and recent applications with hierarchical
data (Keeslirg, 1978; Wisenbaker. 198u; Wisenbaker and Schmidt, 1978) are
not cited).

Existing applications in large-scale educational evaluations are even
more limited. The best known is the exchange between Magidson (1977, 1978;

. and Bentler and Woodward (1978, 1979) on the effects of Head Start. Abt and

_79




36

‘ ’ Madioson (1980) also use structural equation modeling in their evaluation of
a specific school reform. Sorbom and Joreskog (1981) discuss how these
techniques can be applied in evaluation research. Finally, structural_equa-
tion modeling of latent variables is the primary analytical method in the
Tongitudinal examinations of the effects of the characteristics of the educa-
tional process ant students' background on academic achievement during ele-
mentary school years [conducted as part of System Development Corporation's
(SDC) Sustaining Effects Study; see Wingard, 1980] and was one of the analyti-
cal met@gds used in SDC's cross-sectional study of the effects of instruction
on th;/;chievement growth of compensatory-education students (Wang, et. al.,
5?%)). Given the prominence (and cost) of the Sustaining Effects Study

éﬁong the set of recent large-scale evaluations in education, we are likely
to see additional attempfs to apply these methods, assuming of course the
confgnuation of ]arge:sca]e qualitatively oriented evaluations.

We will not attempt to recount in detail the various analytical nuances

of structural equations modeling witii Tatent variables. Instead the general

. strategy employed by Joreskog and his associates in their LISREL (Linear

Structural, Relations) modeling will be described. We then provide a partial
accounting of the specific analytical problems in proéram evaluations that
can be addressed, at least in part, by these methods. As with the analytical
develogments considered earlier, we conclude with a discussion of what we
perceive to be the main Timitations of structural equation mode]ing in
evaluation contexts. |

Basic approach. In currently available variants of structural equation

modeling, one begins with a theoretical model about the structural (perhaps

‘ causal) relations among a set of pertinent latent (unobservabie) constructs

oy

(e.g., student background and abi]ﬁty, program and instructional quality,
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schooling context, student performance). One attempts to operationalize
these constructs through the collection of information on observable indica-
tors of each construct (say, measures of aptitudes and some quality at

time of program entry; measures of prdgram aﬁd instructional characteristics

{e.g., emphasis, intensity); measures of environmental characteristics

Aability, compesition, perceived climates); measures of cognitive, affective,

and social outcomes).

The information from these indicators has an observed covariance struc-
ture (i.e., each variable yields observed estimates of variance as well as
exhibiting covaéiation with other observed variables). One then estimates

the relationships among latent variables and of latent variables to obsérved

" variables via statistical means and attempts to reconstruct the observed'

variance—covariaﬁce structure (matrix of variances and covariances) from the
estimated variances and covariances implied by the theoretical specification.
At this point one judges the acceptabi]ity~of the fit of the estimated struc-
ture to the observed structure, and depending on one's perspective (there
is lots of debate about what to do next), either stops or goes through another
iteration of the specification-estimation process if the results are unsatis-
factory.

~ LISREL. As we said earlier, the LISREL model developed by Joreskog and
associates associates (Joreskog, 1973, 1974, 1977; Jd;eskog and Sorbom,
1978) is the most widely used analytical approach to estimation in structural
equation modeling. This method handles a set of linear structural relations.
"The variables in the equations system may be latent variables and there may
be.mg]tip]e indicators or causes of each latent variable...the method aliows
for toth errors in equations (residuals, aféturcances) and errors in the

observed variableés (errors of measurement, observational errors)...yields
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estimates of the residual covariance matrix and the measu-ement error
covariance matrix as well as estimates of the unknown coefficients in the
structural equations, provided that all these parameters are known (Joreskog,
1980, p. 106)"

There are two submodels in the LISREL estimation of structural relations
among latent variables. There is a structural model which.specifies the
ré]ationship among latent variables. In addiiion, there is a measurement
model which specifies the relationships of the measured variables to £he
unobserved constructs. Typically, there are multiple indicators of each
latent construct. The interrelationships among the observed indicators of
the same construct are then used to separate the presumed underlying true
constructs from the irrelevant an& error components of each measure.

The analyst starts with a specification of the structural model and
the measurement model. If the unknown parameters in both parts of the model
are identified (i.e., there are at least as many observed variances and
covariances as paramezers to estimafe) and if the measured variables have
a h..tivariate normal distribution, maximum-likelihood estimates for the para-
meters are provided along with accompanying standard errors. Thére EFj also
procedures for testing lack of fit for all or part of the model (e.g.,’Bentler
and Bonnett, 1981). - More formally, the LISREL model can be specified as
follows. .Le.t n. = (n], Ngsee D "ond B = (i:], By e Em) be random vectors
of latent dependent (endogenous) variables and independent {(exogeneous)
variables. In a simple input-process-outcome model of program impact with
non-egperimenﬁal data, the latent variables in ¢ might be socioeconomic
background ( %) quality of the home ( %) and studenE ability ( %). The
latent dependéht variables would be program_quality (nl; program quality is

treated as endogenbus because it is viewed as determined in part by the

X4
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specificklpput“tﬁﬁracteristics of student§) and program outcomes such as
cognitive (n2) and social (n3) functioning. The system of linear structural
relations is given by

Bn=rTg+ ¢, (18)
where B and T are coefficient matrices for the relations among endogenous
variables (e.g.; between " and “2) and of the exogeneous variables to the
endogeneous varaiable (e.g., & to “2) and ¢ is a random vector of residuals
(errors in equation, random disturbance terms).

The vectors n and & are not obse}ved. Instead we observe vectors

Y = (Y]...,Yp) and X = (X]...Xq) which are indicators of the latent endogeneous
and exogeneous variables, respectively. For example, program quality (n])
might be measured by the opportunity to learn relevant curricuium (Y]) and
the quality of the presentation of the material (Y2). Cognitive functioning
(n2) might be measured b& reading ’(Y3) and mathematics achievement tests
(Y4) and sccial functioning by sociometric measures of friendship networks
(YS), and teacher ratings of social functioning (YG)- Observed indicators
of the latent exogeneous variables might be family income (X]) and mother
and father's education (X2 and X3) for socioeconomic background (gi); availa-
bility of learning resources (X4) and parental aspirations for their child
(X5) for quality of the home ¢ &), and pretest; on reading (XG) and mathe-
matical skills (X7) for student ability (63). The system of cquations ex-

pressing the measurement model can be written as

y=/\n+e ’ :
T (19)
X= At 8

where Ay and A, are matlrices of regression coefficients relating y to y
and ¢ to x, respectively nd ¢ and § are vectors of errors of measu-ement

in y and x, respectively.

‘
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(3) Measuring changes in the scaling of variables over time (e.g., Joreskog,

1979, Sorbom, 1979a).

(4) Detecting changes in the structure of behavior over time (Joreskog,

1979; Shavelson, Bolus and Keesling, 1981).

(5) Detecting differences in the structural relations across groups (e.g.,

Bentler and Woodward, 1978; Sorbom, 1979b, 1979c). .
The first four applications select contributions targeted toward specific
concerns that arise in quasi-experimental and non-experimental evaluation
studies. The lact application allows analysts to compare specific program
alterpatives (e.g., participation in Title I vs. Fd]]ow Through or High
Scope vs. Direct Instruction Follow Through Models, e.c.,) in a more ser-i-
tive, comprehensive, and, we believe, sensible way.

Limitations. Unfortunately, as with most analytical advances, there
are importa%t practical limitations in applying structural equation modeling
in general and LISREL, specifically. The most serious and endemic problem
is that the adequacy of the methods is inherentiy dependent on the quality
of the model specification--both the limits of current theory (which con-
structs arc pertinent) and of current operationalization through the measures
one collects. Bad theory and bad data are no less bad simply because we
analyze them in a -ophisticated and complicated fashion. It is unclear
whether the consequences of these sﬁortcomings are mere severe in structural
equation models though the appearance of sopﬁistication whenever parsi-
monious and simple examinations are flawed would seem to be a dangerous

attribute of any analytical technique. !

Another po.entially serious limitation is the question of robustness
of LISREL to violation of multivariate normality assumptions. ‘Current ver-

sions of LISREL are not well-suited for such complications of discrete
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‘ If £ represents the population covariance matrix among the p and q mea-
sured variables (13 in our hypothetical example, 6 indicators of endogeneous
variables and 7 onekogeneous variables), the elements of this matrix can be
expressed as functions of the elements of the four matrices of regression
parametrics (Qy,gx,g,g), the covariance matrix ameng the eXogeneous latent
variables ¢ (typically denoted by g), and the covariance matrices of the
errors in the struvtural (y) and measurement (ge and 0,) models. In
application some of these elements are fixed (assigned given values), others
are constrained (unknown but equal to one or mare other parameters) and the
remainder are free parameters to be estimated b} the procedures.

Areas of application in evaluation contexts. In most practical applica-

tions of LISREL, one focusses on estimating the regrescion parameter mafrices
B,r,!‘.
(B.r =y
. tural relationships. The speg1fic analytical problems in program evaluation

and A ). The ultimate intent is obviously to represent the true struc-
that LISREL can hanuie are those that arise in many social research settings.
LISREL may be used to deal with a number of problems simultaneously (e.g.,
Madidson, 1977, Bentler and Woodward, 1978) or may be restricted to handling
a single problem (e.g., perhaps obtaining estimates of latent variables for
use in selection modeling, or for estimating the factor structure among
‘observable indicators).
Particular applications include:
(1) cCorrecting for the effects of measurement error (e.g., Keesling and
Wiley) in quasi-experiments.
(2)‘Taking both irrelevance (specific factors unrelated to the construct

of interest but present in measured variables) and measurement errors

‘ into account (e.g., Linn and Werts, 1977).
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measures of indepéhdent an¢ dependent variables (except for the multiple
group comparison application). Muthen (1979) has worked out procedu 2s
for handling certain structural models involving dichotomous variables
(e.g., factor analysis of dichotomous variables) but they are not nearly
as comprehensive as LISREL. Some re%earcher§ have turned tdsa related set i
of methods, partial least-squares (PtS), developed by No?d.(see McGarvey and \ 1
Bentler, 1980) because they do not require the mﬁ]tiyariate normality. 1
However, in the few empirical examples currently available, the estimates
from LISREL and PLS are not very different and .the rationale for PLS remains
more obscure.

Despite some initial forays by Schmidt and others (Keesling, 1978;
Schmidt, 1969; Wisenbaker, 1980; Wisenbaker and Schmidt, 1978), structural
equation models for analyzing the hierarchical data frequently encountered
in evaluations remain underdeveloped. It is simply too early to tell how to

*

proceed in the area.

A

Finally, even though 'the primary reason many investigators turn to
LISREL is its ability to estimate complex moqeis with md]tip]e latent con-
structs and multiple measurements, the practical reality is that LISREL
estimation is often overwhelmed by the sheer size and complexity of such
models. There are tco many ways to go wrong. With large data sets with lots
cf parameters, practically inconsequential differences in parameters cause
statietice fit indices to be significant (necessitating modiﬁication of
the mod~1). Though LISREL is.capab]e of simultaneously estimating measure-
ment o Structural models, in practice’}esearchers with a large number of
varaibies often have to estimate these models in separate stages. And the

analyses are very expensive by current standards for cost of alternative,

though simplified, analytical methods. In his analyses of the SES Study

o,

/
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of longitudinal data (Wingard (personal communication)) estimates that
his typical computer run involving roughly 8 latent constructs with 3 to
10 indicators each costs roughly $250 and often may not ever converge to
withinjpcceptab]e limits for the maximum-likelihcod estimation.

So, again, we find our.selves with an obvious improvement in analytical
methods that is applicable in large-scale program eva]uatibn but is flawed
in important respects. Clearly, structural equation modeling is a tool

worth having but also one that must be used cautiously.

Concluding Remarks

In our examination of two general classes of analytical methods we
have attempted to highlight why they might be considered. how they can be
applied, and the limitations on their application. We could have taken
each major area of analytical improvements in the.gast few years and treated
them similarly (see, for example, the excellent review of Traub and Wolfe
(in press) of the promise and problems in latent trait models for educational
measurement).

But this is as it should be. Empirical investigations, be they ran-
domized experiments or simply "passive observational studies", have their
imperfections and special shortcomings. Thus, it is not surprising that
there is no handy-dandy analytical mgthod that solves all problems. The
design and analysis perspective advocated here and presumably shared by
Cook (1974, 1981) and Cronbach et. al. {1980), (see also Burstein (1981))*
does not require that any one method be without flaws. InsteadS‘it is
the wefght of the evidence from multiple analyses (and reanalyses) on per-
haps cverlapping but separatable questions and sets of dcta that should

guide interpretation.
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One last caveaf. After beginning oui work on analytical advances,qbe
quickly became convinced that there were more fundamental pr-oblems in the
érea of data collection in program evaluations that greatly ]iff} the payoff
from analytical developmehts. In faéi, we view data cqllection as the
“Achilles Heel" of program evaluation, especially in the way it vitiates
the vgJidiiy of data analysis aﬁd interpretation. Elsewhere we (Burstein,
Freeﬁan and Sirotnik, 1981) have outlined our reasons for concerns about
data collection. At some point, methodologists working. in the area of pro-
gram evaluation will devote greater attention to data collection probleﬁs.
If not, the next generation of evliauation studies are destined to suffer

the fate of the last genesration's despite their enhanced analytical power.
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Footnotes

We simply do not subscribe to the conspirational view of the shift in
emphasis (essentially, if you can't find significant effects, change the
question) as characterized in several recent accounts of the political
history of the evaluation of sociai programs. Certainly, social programs
develop a political constituency (often.]abe]ed Stakeholders) consisting of
legislators, bureaucrats, service providers, program participants, members
of the public as well as evaluators that have a stake in maintaining program
activities. These programs a]soldeve]op enemies (political and ideological)
and suffer through internal bickering and lack of co%mon perspecti%e.

Yet the interplay of competing forces surrounding any societal activity

that has political, economic, and social consequences is the norm rather
than the unusual. Moreover, this interplay introduces its own set of dynamics
that affect the activity in complex agg,pften unknown ways. Over time

a more refined articulation of acfivities (expected and_actua]) and their
consequences (expected and actual) evolve. It is only natural, then, that
the search for better understanding also shifts to more sophisticated and

sensitive methods for explicitly linking activities with their consequences.
This part of the presentation draws heavily from Barnow et. al. (1980).

Tuma and Hannan's work (Tuma and Hannan, 1978; Tuma, Harnan, and Groenveld,
1978) grounds the ana]ysi; of changes over time on a categorical dependent
variable in a continuous-time stochastic model. They start with a continuous-
time Markov model, extend it to deal with population heterogeneity (e.g.,
differences jn background and program characteristics) and time dependence,

and develop a maximum-1likelihood estimation procedure for estimating the model
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from what they call "event-histories" (data giving the number, timing and
sequenée of changés for a categoriéa] dependent variable). These methods
seem to be re;ponsive to certain concerns addressed in the Br&k and Weisberg
value-added aﬁ ysis (i.e., dynamic models of change processes) as well as
the econometric selection modeling (dealing with various selection problems
such as attrition and-systematic selection). However, the techniques are
currently restricted to discrete outcome variables (e.g., decision to attend
college or not; or college dropout decision) while the present review

in restricted to evaluation studies in which the outcomes are viewed as

essentially continuous dimensions.

We have chosen to use the term “"structural equation" modeling rather than
the label "causal" modeling more widely used in educational and psychologi-
cal applications. In our view, the latter term attracts too much criticism
about whether phenomena are truly “causal" as opposed to simply relational.
This criticism detracts from the analytical potential inherent in these

statistical aspects of the models. No one denies that practice in less than

-~
-

ideal (i.e., we never really know the causes in non-experimental studies

(or experimental onés for that matter) and this misspecification is an
inherent property of empirical social research. Misspecification, in turn,
inevitably leads to flawed estimation. Nonetheless, one can corceive of

a continuum of better vs. worse empirical approximations to reality. We
contend that structural equation modeling w}th ]gpen% variab]es’can poten- '
tially yield results that épproach the "better" role of the confinuum and
thus should not be excluded because they are flawed (some philosopher might '

Jjudge them "wrong".)
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