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. Abstract

N L

o I .
‘his paper- outlines a technique folf differentially wei’ghti‘ng options

of-a multiple choice test in a fashion that maximizes the item predictive
\ .

s

vvalidity. The rule can be appliged with different number of categories -

)

. and the "optimal" number &f categories 'can be determined by significance

tests and/or throiugh the R2 criterion. Our- theoretical gnalysis indicates
. | o 4 .
that more complex scoring rules have: highér item validities: higher 4

.

-
item variances, higher scgre variances, and are also likely to increase

.

the interitem correlations and thé test reliability. A plausible expla-

-

(/ nation for the apparent paradox of lack of’ improvemént in the test

i

\ validity, based on the relation between interitem correlations jrd item

validiﬁies, is offered.
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Differential \Weighting of yultézie-Choiqe>ltems ..
‘Background ' . . <t

The question of differential'weightiné of multiple-choice items has

generated a'large number.of studies in the psychological and educational

11terature (see Stanley & Wang 1970 and Wang & Stanley 1970 for revikws).

PRI

The bulk of the 11terature suggests that assxgn1ng dlfferent we1ghts to

"

the items does not s1gn1f1cantly affect the test, character1st1cs and

- performance but the poss1b111tyrof d1fferentially we1ght1ng the options

y

(distracters) of any.g1ven item has some attractive aspects. ‘As a
- .

résult, several stud1es compar1ng and evaluating a variety of procedures

of D1fferent1a1 -Options Weighting (DOW) hade “been conducted in recent

years (e.g. Hendrickson 1971, Ramsay 1968, Reilly & Jackson 197

. ) é! s
Echternacht 1976, Bejar & Weiss 1977, Donlon & Fitzpat¥ick 1978). These e ”

studies suggest that the use of scoring procedures more complex than the

A}

regular 0-1 rule, has a beneficial effect on some of the test character-

‘

istics. When ihese weights were apﬁf1ed to real and artifical data,

indices of te11ab1l1ty and internal consistency have been 1mproved

-

With one except1on however (Echternacht 1976), no s1gn1f1cant improve

a

ment in the predictive validity of the tests has been reported.

v This fact is surprising. One would expect that when the information
/

’ g
-conveyed by each item-is more complete ang better measured the pred1ct1ve

?
val1d1qy pf both item and test will be increased, In th1s paper we

~
. offer a theoretical analysis of'the effects of differential we1ght1ng on

validity.- By validity we refer to the prediction of an external criterion

-~ L3
independently measured. By taking this app;J:ZK,we eliminate the item-test

regression (often. labelled the’ discriminating ‘power of the item) which
A . N

-




AV . 3 - 5 -
- I A
- 4 : . [
is a special case of Validity. We will comment on this problem in-a
B ' . L Y
' separate section. We examine a procedure which has the property of

. ’ \ -
" maximizing the item-créterion correlation. Therefore any other nonoptimal

~

. 'DOW,nor regular scoring rule, can be evaluated by’ comparing its prescribed

iﬁitcm weights to the optiﬁblvweﬂgﬁts. Such. a rq}e'proQides an indication '
of 'how well a4 scoring rule can bé expected, to improve the prediction of
the cﬂiteridh and grqvides a meaningful standard of comparison for any
other alternative noﬂ;opfi?al procedure. - It should be emphasized that
optimality here refZ?s to item validity only{ and that the rule may have

damaging effects (at least theo:etically) on other aspects of'the items

and the testwl We will also examine some of‘thé side effects of this

technique which will enable us to better assess its overall performance.

Defimition of the problém”and some notation

I

Imagine we have a quantitative

’7 ~
> criterion; X, which we want to .

(’flpredicf by a multiﬁle-choice test, Y, containing k items (Y1, Y2... Yk).

-Without qdy loss of generalifly, we ‘can assume that the scores of X are
scaled, or grouped, in a finite number of values (C).- Therefore any °

* 3

A

g
3

person taking X has a score such that:

.

0<X<C )

(1)

A typical ifem, Yg, has a opfions: one correct and (3-1)~incorrect.

-Since not every examinee attempts to answer all items we must define an

additiondl category for omissions. We consider this category to be as

3

important,omeaningfél‘and informative as thé other a optiogs. If wé let

¥

§=(a+12, we cap represent. the responses of all the examinees to a given

.
L

. v

item in 'an rxC contingency table. Each row represents one'option of the

\

~z

V- =
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-

generalizations of the biserial 3nd point biserial correlations suggesf -

‘themselves as possible candidates. JIndeed-Donlon & Fitzpatrick (1978) -

. ) .- - :

A )
- * ". - ! .
item, each column represents one level of score on the criterion X, and

the ypiézl’entry&in,thé table, nij,- is the number of people with score

Xj who selected option i. Following the regular statistical notation we

let n.j, ni. and n denote the mifginal column, row ‘and total frequencies,

' D

respectively. At this stage we nedd to select an imdex of association ) -
. re———— ]
to describe the relation between X and Yg as reflected by the contingency

table. “ By direct analogy to the dichotomous scoring rule the multinomial \

#

have already proposed using the multiserial correlation (Jaspen 1946) as
a generalized discrimination indexf For our purposes we prefer the

point multiserial coefficient (Das Gupta 1960;>Hamdan & Schulman 1975) - T,
for severaiareasons: o ‘ ’

. .
- B I !

(i) Unlike the.ﬁultisgrial,'it'is a PRE_measure (Costner 1965), ie, = - Y
Rpm; can -be‘i'ntérpreted as the percentage oé‘va'ri.ance of X.acto:xnted
for by'Yg. A )

(ii) Unlike the multiserial, its values are bounded, i.e. -1 X Rpms s 1. ’

-

(iii) Unlike the ﬁu}tiserial, the weights assgigned t® the different cate-
B N . ¢

gdries of Yg ;ré not determined by any distributional’ assumption.

(iv) ° These weights can be selected in a.way that ﬁaxiqizes the linear
3 . .,

relationship between X and Yg' Tkeseféeights (Ygi) are a linear

function of the mean criterion score of the.examinees selecting

option i. In particular, if we let ii be the mean score of .the .

]

" people who selected the it'h option (i = 1...r):

i
1

)'(1 =G nij X j)/ni. ©(2)




[N

’

. . LN - . . , *, ?
then the optimal wei"ghts(af:‘e given by (Das Gupta 1960):
- ‘ - N R , .
] A. . 4. Ygi = A xi + B e . (3) L . ‘
" If we select A= 1 and B = ’ we can g{press the point multiserial ﬂdex .
el “. TN et
in 2 very conven1ent form. (Hamdan &\§chu1man 1975). o= <
> ‘ '
. ’ \ CoE . ‘
.o : S0 P S N o |
) Gren &2 Gre gt
- 2 1. 1 . 4
Rpms - . i R )
o [%ZDJXJ -(-ZnJXJ)] .,
. ; L. 3 J .
N - . ] - . ~
. This particular‘weighting’(has two attractive properties: ’ »

‘ -
- . . '

.

(a) As Das Gupta (1960) pomts out, the squared optimal -point multi-

i
“ -
: ser1a1 is equal to the square mu1t1ser1al eta (Wherry & Taylor ) -
1946)’5 "5 - . 8
(b) Rpr;:s can be eprres%ed as a ratio of two standard déviations (Hamdan ° ’ ‘
& Schulman 1975): L ’
- s 3 o ’ 2
' S(Xi) '
.Rpms = Sm S ‘ 6)
’ ) 4
A model for evaluat ng the effects of DOW ; . .

'
It seems. onIy natural to compare the optmal*- scormg rule t¥ the

regular dichotomou.s alterdative-{( 1 = right, 0. = wrong). 'This indeed.is '

eaSily done within the fr-amewqu of this model. Note that ‘1'f the dumber .

- -

_of'categories, r, is reduced to 2, then the poimt multiserial is just

. -

the regular poi'nt biserial. Furthermoré it i,s'well known-w(-Das Gupta

1960) that if r=2, R bs is 1nvanant to linear transforhations of Yg s
. > - . ..
and ‘Y‘gZ‘ -In other words the correlation will not be changed if e
’” , : . -4- n .-
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LY

e ! . .

) /4{/1\ replace the 0 - 1 weights by'the'optimal‘wéights. The implication is

-
-

-

.
-

» - R ¢ *
obvious--one can compare the effectiveness of the two-scoring rule by

- . 3 / ’ ° R
», the percentage of variancé accounted for, when 2 or r- categories are
. o e - .

usadéandg if some distributional assumptions are made, test whether the

* + » ’

o -
difference is bignificagt. But note that ,scoring by 2 or r categories

.

are only eqpd ﬁbints on a continuum of different optimal scaring rules.

\ ’ . Ve Cgﬁfglfine a hiel;tchy of models (all of them optimal) which vary in

” L 4
N

- - ]
‘terms of their complexity apd of the number of categories used by the

N
-

scoring -procedure. Consider the following models:

w (i) . r gafégogies -all r qptions ‘
‘ (ii) .(pfl) ='(r-a+l) options - q categories are combined int6 one
I while p are lefp unshanged. ’ 1
. &iii) 3 options - riéht, wrong, omit-
é (iv) 2 options - right',_a‘ion_g + omit. ' R

.

Models (i); (iii), and (iv) are natural and well known. We need to say

»

a word about (ii). It .defines a class of models inm which two or more

optio{; are combined on the basis of empirical or theoretical justifi-

/ L 2
.

~

cationg/ If one option is selected with ;ery’low probabilitylit may be,

reasonable to_sgombine it with the "omit' .option. If there is some

. . ' i
natural relation between some Qfsthe distracters it may, seem natural to
combine them according to this chara&te;istic (see Echternacht 1976 for

.« . .
such items), etc. The most important point is that the responses can be

scored in a variety of ways, using different number of categories, and

for each model optimal weights can be easily derivqe/py the same rule

(3)* One could compare all these models and select the best ofie - i.e.

1 -

the one which predicts the highesf progor;jon of variance in X reiaiive-{
. " T

Ry

to the number of p;rameters fitted (the fumber of categor%ps). )

, 9, . o

-
—
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0

A

.I. ; r v o ‘\ - .
)
» -7
. L . .
. We now éxaTine the effect ‘of combining.q categories into’ one, while

>
L

keeping the first p unchanged, on the correlation” Define the new cate-

gory Yc, and also de¥ine:

- ————
‘r
nc. = X ni. e S . (6)
i=p+1 ’ ,
- » v
- r - - » - ‘
Xc. = (2 ni. Xi)/nc. ’ (7Y
i:p+ 1 - - ‘ -

These manipulations do nof affect the denominator and the second term in

F 4 .
the numerator of (4). The first term in the numerator gan be rewritten

\ - ]

- ' .
- i 4

P .
. . 1 {Z ni. iiz + nc. §c2] »
n ‘%
i=1 ,
L

v
S

and if we let R’ ﬁe ihe new pdint multisefial correlation—it can be
v pms(q) | .

-

easily showp that:

~ F b A s
r ‘ P - 2 =
_ .2 Zni.nj. (Xi - Xj)
~ 2 2 - #El : '
Rpms -_Rpms(q) = R g SZ(X)" E . (9)
- Ca . N o
1‘ ’ ) . N N - N 4
If we only combine two categories (say k’and 1), this is reduced to:
. 4 . N - - 2 .
: Loy my (g T X
2 2 - ’ «
- Rpms ) Rpms(20 - . (10)

) ' "2
n (nk. + "1.) 57(X)

~

Eq:. {9) is always positive, which implies that if'oaé_reduces the number

- of categories the correlation wifh“the criterion mu¥¥ always decrease.

oo 7 .
The reduction-in percentage of variance accourted for is a-monotonically

1
1

- (8)




function of tif@ &eighféd sum of squared pairwise differences between the

P \\ ‘ I R | K

- . ' b 9
, ~
. ¢ k
decreasing function of the sample size, the'variance of the criterion
. , \ . -

and the size of the new category; it is a monotonically increasing -

=

means of the q categories combined. These relations suggest that using

~

. . N . \ A
simpler scoring rules (combining categories) may have only aiEegligible
'v 1 ] ‘ e
effect on the item validity when the means of the .combined grouﬁghare
. , ! Y
‘relatvely homogeneous and the sample size and criterion variance ‘are ‘

’

.large. On the other hand, if the sample size and variance of X\are&_

small apd if the means are relatively heterogeneous, the more complex
rule can significantly increase the correlatﬁon. Finally, for a ‘given
critbrgoﬂ (with ‘a fixed variance) administered to a fixed sample (fixeﬁf .
n), the Be;t way téisimplify the scariqg rule is to combine the categories,.
with the most gimilar means.
If‘we are 4nterested in testing hypotheses‘about Rihs we puéf
assume that the «criterion conditional &igtriﬁution at.;he ith level of y

Y(i =1...r) is N(pi, o?) (ﬂahdén & Schulman 1975). In this mode} we

can test independence (p'pms = 0) for any scoring'rule with s categories

. > s
(s =2... 1), by:
F= (a-s) R /(s-1)(1-R% ) - L (11)
: pms pms’ ! . £
This statistic has an F distribution with (s-1) and (n;s)'d.f. under the
null hypothesis. ' To test equality of two models with sl and s2 categories
[(33;~ppm§(s1) = ppms(éz)]we can use the statistic: -
4‘*& : "
2 2 )
[Rpms(sl) Rpms(sZ)](n s1) - . .
N F - o 2 - , . . (12)
. o (1 - Rpms(sl)](?l-sz) ) ) }
{

a b




- e . . 7, b e F B A 8 ’ St ’ g
.. o wh1ch is’ d1s1:t1buted as an _F with °(s1-s2) and (n- le’Y: get Ho.

K
-~ . Generally, for each item, Yg, '‘a series of tesbs s1m11ar to t osq per-

. .
' ’ " R .

g forméd in a_ standard :egressmn analysis ¢an.be used in order to assess . ’ *
VAN J.he best scormg. rule and 1ts effect1veness (Clzamer 1972).
| li’

3 ~ “

- . o . .

- The effect of different scdring rules on other iw test- characteristics, .

-t

(a) Ite!;l variangg Ty * o ’ RN \ -

. .f . 1 : ' . * ° . - ‘
TN Once the we1gh;s to be attached to the r opt1ons are determined we .
T T T Y P

« ' “ can calculalt.é the rtem s vanance by the regular formul! oo '

L . , 1r i . ’ ) L 4 R \
o P o s? = [% b3 h. Y\2 ( Z ni. Y ) ] y . (13)
S .oy L8 i=1 i=1 - -
. . - — ‘& h . . * -

. . * .

- which is just a.re-expression of the numerator of (4) The;efore, ‘Q@

combiming q categories into ohe, the reduction in ‘the item's var1ance is:i ‘
&

1.‘ » - « 0 R - . . . . -

o _— e !, R .

Zf’m AfgErl & C -

- : 2 L
' . oy : . §8 - Sg-(q) -— - l.ll ncq ‘ . N - (14)

. .
I3 »

.. - " 'The sum of squared pairwise differences in (14) IS(JUSB\QDCEI‘ C, s
* . . ] .
" “function of the-variahce of the means in the combined categories around ) o N

. v LY

}~ e . . ZZm.nJ i§gi-?')
|
|
|
|

- \
Xc. Therefore, (14) indicates that when’ a simpler scoring rule is, %

| ' s ) ‘ . . L LT -
:—i employed the variance of the responses in each item is imvariably" reduced, \
-~ < ' - ‘ : -~ »

', and this reduction is proportional to the variance of the optimal weights
| . T o - Ve Coe
| N and -inversely related to sample size. Minimal reduction in wariance for

" .’ any given item will be obtained when we combine categories with homo-

" Tooa, ) c o . , : .
', _ geneous means.’ - ; ) . . L.




‘ . ‘ | ’ . . .
& - -
S N ‘(b) Interitem‘corrélation ) ) -~ ® w .
\\g\ | ‘ | éogsider two arbitrary iténs in the test,;Yg and Yh, scored on'all
* v . 4'Ecét:F§tie;. Given thei; correlaggons wiEh the criterion, Rxg and Rxh
’., " (we drc_;p the bms notation for éimplic'ity) y their in‘te'rcorrelation is
| restriEted.by (Gia;s & Gollips f970): ’ *
) - ' . Rgl;'= {Rxg Rxh i’(l-.’szh)(l-szg)}' . (15)
. , , .

We consider the effect of combining q categories on this interval, Let
11 and li(q) denote the lower limits of the interval when the items are

scoréd with'r and (p+1) ca\egories, respectively. The difference between

>

these'1ower bounds is: . - . .

. 11 - 1) = [Reg Rxh - Rxg(q) Rxh(q)] +

: (16)
’ [V1-R*g(0)) (1-R2xi(a)) - Y(1-Roxb) (1-R%xe)] -

2‘\> Ris(q) (s = 1... r), and consequently that

[
’ . Since it was shown that Rxs

(I-Rxs)<(Ri£(q))’ it fofiows that eq. (16) is always positive--combining
categories reduces the.fower bound for inter-item correlation.

’ ¢ ~ -
Let 1c" and %c(q) represent the length of the interval, or in other

words the range of values ;hét‘ﬁgh can take, when r or (p+1) categories

- ~ Al a 1 ‘
. ‘?are used. It can.be hown ,that:’ N
' . ' » v
, o le(@ 1 = 2 YO-Rg(@) 1RPxh(0) - JO-REm) (1RPxg)] . (17)
- ~ -~ -The ranRe of possibl¢ values of Rgh is iacreased o;, in other words, the

¢ . . .
restrictions imposed on th& internal relations between items through

[ 4 4

their correlations with the external criterion X sée relaxed. The lower

- .

bound gnd the length of the interval determine it's upper limit (ﬁl).

\

. - B
» 5




—

-

.Combining the jnfbrmatidn from (IQ) and (17) it follows that:
. Ul(q) > U1 if [le(g) - lc] > [11- 11(g)] .- (18)

s

It becomes clear that the upper limit of the interval can increase,

L 2 . » @

decrease or ‘remain .unchanged depending on the naiure,%nd magnitude of
i : . : L

. Ced
the changes in the item-criterion correlatiogs. This is a particularly .S

’ interesting result because it demonstrates one possible explanation for

) .

Eﬁe lack of improvement in validity of,a_test. Although DOW improves

the individual 'items validities, it can also simultaneously increaée'the

> -
* 4

S - /
"j;}nteritem corre!?t{%ns and the overal system validity can remain practi-

cally uncK;néed.-R L. .
, -

|
¢ ' - / ~ 1
If we assume that the values of- Rgh are symmetricall§ distributed ‘
. .
within the interval, its expected value is at the central point (see

'‘Mulaik 1976 for an elaborate proof for the speciyl case Rxh = Rxg = R). ! i

If we use an r categories scoring system:
* B M -

» .
. E [Rgh|Rxb; Rxg] = Rxh Rxg , . . W h) -
" . " 4 -
and for (r-q+1) categories: |, '
E [Rgh(q) |Rxh(q); Rxg(q)] = Rxh(q) Rxg(® .- (20)
Therefére we can write . . T E
. . a i
* c .
E [Rgh|Rxh; Rxg - Rgh(q)|Rxh(q); Rxg(q)] = ( ¢
: / r& : @
S [Rxh - Rxh(q) Rxg(q)] |
S w ;
2 |
The expected value of the correlation between a pair of items decréades . |

after combining q categories. ;ahsider4€hew€xplanation for the.léck_of
improvement in validity offer&d in thqtprevioub paragraph. The last
.;'

-10-

Cr )
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result denonstraﬁe:(?ﬁ/gfgizz—e situation is not only possible but also

—~ very likely to’occur. * ()_ ] <

/
(c) Variance of scores ;” ) ‘ -

-

o

The score of each indiyidual on scale Y-is defined‘gs the sum of

the scores on tpe k items composing the scale. Therefore the viiiﬁnce,

*

) SZ(Y), is given by: ' \/ﬂ‘ﬂ . , . Y
. - . T N ﬁ
\ k- k .
s%(n) = 1 5i%s 53 s (22)
T > i=1 T ig§=1 -

where . §ij is‘lhe covariancé of items i and j. We hdve already shown.
. "

that eidblified seofini rules have ‘the effect of idvaﬁi%bly reducing the

item v:i1ances, standard deviatiohg and the lower boﬁnds of their idter-

-
-

correlation and, coﬂd!£1ona1 upon the symmetric distribution of Rij

given Rix and RJx, the expected interitem correlat1ons. These fagts,

L A .
combined together,“ipdicate that the variance of the Y scores is very

In fact, s sufficient

cond1t1on for® th1s to happen is that Rij(q) < Rij (1,J = 1 kf.

likely to decreate when categor1es are combined.

x

A special cise, whzch will be discussed later, is one where the

Ed e Ad

“eegbination of the categories has an unif&;n effect on all ‘the items,

i.e. each item vq}ignce is reduced by the same proportion. Note that

this does not imply ﬁhpt the item variances are equal when r or ptl

categories are used, but rather indicates the Igct that there is a
_functional relation, between the number of categorjes and the item vari-

ances ‘and that sﬂpb1n1ng q. categori?\has a relat1ve1y homogeneous effect

22&_

bn 111 q variances. "Formally, let S, (q) =d ..k,o%d<1),

_#nd in t@is_case:

. -
; < .
» . .
. - .2 / ., .
:
. . b
. . .

)

‘x',.. " . i l.

“a




' k Kk :
s?(¥) - s2(1)(q) = (i-4) [z si® + T % si §j (Rij - RlJ(q))] (23)
. < i=1 i#j=1 ”
A : 4
. . : ¥ 4

(d) . Reliability i

-~ A popular-method of calcylating reliability is to¢ obtain the ratio
B . 8
,0f the mean interitem covariance and the mean item variances, Ryy, and

‘v
’

al
to use bt as an est1matb( of the re11ab111ty of a single 1tem ih the

Spearman Brown prOphecy formyla (Stanley 1971) If the score is based

onr categor1es. . - . .
e . k , v 2,
. "k 2 Z8SiSjRij -
. ifg=l ‘ : : ’
Ryy = - ' . - ' ) . (210)
S— 2 k 2 " -
. (k-1)° Z 8°1. -
1=1
s : 4
and if only (p+l) are used: - .
2 ' . S
.. ‘k . . v ¢
k I2sify) 8@ Rij (@)

i#j=1

Ryy(q) = : . ’) - (@25).
. ) 2 *2 _ T .

k
(k-1)° 2z s1(q)*
. 1=1

~
. .

The difference between Fhe two estimates can be-written as:

2 , -

» ) i .

. ko ko ) '

' : k [I I3 S°1(q)SiSjRij-S°18i(q)Sj(q)Rij(d)] .

o =1 i#j=1 o .
Ryy - Ryy(q) = — — . (26)
- o'k, Kk * N ~

&-1)% [z s?13 s’1(q)] - . :

1=1 1=1 - .

It appears that the effect of the sgoring rule on the reliabilities

dependg on the pattern of variances, covariances and their respective

! L]
” ’

-12-/. ' \ - .




reductions. To s1mpl1fy formula (25) we assumé that when categor1es are

S .
\\\‘__,/f combined the var1ance of each item is reduced- by an amount proportional -

P i

to its 1ni;§al magnitude, i.e. Si(q) =d Si (i =1...k,’0 < d ¢ 1). In

‘

this case: | .

X ok )
k- [2XZ S°1SiSj (Rij - Rij(q))]
1i#j . .

(k-1)2

-

The amouptfof‘réduction in the test reliability is independent of the
tonstant q, and it is proportiqngl to the weighted sum of reductipns in

. item intercorrelations which were discussed in a previous section. The
. s 4 ’ .
direct relation between the reliability of a test and the mean item
. ) \

intercorrélasion was demonstrated empirically in a.recent paper by Bejar

-

and Weiss (1977): .

.' (e) Test validity

V: - . m‘ ) ‘
We now combine some of the results from the previous sections in
order %o examine .the behavior of the. validity of Y (Rxy). Gulliksen
. -
(19%9 P. 382) gives. the formula for the total test validity as a func-
tion of she item yalidities and the test variance: *
‘ ! , ' . ¢
¢ ? poo . $
k - :’ v -
= [2 Rxg Sg]/s(Y) . ' .
_l .

< |
© After combining q categories the validity becomes:

| '

®xy(q) = [I Rxg(q) Ss(q)]/S(Y)(q)
. ¢ 8_
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{ , o~
*

and the reduction in the percentage of variance of ‘the criterion explained”

.o

) ' by the predictor is: h ’ . . ) _ -
. -~ . ' ' . ‘ ) Al * ’ . ) ./\’
' 2poniy X2 o2 2,00 & 2 2 : |
[s"(¥)(q) 2 57g Rxg - S7(Y) Z 57g(q) R™xg(0)] ¢
i ' : 2 : ' b4 ot -8 . .
N R’zfy - Rxy(q) = - 04 2,1 - - . (39)\ . .
A ~ [s°(D) s“tN@] .- C
2, ) Y ? . +
5 ' T '
. Using again the assumpt1on of un1form reduct1on is variance across .
Pt - -
\ items (Si(q) = dSi) we tan rewrite the last equation as a function of ) P )
\ “\\variances ;qﬁ correfﬁtions:. - ' e >
'Y . / R ( ! ‘ L .
‘T kk Yk ok ‘
(} [z 2 S 1 S! gQﬁ xg-R xg(q)) +23232 s? g SlSJ(R xg RlJ(q)-R xg(q) R1Jk]
} ~ gl , . g i#]
2702, l _
Rxy - Rxy(q) =
S 3 YR " k k '
. < 2 . Co
N[z s+ 53 sisj Rij](z s +3 z SiSj Rij(q)] . (31) .
. . V1L " i o~ S i T : .
PR RN |

Note that .the second term'in the numerator involves the item-test as

* -
well as the interitem correlations. It is therefore very difficult to
i . A

~

évaluate the jipact of the new scoring rule on ttf validity. While the .

. ., . I
first term in }he numerator is .always positive%gthe second can also, -,
. - A}
. 1 4 b
assume negftive values.” In fact, if ‘we assume that a11 correlat1ons '
»

w1th the criterion are reduceé‘by 4n amount proport1onal to their initial o
-value (Rij(q) = d Rij, i) = 1...k,\9 < d < 1), the second tgrm vanishes. . -

Eqdétion (31) provides further support to the explanation offered in the

v

. - . [ . g .
previous :ectmn‘ to the lack of improvement ig validity. It is clear

that the overall improvement fp validity aepé;as on the effect of the

scoring prbcedure on botﬁﬂthé.item correlations and interitém cbrrela&}ons.

’ - L)

-

v We can expect a significant'gain in the ‘percentage of variance predicted

. . . . . , . N .
-in tests in which we can s1gnif1cantly improve the item Yi}1q;t1es and ’

" ’
) f’ ,
# ‘ . =14~




L}
reduce the .interitem correlations' (or at least not increase them).
This is more likely to happen if the. initial item validities are low.

Final Remarks

- %

In the introduction we hﬁﬁe emphasized that the functian ‘being
. ¥ ' :

. ‘ N hd ’ -

optimized is the item-criterion correlation, and that an external and

independentli measured criterion is necessary. We are not aware of any
* \ *

empirical or theoretical study in wyich the procedure examined herd was

=

used, although French (1952) has ,pointed out some of its des}éab}e "

properties. waever, several studies (e.g. Hendrickson 1971, Echternacht

e N a

1976) jhave used a similar technique,/RTﬁe maig difference between their

éppfoach‘add the present one is that, instead of ah external criterion,
L4 ~ N .
4 - - [y N
they use the score on the remaining (k-1) item# of thé test and therefore,
. ~ 5 :
;nstead of optxm1z1ng external va11d1ty, they’ opt1m1ze ifiternal consis-

~

'tency A problem in this aﬁproach is that the two\\:r1ab}es being

\

correlated aﬂg\ﬁot expfrimentally 1ndependent--the weights for item Yg

’
»

depend on the scores“on the other (k lg,gtems, and these scdres depend on’

thJ;opt1mal welghts One solutlon to tH1s problem is to use an iterative
' ’ ' “

procedure in wh1ch the we1ghts and the griterion-are recalculated until

thé increase In reliability does not exceed a f1xed-prespec1f1ed value.

.Typ1cally the convergence was found to bé very quick and the 1mprovemegt
in re11ab111ty only marg1nai What are the implications of these findings

.to the precgdure outhided here? It is hard to judge but there are*good

— M ~ N R

reasons tp believe that using an ‘exterpal criterion fo dgtermine the

weightslshould yield better results. In the ‘iterative procedure the
ved :

P ) .

initial weiéhts e either (0,1) or‘(; f;%ij’ 1). .Noteﬁthat these aré

4

(




*

¢ - the most nqd-opi?mal weights, since it was pointed out that the improve-

Ed

ment in item validit§ is proportional to squared differences between the

means. The interhnal consisgency précedure is likely to improwe its

performance if different,startié; values are used. Possible candidates.
p'foT this :ole seem'to be (;) optioﬁ-test éoint biserial orwbiseriai

correlations, (b) theoreﬂicall; determined a prf;ri weights, or (c)

weights proportional to the means calculated from a second independent

- ' s e

sample. Empirica¥ work comparing these different starting peipts for

the iterative algorithm‘and the procedure oytlined above is needed.

We have outliheg/a-technggue for differentiélly weighting optiohs

L

of a multiple choice t in a fash%on that maximizes the item predic-
. P ¢

4

tive validity. The rule can be applied with different number of cate-

- 4 N
gories and the "optimal” number of categories can be determined by >

significance ‘tests and/or through the R2 criterion. Our theogetical

% R . '3
analysis ‘indicates that more complex* scoring rules have: hishgr i}em

- validities, higher item variances, higher score-variances, and are alsd

-

likely to increas%,the inter-item frrelations and the tesf reliability.

. < .o >
+ — ” .
A plausible explanation for the apparent pa;adox'of lack of improvément
in the test validity, based on, the relation between interitem correlations
a ’ v -
s v

~

‘ The mechanism suggested as the cause of this phenomenon was deve-

" and item validities, was offered.

loped withip.the framework of the particular optimization proceduré

examined 'in this study. Yet, simiT¥® explanations could be -8ffered, for
R . »

e “» '
other DOW procedures ‘since all of them are developed at the item level ~

and do not account for the interitem relations.

. \
v




] - .
.o N .

a
-

L] !.

Overall, it appears that the key to the success of any DOW procedure

"is in the natare of the, test's items. A-scoring rule is likel"y to be,

-

successful 4f a Tst contaiks items with distracters which can differ-
entiate between various ‘levels of partial information t’e. distracters

that have>d1fferent1al appeal for d1ffererrt ab111ty levels. /If the

’

d1stracte*s are’ relatw;/s/ hOmogneo¥1hfs procedure €ar any other DOW

techmque) is not likely to be successful. Therefore we speculate that

Dow have‘ higher probab111ty of success in acluevement and criterion

> ’ »

‘referenced tests, and in tests in which the distracters are systemati-

cally -desig‘aed to reflect afferent levels of partial information. (e.g.

<

Echternacht 1976). More theoretical and empirical work on this question

is ;’wces,iary. ' ’
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