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Since the concept of criterion-referenced testing was introduced during

the 1960's (Glaser, 1963; Popham & Husek, 1969) much attention has focused

on criterion-referenced measures. Acceptance and application of the con-

cept has shown tremendous growth. An example of the widespread adoption of

criterion-referenced measures is reflected in the minimum competency test-

ing movement that began in the early 1970's. Since that time, 38 states

have taken some sort of formal action involving competency-based assessment.

The debate on the merits and demerits of minimum competency testing contin-

ues. Regardless of the length and breadth of these debates, the reality is

that minimum competency testing is occuring. An issue which arises within

a competency testing program is that of determining the performance standards

or passim: scores.

A variety of alternative procedures for setting standards have received

much attention in the literature. Extensive description of the properties

of the methods, their underlying assumptions, the purposes each addresses

and general procedures to follow when setting standards are numerous (Millman,

1973; Meskauskas, 1976; Jaeger, 1976; Glass, 1978; Hambleton, 1978; Hambleton,

Powell & Eignor, 1979; Shepard, 1980). However, in the opinion of many of

these authors, there is little empirical evidence to offer users the necessary

guidance in choosing among these methods for setting standards. To date,

1. The research reported in this paper was supported by a contract from
the Kansas State Department of Education.
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only a few investigations have been conducted comparing the performance of

different methods. The results of these studies tend to be mixed. For

example, Andrew and Hecht (1976) compared the procedures proposed by

Nedelsky (1954) and Ebel (1972), as did Skakun and Kling (1980). The lat

ter, however, used a modification of the Ebel procedure which prevents

generalizability of the results to non-similar situations_ The Nedelsky

procedure was also used in studies by Brennan and Lockwood (1979) and

Koffler (1980), comparing it to a procedure proposed by Angoff (1971) and

a procedu-e known as tne Contrasting Group methods, respectively. Across

studies, there is a lack of consistency in type of design employed, which

standard setting methods were used, whether focus was solely on the actual

standards derived or whether an examination of the methods' psychometric .

properties were included. Hence, there is still little conclusive ce'ipar-

ative evidence to assist users in choosing among alternative standard set-

ting methods.

The purpose of the present investigation was to simultaneously compare

four frequently used standard setting methods: Angoff, Ebel, Nedelsky and

Contrasting Groups. Within the context of a state-wide minimal competency

testing program, comparisons of the four derived cut-off scores wore possi-

ble for ten different tests (two content areas, reading and mathematics,

across five grade levels, 2, 4, 6, 8 and 11). However, comparisons were not

limited to the description and pattern of discrepancies among standards

across methods. Rather, evaluation of the procedures also included extensive

examination of the psychometric properties of each, including reliabilities

and validities of both judges ratings and judgments about students using each

standard.
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METHOD

Context of Data Collection

During the 1979-80 school year, all 2nd, 4th, 6th, 8th and 11th grade stu-

dents in the State of Kansas were required to take the Kansas Competency-Based

Tests in reading and mathematics. The number of competencies assessed in each

content area were 15, 20, 20, 20 and 19 for the five grade levels, respectively.

Three test items were used to assess each competency resulting in test lengtht

of 45 items at Grade 2, 60 items at Grades 4, 6 andi 8 and 57 items at Grade 11

for each content area assessed. All test items were in a multiple-choice

format. Each item was presented with four alternatives.

As part of this testing program, performance standards for judging minimal

competency were required for each grade level and test area. Because no one

method available appeared to be superior, it was decided to collect standard

setting data using a variety of procedures. A synthesis of these data were

used to set the performance standards for the State.

Data Collection Procedures

Approximately 60 percent (198) of the State's school districts volunteered

to participate in the standard setting activities. Each-participating district

was randomly assigned one of three methods (Angoff, Ebel or Nedelsky) to use

in setting standards. In addition to using a specific procedure, each district

was requested to provide standard setting responses for six of the ten tests

available. The pattern for which of the six tests was assigned to a district

was chosen from one of ten patterns to assure an approximately equal number

of ratings for each test using each procedure.

Within each district, tir test coordinator we directed to select an exper-

ienced educator at each grade level and content area for every one of the six

different tests assigned to the district. It was suggested that the individuals
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who were to participate in setting standards be knowledgeable and have at

least two years teaching experience in the content area at a specific test

grade level. Six packets of materials, each containing a copy of the test

to be rated and a set of instructions for the standard setting procedure

to be used, were sent to the test coordinator for distribution to the edu-

cators selected. The raters reviewed and judged the tests, based upon the

set of instructions detailing the method they were to use, just prior to the

actual administration of the tests to the students. The responses-of each
'"'

rater were returned to the district test coordinator who fr-rwarded them to

the investigators.

In all, usable standard setting data was obtained from 926 teachers.

Examination of the demographic characteristics of the group indicated that

teachers selected by their districts to participate were well qualified for

the task in terms of years teaching experience (Y= 13): years with the

district (T= 8.3), professional training (68 percent with work beyond

bachelors degree) and type of responsibility (97 percent currently veaching

the content at the grade level on which they set standards). Table 2 ident-

ifies the number rf respondents who provided data for a given grade level

by area test using a specific procedure. The group sizes ranged from a low

of 24 (Nedelsky - Reading - Grade 6) to a high of 41 (Ebel - Math - Grade 11).

In addition to the judgmental ratings of test items using the Angoff,

Ebel or Nedelsky procedures, data also were collected appropriate for setting

standards using the Contrasting Groups Method. The test coordinators from a

representative sample of 50 districts were requested to randomly select one

elementary and one junior high building in their district. At these build-

ings, all second, fourth, sixth and eighth grade students were to be rated

5
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by their teacher on overall competence in reading and mathematics given the

State competencies. Packets of materials containing specific directions to the

building principals and teachers and rating forms accompanied the testing mat-

erials. The rating directions to the teacher indicated that they should only

rate a student in math or reading if they were responsible for the student's

instruction in that area. A list of State content area competencies were in-

clUded with each rating form and the teacher was asked to review these object-

ives prior to making the individual ratings. All teacher ratings were recorded

in a special codes section on the student's test answer sheet. Table 1 ident-

ifies the number of students rated by grade level and content area. The number

of students rated by teachers as minimally competent and not minimally competent

also are provided. In total, 12,575 ratings were received (6278 in reading,

6297 in math).

Insert Table 1

Standard Setting Methods

As noted by Jaeger (1979) all standard setting methods involve juctv.,fttal

decision making at some level and differ only by the ". . . prcAimity of th,,

judgment--determining data to the original performance." (p. 48) As such, he

suggests Classification of methods under either a proximal (direct) or distal

(derived) model, referenced as judgmental or empirical models, respectively.

Jaeger also includes the judgmental -- empirical combination methods within

the proximal model.

Within the context of the present study, use of methods included in the

proximal model classification was appropriate. The Angoff, Ebel and Nedelsky

procedures are based on expert judges' assessments of individual items cont-

ent with respect to the expected performance of minimally competent students.
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Although the specific manner in which items are assessed differs across the

methods, all are purported to yield an overall score which would or should

be attained by minimally competent students, thereby providing a standard

for judging the competence of an individual. For these methods, both the

judgments made and the standards derived are independent of the actual peP-

formance of students on the test. Using these procedures, passing scores

may be set prior to the test administration.

'The fourth method used, Contrasting Groups, also involves expert judg-

ment. However, the focus is on making judgments about actual individual

test takers rather than on test item content. Judges' classification of

students as either competent or non-competent serve to define two "known

groups." As with the tern innqction methods, the judgments made are in-

dependent oc,.-;tual test perform3nce. However, the final standards are de-

pendent on per-romance, being 8erive6 "maximize" correct classification

of students into the groups to which they're judged to belong. For each

method, a brief description of the type of judgment(s) required and the pro-

cedure used for deriving a standard follows.

Angoff method. For each item, our educators were asked to estimate the

probability (on a scale of 0 to 100) that a minimally competent student would

correctly answer the item. in essence, the judg' were estimating the diffi-

culty level of an item referencing a hypothetical group of individuals who

would be judged as minimally competent. To obtain the overall standard, prob-

abilities assigned by a judge were converted to proportions and summed; the

average of these sums, across judges, provided the final passing score. In

effect, this standard represents the (estimated) mee:i total score for a group

of minimally competent individuals. As such, any student scoring below the

mean of this reference group ,-='uld not be judged to be competent.
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Ebel method. For this method, judges made three separate types of judg-

ments. First, judges rated each item on two separate dimensions: level of

difficulty (easy, medium or hard) and level .of relevance (essential, import-

ant, acceptable or questionable). For each judge, then, all items could be

classified into one of 12 cells in a 3 x 4 grid defined by the three diffi-

culty and four relevance categories. Judges then indicated the percentage

of items within each of the 12 cells that a student should answer correctly

in order to be judged minimally competent. To derive the standard from

these data each item was assigned to one of the twelve cells based on. the

1

teachers ratings. The percent passing judgment for a cell was then multi-

plied times the number of items in a cell and these products were summed

over all 12 cells to get an overall passing score for a judge. These pass-

ing scores were then averaged over judges to get the composite passing

score. Unlike the Angoff and Nedelsky procedures, interpretation of the

meaning of this standard is not as precise. While difficulty of an item

is reflected, it is not necessarily the major determinant. Differential

weighting due to item relevance and whether judges indicate that, for

example, more "hard" items of some sort "should" be answered correctly

than "easy" items of another sort will affect the overall level of the

standard.

Nedelsky method. For each item, judges were asked to indicate which,

if any, distractors the minimally competent student should be able to

eliminate as incorrect. The score for an item then became the reciprocal

of the number of alternatives not eliminated. For an individual student

this score represents the probability of correctly answering the item, the

"chance score." Although obtained through a different process, these scores

carry the same type of interpretation as those from Angoff. For a (hypothet-
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ical) group of minimally competent students, the score represents the item's

difficulty level. To obtain the overall standard, the item scores are summed

for each judge and these sums are then averaged across judges. This standard

also represents the mean total test score expected from the reference group.

The Nedelsky method also includes a component which allows the user to

determine what percentage of the group of minimally competent students should

fall above and below the standard. The assumption is made that the variability

in individual judge's standards equals that of the total scores of the refer-

ence group.. Using the standard deviation of the judges scores as an estimate

of that of the reference group, adding,or subtracting a constant number of

standard deviation units .(k) to the original passing score decreases or in-

creases, respectively, the number of minimally competent students judged as

competent. There does not appear a consistent recommendation in the literature

for the value to be assigned to k. For the purpose of this study, k was assigned

a value of 1.

Contrasting Group method. For a sample of students who will have scores

on the test, each is classified by a judge into one of two groups, Competent

or Not Competent, relative to the content being assessed. Based upon this

group membership classification and the actual test scores of these students,

a standard is derived using statistical likelihood ratio procedures which

minimize the probability of misclassification of students into groups.

There are several variants in the specific statistical procedures avail-

able. Choice of the appropriate variant is dependent upon the population dis-

tribution shapes and relative variances of the two groups' test scores. When

both groups are normally distributed and have equal variances, the Linear Dis-

criminant Function (LDF) derived by Fishier (1936) is the appropriate statistic.

9
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With normality but unequal variances the appropriate likelihood ratio statistic

is the Quadratic Discriminant Function (QDF). Finally, with non-normal distri-

,vibutions, non-parametric analogs to the LDF and QDF (for equal and unequal

variances, respectively) are appropriate. In the present study both the

normality and equal variance assumptions were violated, making the non-para.-

metric QDF procedures appropriate. Throughout the present investigation, the

methodology detailed by Koffler (1980) was followed, setting the "costs" of

false positives and false negatives equal in all situations.

Methods of Analysis

Several different indices were available to serve as the units of analy-

sis. The Angoff, Ebel and Nedelsky methods provided individual item ratings

on one or more dimensions for each\judge plus a total test composite standard

was derived for each judge. In addition to the data provided by the judges,

item difficulties and total test score distributions were known based on

actual student performance data.

All analyses performed were descriptive in nature. The intent of the

analyses were to provide comparative descriptive information resulting from

application of each of the methods. The statistical information provided

includes:

1. Distributional characteristics of the judges' composite scores
within a group.

2. Indices of reliabilities of the judges' ratings.

3. Correlations among the various indices resulting from the stardard
setting methods using the item responses as the units of analysis.

4. Squared-error loss reliability (Brennan, 1980) estimates (indices
of dependability) for total test scores given a passing score de-
termined by a standard setting procedure.

Classification agreement tables on student designation of competent
based on student performance data using the passing score determined
by each method as one classification criteria and teacher judgments
as the other criteria.

10
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All retults are provided for ten replications across,the five grade levels and

two "content areas.

RESULTS

Table 2 provides information on the distrijDutional characteristics of the

Angoff, Ebel and Nedelsky methods. These indices were.calcuTated using the
--- A

total test composite ratings as. the unit of analysis. Several points should be

noted from these results. The distributions of the ratings fOr all methods

have a consistent negative skew, although in most cases it is only slight. As

expected inhnegatively.tkewed distributions, the means tends to be slightly

smaller than the medians. The difference'in thete two measures of central

tendency is negligible in most instances, particularly for the Ebel and
l

Nedelsky procedu'res. Greater discrepancies exist in the Angoff procedure

where ratings tend to be more negatively skewed than in the Ebel or Nedelsky

methods. The last distributional descriptive index of importance is. the

variability of the judges' ratings. As indicated, the Angoff procedure re-

sults in ratings which are considerably more variable than for either of

other two procedures.

The most important comparative informetion in Table 2 is the resliting

performance standarcrsiggested by each procedure for the same test. Using

the means as the performance standard, the Ebel procedure consistently re-

sults in the kighest score. The Angoff procedure identifies a passing score

in the same region of the distribution, but is generally one to five score

points lower. Only in the case of the second grade mathematics.test-was the

Angoff procedure considerably higher than the Ebel method. The suggested

passing scores from both of, these procedures were substantially higher than

those resulting from the Nedelsky procedure, even if the value of k is set

at 3 or 4.

11



Insert Table 2

As a measure of the consistency of ratings across items and judges, -06

reliability of ratings on several dimensions were computed using analysis of

variance methods resulting in alpha (a) coefficients of internal consistent

For the Angoff procedure, only one rating was available for use in the calcu-

lationof a reliability index. The Ebel procedure provided four ratings,

item difficulty, item relevance, the assigned cell percentage and the item

__ composite based on the other three ratings. Two scores result from the

Nedelsky procedure, the specific alternative(s) selected and the number ,of

alternatives selected per item. Reliability coefficients "'were calculated

for each of thee stores, the one Angoff item rating, the four Ebel measures

and the two Nedelsky scores. These reliability coefficients for each pro-
f

.1"cedtire are given,in Table 3 for each grade level and content area tested.

All of the coefficients are high with .89 the lowest coefficient. The

individual Ebel ratings tend to be lowest (lower to mid .90's), but the

judgment reliabilitiesfor the item composite scores are high for all three

, -methods (.98 and -499). The donsistency of the judges in rating the items

appears to be exceptionally stable for all three procedures.

-Insert Table 3

.

PInformation.in Table &presents bivariate'correlationstetween actual

item difficulties on the Kansas Competency Tests and'the'item probabilities

assigned by judges-to-the:iteMs in the standard setting process using

Angoff, EbeT and Nedelsky. .methods. In reviewing these data recall--that in

applying the standard setting procedures the.referent group is "minimally

11
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competent students." Item difficulties were computed across all students

tested at a grade level (N = 32,000). A number of patterns emerge in these

data. Nerall the Angoff method shows the highest levels of association

with the actual item difficulties. The Ebel difficulty component closely

parallels 'hat of the Angoff appraisals. However, the Ebel difficulty

ratings (easy, medium, hard) when blended with the remaining facets of

the method produces a composite evaluation that is not at all consistent

with the observed item difficulties. Item difficulties when correlated

with the Nedelsky item probabilities tend to be lower and less variable

over replications than the other methods.

Insert Table 4

To further explore these data, item probabilities were then correlated

over methods. Results from this analysis are given in Table 5. Most ap-

parent in these data are the rather high concurrent coefficients between

the Ebel difficulty item evaluations and the ratings of items by the

Nedelsky and Angoff methods. The pattern appears to be consistent with

the exception of very low correlations at Grade 8. Correlations between

the composite item probabilities tend not to be as high. However, the

correlations between Angoff and Ebel item composite ratings are consider-

ably higher than between Nedelsky and either of the other two. The pattern

of correlations suggests the presence of the difficulty component affecting

ratings across all three methods, yet beyond this aspect each method appears

to capitalize on aspects of specific variance unique to itself.

Insert Table 5
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The next stage of analyses addressed the issue of characteristics re-

sulting from classification given the test standard/criterion. Table 6 re-

ports indices of dependability given select criterion scores on each of the

Kansas tests. The method used to produce these indices has been identified

as a squared-error loss approach (Berk, 1980; 'Kane and Brennan, 1980). This

method has two characteristics worth noting. First misclassification (master/

non-master) further from the cut-score .is treated more seriously than mis-

classification based on scores close to the cut-score. Second, the distribu-

tion of coefficients of dependability is "u shaped" and coefficients are low-

est as the cut-score approaches the raw score mean. Coefficients are com-

puted based on a single test administration. Values reported in Table 6

are not corrected for chance placements.

Insert Table 6

The values underscored in Table 6 are the agreemerit coefficients associated

with the cut-score produced by each method investigated for each test. The min-

imum passing score derived from the Nedelsky procedure was treated as the mean

rating assigned over judges plus one standard deviation unit of the judges

ratings CT + la). Criterion scores for the remaining methods are based on the

rating over judges. A consideration of these data shows the Nedelsky minimum

passing score over tests resulting in the highest agreement coefficients for

the methods considered. The lowest coefficients result with the Ebel method.

These . results are due to the fact that the standard from the Ebel procedure

consistently approximates the actual test raw score mean. Overall, however,

the observed indices of dependability appear higher. Although consistent

discrepancies are noted, the magnitude of these discrepancies are mediated

by the specific technigie used and not correcting for chance placements.
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Table 7 summarizes the results of classification based on teacher jldig-

ment and score classification derived using the Nedelsky, Ebel, Angof and

Contrasting Grows approach. Raw score frecioncies are reported. The de-

rived minimm passing score (standard) found for each procedure is also

given. For this analysis teacher classification at each grade level and

in the content area tested served as the criterion variable. The Contrast-

ing Groups standards were derived from thee teacher classifications (see

. Methods section). As such the fit of this procedure to the actual classi-

fication of obtained test scores might be expected to be quite stable for

the sample of students for whom these data were available.

From the data presented a number of findings emerge. It is evident

that the rank ordering of the procedures studied finds the Nedelsky method

resulting consistently in the lowest raw sinre standard, followed by the

Contrasting Groi.ps standard, then the Argoff standard, while the highest

standard is yielded by the Ebel method. The pattern of standards being

computed for tests is one of substantial variability. That is, for the

most part the standard suggested by methods for a given test tend to be

quite disparate. For a given test, the order of the performance. standards

resulting from the four procedures is consistent. The Nedelsky procedure

always results in the lowest standard followed by the Contrasting Groups,

Angoff and Ebel in that order. The four procedures also result in perform-

ance standards which tend to have different degrees of variability in loca-

tion across the ten different tests. The performance standard identified

by the Contrasting Groups ranged from 50 percent (Math-Grade 8) to 70 per-

cent (Reading and Math-Grade 4) of the items correct. This range ignores

Math-Grade 2 where the resulting standard was set at a score of zero. The
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Angoff procedure resulted in performance standards from 65 percent to 88

percent of the items correct. The range for the Ebel method was 72 per-

cent to 84 percent of the items correct and for Nedelsky 47 percent to

50 percent of the items correct.

Across grade levels the number of students judged as not competent

by teachers in grades 2, 4, 6 and 8 were 3 percent, 7 percent, 7 percent

and 4 percent, respectively in reading and 1 percent, 7 percent, 8 per-

cent and 9 percent, respectively in mathematics. Unfortunately, there

was considerable variability and overlap in the actual test performance

scores for students judged as competent and not competent by the teachers.

The passing score derived from the Contrasting Groups procedure minimizes

the number of misclassification errors given the student performance data.

Using the teacher judgments as the criteria for correct classification,

the frequency of a specific type of classificatio 'or for the other

three procedures is dependent on how far their standard is below or above

the Contrasting Groups' standard. The Nedelsky approach results in a

greater percent of false masters, while the Angoff and Ebel standards re-

duce this form of error while increasing the occurence of false non-

masters. In considering these data, recall that the Nedelsky approach

requires defining a value, k, which is then applied to the mean rating

over judges. In practice this value would be set based on discussion

and negotiation. For the present study this value was taken as 1 based

on suggestions from Nedelsky's writing on the topic (1954). Had this

value been different, either greater or smaller, then the classification

data in Table 7 would change.

lc



DISCUSSION

Table 8 provides a framework within which to view the pattern of results

that emerge from this investigation. Presented are select descriptive statist-

ics associated with each of the 10 tests that formed the basis of this invest-

igation (Poggio and Glasnapp, 1980). A review of these data suggest that the

tests, based on pupil performance, provide a variety of replications over which

to consider the generalizability of the findings of this investigation of stand-

ard setting methods.

The performance score standards resulting from the application of the four

procedures are consistently ranked in the same order with Ebel producing the

highest standard, then Angoff, then Contrasting Groups and Nedelsky with the low-

est standard. The result that none of the procedures consistently produce the

same standard support the findings from previous studies (see, for example,

Andrew & Hecht, 1976; Koffler,1980; Skakun & Kling, 1980). The added signific-

ance of the present finding is that no previous study had compared all four pro-

cedures within a single context. In addition to producing different performance

standards, the discrepancies in most instances were substantial.

The internal consistency of the ratings within a given procedure was extremely

stable. Coefficients of .98 and .99 were obtained for all procedures. The valid-

ity information, however, did show differences across the procedures. Using item

difficulties based on student performince as an external criteria, the correla-

tions with item ratingi from each procedure produced moderate coefficients in

the .40 to .70 range. The intercorrelations among the Angoff, Ebel and Nedelsky

item indices indicated moderate to high coefficients between Angoff and Ebel

ratings with low coefficients between Nedelsky and Angoff and Nedelsky and. Ebel.

Each procedure would appear to be acing perceived item difficulty as a basis

1 0,
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for judgments, but the specific directions for a procedure tend to alter

these perceptions and creates variability in item ratings unique to a pro-

cedure.

For any pair of methods, the Ebel and Angoff procedures appear to be most

similar in both the pattern of ratings across the same items and in the result-

ant performance score standard which is produced. Of these two, the Angoff

composite ratings exhibited substantially more variability across raters than

did the Ebel procedure. The consequence of this variability is that the

standard error of the Angoff performance standard would be considerably

greater than that of the Ebel procedure. Across groups of similar judges,

the Ebel procedure would produce the more stable performance standard.

It,is difficult to interpret the error classification rates in Table 7.

Comparative interpretation is relative to the validity assumed for ,le

independent teacher judgments of student competency. The evidence that exists

suggests that teacher classification ir not very highly related to actual stu-

dent test performance. Correlations between these two indices for Grades 2,

4, 6 and 8 are .51, .62, .60 and .52 in reading, respectively, and .41, .57,

.65 and .67 in mathematics, respectively. Given this relationship, it is

difficult to'justify a decision which secs teacher classification as the

ultimate criterion.

The ideal validity study on. standard setting procedures would result in

the same decisions across all procedures used. However, the data in the pres-

ent study accentuates the fact that the procedures studied are different

rather than similar and produce different results. The conclusion that

one is superior to another cannot'be drawn without,e consensus

external criterion. Rather, the information provided on each procedure sould

offer a basis for a more valid selection of a method if standard setting is

desired.
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The lack of similarity among procedures supports the position that level

of competency needs to be viewed as a continuous variable. If a testing pro-

gram is oriented toward the purpose of providing information and feedback

about a group rather than certification, it would seem desirable to provide

performance information for a variety of cut - points,, e.g., 90 percent, 80

percent, 70 percent, etc. of the its correct. Those individuals respons-

ible for making policy decisions based on the data may then impose their own

internal standards when recommending decisions. The use of a single method

to set a performance standard is arbitrary and the existing literature

and present data would not support the superiority of any one of the four

methods investigated.
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Table 1

Number of Students Rated by Teachers
on Competency in Reading, and Mathematics

by Grade Level

Teacher Ratings/ Grades
Classification 2 4 6 8

Reading

Minimally Competent 1290 1335 1353 1982
Not Minimally Competent 38 93 101 86

TOTAL 1328 1428 1454 TM

Mathematics

Minimally Competent 1299 1340 1307 1923
Not Minimally-Competent 18 103 117 190

TOTAL 1317 1443 1424 2113



Table 2

Distributional Characteristics of the Judges' Ratings
For the Angoff, Ebel and Nedelsky Procedures

Angoff (N=312)

N 7 Mdn
Q1 Q3 S SK Ku

R2 37 36.4 37.4 33.9 39.9 4,5 - .9 - .2
R4 32 42.4 45.1 34.4 52.0 11.2 - .5 -1.3
R6, 28 43.3 42.8 38.6 57.5 7.8 - .8 .3
R8 35 42.3 44.3 35.6 50.6 9.8 .7 .1
R11 30 41.5 43.0 37.1 47.0 7.8 -1.1 1.2
M2 32 39.1 39.8 36.8 41.8 3.8 -1.3 2.3
M4 2b 45.6 48.6 43.2 51.2 8.7 -1.3 .6
M6 33 42.9 43.6 37.8 57.5 7.5 - .5 - .1
M8 28 38.2 39.3 32.3 45.5 10.1 - .3 '- - .7
M11 31 36.9 39.3 30.0 44.8 10.3 - .6 - .6

Ebel (N=337) .

N 7 Mdn
Q1

Q3 S 5K Ku

R2 36 37.3 37.7 36.8 38.9 2.4 - .7 .1

R4 25 42.2 42.0 39.6 44.8 3.9 .2 .1
R6 31 46.3 46.8 44.1 48.2 3.1 - .2 .7
R8 38 47.3 47.4 45.1 49.5 2.7 - .01 - .8
R11 37 45.0 45.1 43.4 47.1 3.2 - .3 - .8
M2 37 37.4 37.2 36.2 41.3 2.4 -1.0 1.0
M4 33 46.3 46.2 44.4 48.3 3.1 .3 .1
M6 31 46.8 45.6 44.4 49.3 3.3 .6 -1.1
M8 29 44.9 45.0 43.6 46.7 3.2 - .7 .9
M11 41 43.4 43.1 41.5 ,44.9 2.4 .6 .8

Nedelsky (N=277)

N 7
I

Mdn
Q1 Q3

S SK Ku.

R2 32 19.1 19.4 16.8 21.3 2.7 - .5 -1.0
R4 23 25.2 24.8 22.8 28.1 3.3 - ,2 - .7
R6 24 24.2 23.8 21.3 27.7 3.7 .5 -1.0
R8 30 25.0 25.2 23.2 27.0 2.4 .1 41.0
R11 29, 23.3 23.3 21.5 24.8 2.1 - .3 .7
M2 32 18.0 18.0 16.2 20.3 2.9 - .1 -1.0
M4 25 25.1 25.3 22.5 27.5 3.6 - .2 -1.1
M6 25 25.5 27.0 25.5 27.7 2.6 - .8 - .1
M8. 28 25.0 25.0 23.2 27.0 2,9 - .2 - .6
Mll 29 20.5 21.1 17.7 22..9 2.9 - .3 -1.4



Table 3

Internal Consistency Reliability Coefficients
For Judges' Responses Within the Angoff, Ebel and

Nedelsky Procedures

Angoff YfflitliiY__ Ebel
Affeniati-VeCtirOofite Di cu ty e evance a omposite

R2 .98 .97 .97 .96 .95 .89 .98
/ .

R4 .99 .93 .97 .94 .97 .90 .98

R6 .99 .98 .99 .93 .94 .93 .98

R8 .99 .57 .98 .90 .92 .93 .98

R11 .97 .98 .98 .94 .99 .94 .99

M2 .96 .96 .98 .93 .91 .91 .98

M4 .98 .98 .99 .90 .93 .91 .97

M6 .98 .96 .98 .93 .99 .95 .99

M8 .99 .98 .99 .96 .95 .91 .97

Ml ;l .99 .99 .99 .92 .95 .95 .98



Table. 4

Correlations Among Standard Setting Mptho.ci

Item Ratings and Test Item Difficulties

METHOD

Test (# items) AngotZ_______Me4eisky Ebel
Difficulty Relevance _ Composite

Reading 2(45) .66 .52 .63 .25 .47

Reading 4(60) .66 .56 .73 .25 .71

Reading 6(60)'- .49 .47 .51 .56 .28

Reading 8(60) ,., .38' .52 .15 /17-i'' .40,
,

Reading 11(57) .46 Al .45 .19 .42

Math 2(45) .71 .50 .59 .43 .55

Math 460) .74 .52 .72 .37 .56

Math 8(60) .81 .48 .73 .56 -65

Math 8(60) .41 .28 .19 .24 .62

Math 11(57) .54 .46 .48 .29 .55



Table 5

G5rrelations Among Angoff, Ebel and
Nedelsky Item Ratings_

Test
Angoff with Nedelsk with

Nedelsky Ebel(Diff) Ebel(Rel) Ebel(Comp) e D E e Re be Com

R 2 .718 .937 .727 .865- .818 .565 .802

R 4 .778 .924 .473 .894 .715 .468 .706

R 6 .545 .925 .635 .635 .623 .327 .403

R 8 .542 AM .647 .850 .15'2 .105 .388

R11 .559 .886 .398 .734 .660 .034 .370

M 2 .483 .942 .742 .902 .437 .312 .350

M 4 .626 .897 .701 '.- .827 .740 -.252 .503

M 6 .510 .888 .687 .866 .401 .202 .359

M 8 .123 .914 .821 .561 .061 .021 .237

Mll .454 .850 .176 .740 :477 .035 .509.



--------TEBTE-b

Indices of Dependability for Minimum
Passing` ZOres Suggested by Each Procedure

Criterion
Score

Redding" Mathematics
2 4 6 8 11 2 4 6 8

18 .992 .992 .989 :993 .995 .997C .993 .992 .990
19 .991 .991 .988 .992 .994 .997 .993 .991 .990
20 .990 .991 .987 .992 .994 .996 .993 .990 .989
21 -,.989 .990 .986 .991 .994 :...9961 .992 .990 .988
22 98 m .989 .985 .990 .993 .995 .992 .989 .987
23 .987 .988 .984 .990, .993 .995 .991 .988 .986
24 11S6 .988 v983 .989 .992 .994 .990 .987 .98525 .984 .987 .982 .988 .992 .994 .990 .986 .98426 .982 .986 .980 .987 .9911 .993 .989 .985 .983
27 .979C .985 .978 .986 .990 .992 .988 .984 .982

. '28 .976 .983 .976bt) .985N .989 .991 .987 .983 .980N29/ .973 matt .974 .984 .988 .990 .986N .981 .978
30 .969 .980 .972 .982 .987 .989, .985 .980N 1.1222(.1
31 .963 .979 .968 .981 .986 .987 .984 .978 .979
32 .957 .977 .966 .979 .984 .984 .982 .976 .972
33 .949 .974 .962 .976 .983 .981 .980 .974 .970
34 .940 .972 .958 .974 .981 .977 .979 .971 .967
35 .929 .969 .953 .971 .979 .972 .976 .968 .964
36 .917 .965 .948C .968 .976 .965 .974 .965 .960
37 .905A .962 .942 .964 .973 .956 .971 .961 .956
38 ,O94E .957 .935 .959 .969 .9438 .968 .957C .952
39 .887 .952 .928 .954C .964 .924 .965 7N52 .948A
40 .886 .947 .926 .948 .958 .900h .961 .948 .944
41 .891 ia .941 .913 .940 .951 .872 .957C .942 .940
42 .901 .2,5..905 .932 .942A .850 .952 .937 .936
43 .913 .929A E.898 .923A .931 .846 .947 .932A .933
44 .926 .922 .892A .912 .918- .864 .942 .92T .930
45 .937 -.916 .889 .901 .902E .891 .937 .922 928E46 .911 .888 .890 117- .932A .919 .928
47 .908 .8898 .880 .861 .928E .9178 .928
48 .907 .893 .8721=. .840 .925 .917. .930
49 a .907 .899 .867 .823 .924 .918 .933
50 .910 .906 .867 .815 .923 .921 .936

11

.984

.983

.982

.980

.978

.977

:22121

.972

.970

.967

.964

.960

.956'

.952

.947

.942

.937

.931

.926

.921

.917

.914

.912A

mr-
.914

_9115--
.9208
.-§t"'

.930

.936

.941

.946

.951

= Angoff Standard E = Ebel Standard
= Contrasting Groups Standard N = Nedelsky Standard



fable /

Classification Agreement Based on Performance' Standards
for Each Procedure Using Teacher Judgments as the Criteria

METHOD

Teacher
Classification

Nedelsky
N-M" M N-M

Contrast.
Groups

M N-M
Angoff

M
Ebel

N-M M

Reading 2:

Non-Masters 4 34 14 24 29 9 29 9
Masters 5 1285 15 1275 184 1106 320 1060
Standard 22 27 37 38

Reading 4:

Non-Masters 32 61 68 24 74 19 74 19
Masters 27 1308 134 1201 152 1183 152 1183
Standard 29 42 43 43

Reading 6:

Non-Masters 34 67 66 35 84 17 93 8
Masters 32 1321 134 1219 352 1001_ 4E17 856
Standard 28 36 44 47

Reading 8:

Non-Masters 8 78 25 61 34 52 48 38
Masters 10 1972 75 1907 149 1833 408 1574
Standard 28 39 43 48

Mathematics 2:

Non-Masters 0 18 0 18 10 8 8 10
Masters 1298 0 1299 94 1205 42 1257
Standard 21 0 40 38

Mathematics 4:

Non-Masters 0 103 69 34 83 20 87 16

Masters 24 1316 149 1191 245 1095 267 1073
Standard 29 42 46 47

Mathematics 6:

Non-masters 51 66 92 25 102 15 109 8

Masters 46 1261 146 1161 267 1040 426 881

Standard 30 38 .43 47

Mathematics 8:

Non-Masters 57 133 70 120 122 68 137 'S3

Masters
twaircr-

50

28

1875 64
30

1859 300 1623
39

563 1360
45



Table 8

Descriptive Statistics Found for
the Kansas Competency Tests

Area Grade Items 7 Mdn. S 15

Reading 2 45 39.6 41.7 5.9 .88 31,579
Reading 4 60 48.2 50.9 -9.4 .80 33,589
Reading 6 60 45.9 48.2 9.2 .77 31,060
Reading 8 60 49.5 51.6 7.7 .83 32,067
Reading 11 57 50.1 51.5 5.6 .88 30,881

Mathematics 2 45 42.6 43.5 3.6 .95 31,284
Mathematics 4 60 49.5 52.9 9.7 .83 33,576
Mathematics 6 60 47.6 50.3 10.0 .80 31,037
Mathematics 8 60 45.9 48.7 11.1 .77 31,999
Mathematics 11 57 40.6 42.3 10.6 .71 30,752


