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Abstract . -

In Experiment‘lﬁ 42 subjects solved algebra word problems in/erther work or

n equation format. |In Experiment 2, 42 subjett§‘solVed or si ply translated word

¢ I C s ' , °
.problems into equations. The pattern of response latencies, by problem length,

was different for the treatment groups. Results cgﬁflicted with a two-stage

- , s _
.'mogel~of problem salving cansisting of separate translation and solution
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' This paper Is concerned with the deVelopment of a theory of algebraic
L
J
[oblem solving,, The ratlonale for studynng algebraic problem solving lncludes

: qQ
{L‘ the fact that work in thls area would cdhtrlbute to exlstlng work on prose

.L* . r,
f comprehenslon (Hinsley, Hayes & Simod, 11977)y that a theory of algebraic

L]

problem soﬂving would become.a major component of a larger “theory of deductive’
g ' R .

reasoning (Mayer § Revlin, 1978)’ and}that the resulting theory could be

3 tested inwa w1de varlety of real world s:tuatlons involving mathematlcs in-
. 2 .
oa

struction (,Kilpatrnckk 1970) - - - )

-, ~.

Tradltlonally, studles oﬁSalgebratc problem sko;ng have dealtialth one oﬂ
. three tasks N ‘ P “', ‘ f& o /)

')//(

(1) Equation Problepd <- conS|st|ng of snngle or mult|ple eqﬁgtlons

e £

and a goal of solving for a ‘certain value.- For“exemple, 3X =9

«(2) Word Pr8blems -- consisting of a»single,or.multﬁple_eentence§ that -

l R ¥ . d 2. .
/// ‘ can be translated into equations and solved without any additional
. o ‘
SEEfntic knowledge. For example, find a number such that 3 times
the number is the same as‘9, ' ' , -

< . B !

(3) sStory Problems =-- consiéting of sihgle or oultiple sentences that

require additional semantic knowledge to be translated into r

-

equations and solved. For example, John drove his jet 9 mites

) on 3 gallons of gas. What was his mi leage? (You must know
. - \."‘ - .

that mileage = distance % gas wused.) -

o

The domain of the preeent study will be restricted to single.sentence word

broblems, although these tasks are closely related to the others.
i T ®

Translation and Solution
An extensive literature review is beyond the scope of this paper. ' How-
ever, much prior work falls into two categories: computer simulations of

N _ algebraic problem solving processes (e.g., Eobrow,‘)868; Hayes & Simon, 1974;

o~

=
(9]
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L - g . - "N ' 3.
e ' Bhndy, Note 1; Bregar & Farley, Note 2; Novak, Note 3). and instructional

studles almed at lmprovlng mathematics education, such as published In Journal

for Research in Mathematlcs Education or NCTM meeting proceedings (Barnett,

Vos & Sowdder, Note 4; Clement, Lochhead & Soloman, Note 5). Unfortunately,
/ v _ :

there has' not been much basic experimental research to-fill the gap between

'Zhibh~leved theory (i.e. computer models) and educational application.

'Perhaps the strongest single theme of the existing experimental research

an_algebraic problem solving is that tne process of translating the problem

into a representation is a crucial one. For example,iPaige & Simon (1966)l
- .éound that squect§ who drew }ntegrated pictures to represent word problems

were more likely to perform correct19 on the nroblemeﬁﬁhan subjects.who drew
fragmented piéfures; fHayes and his-collegues (Hinsley, Hayes & Simon; 1977
Robinson & Hayes, i978) found that students have ''schemas' for various types of
_étory nrobleWS and'that'theu use these schemas in selectien of information they
- : will pay at;ension fo. uL&k on arithmetic'word prebiems by Greeno and his
'ff "' '>aseec}ates:(Riley'&’Greeno, Note 6;’He!ler £ Creene,'Note”7).demonsfrates that
‘children can interpret an add/subtract“operafion in a werd prob}em in different
lways such- as ''cause/change'' or ''combine' or "compare,” and that the difficulty
of the problem depends on thCh |nterpretatlon is involved.. In similar etudies

Loftus & Suppes (]972) and Rosenthal & Resnick (1974) ‘found that difficulty of

word problems was affected by the I|ngu|stlc structure of the problem SchWartz

2
-~

(1971) found that subjects who used a Aatrnx representation for information
“in a_deductlon problem were more successful. Also, Mayer & Greeno (1975) and

Mayer (1978a;_l§78b) reported thatithe same algebraic informdtion was stored in

'memozz'in‘qualitativefy different ways by different subjects.f Insreview of

~

.representative studies in human deductive reasoning, Mayer & Revlin (1978,
N '

. ’ ’ : t
S - \ 4 R
‘ .
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_ ' ' The most striking commonality among the studies Is that .

l v rA ' 1' ! ; . 3
emphasis on how reasoners encode the presented information... o

" each researcher seems, to focus on a slléhtﬂy different asoect
. L | .
of the encoding process. . ’ . ]

This conclusion seems particulary relevant to work on algebraic problem solving. .

NWSecond'strong theme of experimental work involves mainly the process of

’ & ‘ .y N o . R
solution. (rather than translation). A detailed ana'lysis of the solution

prOtOQOIs-of ihdivi ual»problgm.sélvers'involved in solving physics problems
suggests that stue/nts acqulre a set of heurlstnc strategles that can be

. représented formally (Slmoh & Slmon, 1978; Laﬁkln Note 8). Slmllarly, Greeno
" LY ( #
JF g (1976, 1978) %as provvded a detailed analysns of the problem solvtng proceSSes vy

’

used by high school’ students solvnng geometry problems. -These studles may be

e sufmmarized by statnng*that detanled models of the problem solvlng process for

¥

story problemg can ba flt to
)

prohlems, furthermore, a maJor feature of tH& solutlon process for skilled per- .

the data of real students solv:ng real scuence

formers is a reliance . L«-.on m\?ious forms of heuristic planning.
;-_

The research on encoding‘a%%;solgtlon processes, as well as one's own

s , |ntrospect|ons, might lead;one;& a{shme that solving word problems consnsts of
two successtve stages: translation from words to equation, and solutlon of the

Y quatlon usnng the rules of élgebmg%?nd the strategic planning of a\good

N

problem solver ‘Indeed, many algebra textbooks explicitly teach thls‘procedure

' of translatloo followed by éblutl nEL}Further, computer models of algebraic
I [ 4 g h
\

pFob}em solvn7g generally make a drstlnctlon between a program. o translate a 7

‘ Y

@Ehe internal répresentation. For ex-

s & Simon's (1977) UNDERSTAND program

f . . - -
I ' -~
. 5 . R4
2o N \ : A
» . . .
. P f - ' . .
) . . .

~
.
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make a ‘clear distinctlion between trqpslotlon and solutlon and tengl to émphaslzqﬂ
the first process; In addition,fBundy (Note 1) and Berger & Farle? (Note 2)
relyion the trans‘atlon/golutlon distinction but tend t? emphaslze'the soldtion
process in their programs. v . S o -

"{ .
- For the purposes of the present paper, ébe term ''two-stage model'' will

» - ,
refer to the idea that solving word problems involves:

" o (1) Translation Stage -~ which takes words as ‘its input and gives a .

formal representation (such as an equation) as its output, using ,

y ot
i

encoding rules. ' ' IR BT

-

(2) Solution Stage -~ which takes the output of the translation stage

as its Input and gives 'a numerical value as its output, using

. ¢ -
‘algebraic rules and strategic rules.

Although the two-stage model seems to be a well-accepted fact.of life -~

forming the basis for computer models as well as textbook lessons -- there has

. . nat been sufficlent research &vidence to establish its validity.

. 7
Problem Representation.

This paper provides én experimental investigation of the two-stage model
. . L . > ) daet

in the context of one type of word problem. fh parficular,_this study in-

. - . . _ .
vestigates whether subjects use different solution procedures when an algebra

/M;) N problem is presented in equation format versus when it is presented as a word

1 *

problem. The effects of problem representation on algebraic problem solving

have been investigated in several previous studies.
In a previous gst of experiments on algebraic substitugfon, subjects

P ) Jearned a set of. four interlocking equations (Mayer, & Greeno, 1975, Experiment

1). For some subjects the .information was presented as a story such a§,
/. - : ~ . M l - - . ’ ’-
Mileage = Distance/Gas Used, Total Time = Preparation Time + Driving Time,

\;\ Driving Time = Arrival Time - Leaving Time, Speed = Distance/Driving Time.

i & ‘
. : ]
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For othar subjects, the Information was presented as an Isomorphic set of
- ‘ . . )
nonsense equatlons, such as M = 0/G, T=P +V, V= A - L, S=DB/V. The re-
I

§ults‘lndlcated that there were no major differences between groups-in terms of

response latencies or reported solutlon strategy for simple problems such as,

"Preparation Time = 1/2 hour, Total Time = 2 hours, Find Drfvlng Time'". Thus
if we had stopped at that point we would have concluded that the same problem

~

solving model could account for the performance of both groups. ‘However, two
s . ;

‘additional types of problems were also used: “dnanswqrable problems'' such as

AN
"Speed = 50 mph, Driving Time = | hour, Find Mileage', and !'questions" such® as

"Given Arrival Time aﬁdlLeavlng Time what else is needed to find Total Time?"
For.these types of problems, which réquire'checking many refations; Ehe story
subjects ware_much faster (e.g., twice as féstﬂfpr the unanswerable problems)
as compared fe the let;er group. Thus, this sEudy provided our first hint that
the story format provides for a more Thteg}ated memory rep;esentation of the
four equations an&/qr faééer search speed when many relations must be tested.

If the story subjects tend to integrate the informatidn with their ex-

isting knowledge, ‘as is suggested by the.previous result, one predlctlon is

'that they should be Iess |nfluenced by the presentation order of the equations.

\

In order to test this idea, another study (Mayer & Greeno, 1975, Experiments 3
and &) wés conducted in wﬁi;h subjects Iearneé 9 interlocking pquatioqs pre-
sented either ag meaningful stories or as ansense.equationsf/ Subjects learned
3 eéuatiops to'criteribn, then learned a second set o% three, and then learned

a final set of three. On a subsequent test subjects were asked about only

~three- of the equations such as, W =0 * D, M=20* H, R = W/T. Problems

required ejther no substitutions, such as ""Given M and H could you find 07",

oné substitutioﬁ such as, ""Given M, H and D could you find W1'", or two

Y

A

)
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substituctlons such as, "Glvan M, H, 0 and R could you find T?", For some
subjects the 3 equatlons had all been learned In the same set (same set) and

+

for other subjects the 3 equations came From 3 different sets during learning
(separate seés). For the ;tory subjects, performance was the same on problems
requiring subst]tgtions reéardless of whether one or separate séfs were Involved;
however, for the letter group response t}me on substitution problems was much
longer (e.g. twice as long on two-substitution problems) for the separate set

) presentation as compared to the one sef presentation. Thus the story subjects

) appeared not to be influenced by the organization of presentation while the
) letter subjects were. This result provides replicatory support for the idea
that the story format ;llows fér a more Integrated memory representaB{Q:: and

thus faster performance on problems requiring search across several equation.

Since the above results encouraged the idea that presentation format In-

0

fluenced problem solving per?érﬁance, a'subsequent series of expeﬂ%ments was
. " conducted which inveétigated the same issue ﬁsing a simplier and better ana-
lyzed task -- linear reasoning. For example, in one study (Mayer, 1978,-
Experiment 2) subjects learned the remote pairs of linear ordering such as:
F>H>R>B. For some subjects, premises were presented as a story such as: ''The
frog gets 10 times as many votes as the rabbit. The hawk gets 20 times as many
votes as the bear. The frog gets 40 times as many votes as the bear.' Other
. subject received Isomorphic equations in nonsense form, such as, 'F =_10 * R,
H = 20 * B, F = 40 * B". Subjects were asked to answer questions involving no
substitutions such as "ls %>R?”) involving one substitutions such as ''ls ?>H?”7
and involving two substitutions such as "Is H>R?''. |f subjects remémber the
.three premises and then use the% to make inferences, the response latencies.or

error rates should increase with the number of required substitutions. This is

the pattern obtained and best fit by the story subjects, but it was not obtained

: ic

Aruitoxt provided by Eic:
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for the latter subjacts. The latter group's data wan.bnsc fit ﬁy.a modal In
which each term was ﬁagged. and questlon anﬁwerlng Involved -tag matchlng rathar
than maklng'lnﬁerencqg. Thus, In this casa problem format lnfluaﬁcad bath the
mode of representation and the problem solving procedure.

The previous two sets of studies highlighted the negatlve aspects of
equatlions -~ l.e., requiring more time In complex situatlons, and encouraging a
superficial solution strategy. However, the present experiment uses a task Ln

L

which equatjons may hold an advantage; first, a single long equation is used
rather than aﬁT:;t of substlitutable equations, and s;cond, the necessity of
real-world knowledge Is minimized. Ith this ease, equatlons-&ay hold an
advantage over word format because they require less memory‘loéd (Haxes,

1978) .

Problem Space . J

/
For example, consider the oferators that a person uses to solve a word .

problem such as the following: .

Find a number such that if 8 more than 3 times the number is

!
\

divided by 2, the result is the same as 11 less than 3 Eimes

the number, ‘
For purposes of this p;per, we will call this an algebra wofd ﬁrob!em, and_
subjects who are asked to solve these types of prbblems will be called the word
group.

An isomorphic way of stating the problemvin equation form is:

(83 + 3x)/2 = 3Xx - 11

We will call this format an aézﬁbna equation problem, and subjects who are

asked to solve these types of problems will be members of the equation group.

/ It
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.
Thara arae two basle alassas of agrlons that can ha usad to ganarate

N
v

problemlﬁtateﬁ In this problem;
- MNOVEs ~-= a varlable or nuwber is povaed from one sida of the
aequation to the other by addlclon, substractioh, multi-
5 pllicatlon, o; divislon of bath sidas by the sqmn/éalun, and
COMPUTES == combining two consacytive nuubers or two lostances
of the same varlable on one side of the equation by
carrylng out a computation sych as additlion, subtractlion,
multiplicatlion or divislon.
For example, glven the probldm state, ) N
8-6x-22-3xi' |
a MOVE operator would be to add 22 to both sideﬁ, yielding the new -problem
/ state,

- 8 + 22 = 6X - 3x

' An alternative operator that cauld be applied to the problem state,
- . 8 = 6X - 22 - 3X Q\—~\ |

{

is the COMPUTE operator; since there are two variables on one side of the
equation they can be comhined, yielding the new problem™state,

8 = 3x - 22 ' .

5

Each problem state may be characterié;d by Indicating the minimum number
- of MOVEs and of COMPUTEs that would have to be applied in order to move from

the given state to the end state (i.e,, X = a number). For example, the

initial state, ' ‘ N

Y .
(8 + 3x}/2 = 3x - 11 » \
- y
rég:ires 5 computations and 4 moves to generate a value for X.. Thus it is

-

labgled as problem state 54; the first number jndicates the number ?f required

{

\
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qgmputatibns and the second number gives the number of required moves._ |f one .
* . : , T :

&

MOVEBis made, such as to multiply both sides by 2, the resulting state, b

8+ 3 = 2(3X - 11) : v
.requigeg 5 computat}ons and only3§oves; ;hus,'itais labeled as problem state. .
%53, Further, if the ‘COMPUTE opérato; is applied twice on the right side of the

equation, the resulting S&ggé,

8 + 3Xx = 6X ~ 22

o

requires only 3 computations and 3 moves; thus it is labeled aé problem state
33. The remaining 3 moves are to get all the X:s on one side, get all the
numbers of the other side, and then to divide both sides by the number of Xs;
theﬂremaining 3 computations are to add 8 and 22, to subtract 3X from 6X, and
to carry out the final division 30/3 to get a value for X.

Table 1 gives a list of some of the possible problem states, and labels
each according to the minimum number of MOVEs and COMPUTEs that are required.I
Labels with prime marks (') indicate that they have the same number of MOVEs
and COMPUTEs as some other non-identical state. For example,

8 + 22 = 3X
requires a COMPUTE (add 8 and 22), a MOVE (divide both sides by 3) and a
COMPUTE (divide 30 by 3). Similarly,

30 = 6X - 3X
requires a COMPUTE (subtract 3X from 6X), a MOVE (divide both sides by 3) and a
COMPUTE (divide 30 by 3). Thus both problem states require 2 COMPUTEs and |

MOVE, and are labeled as problem 21 and 21' respectively. &

insert Table 1 About Here
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: There is more than one single path to. the solution state. For example,
P - one could move from state 53 to state 52'byaapp]ying‘a MOVE .- operator,” or one
5 ‘GL ‘ N .

could move from state 53 to etate 33 by applying COMPUTE opeEators. A pertial‘
problem space is given in Table 2. The given, state (54) is on the left and

ghe goal state (00) is on the right; thus, any change in state to the right
represents progress towards the goal. The problem space does not include any .
state with a -fraction and does not include backwards moves from state Sk,

1 4

Table 2 consists Qf number paifs-=representiqg problem states--connected by

labeled Iines--represegking MOVEs or COMPUTEs. The first number indicates the
number of required COMPUTEs and the second number indicates the number of

required MOVEs, as is shown in Table 1. The M above a line refers to the
application of a MOVEAoperator and the C refers to the apblication of a COMPUTE
operator. fFor example, one sequence of problem states is 54,53,52,51, 31 2] 11,10,00;

another possible sequence is 54,53,33,32, 22 ,21,11,10,00. As can be seen, not

all of the 14 states shown in Table 2 are needed for any given solution path.

In the present experiments, however, subjects were asked to solve problems
which began at each of the 14 states listed in Tables | or 2. Some subjects
were given problems in word form (word group) and others were given problems
in equation form (equation group). Thus the resulting data is a 2 x 14 array
showing the response latencies for each group by problem state.

Contrasting Versions of a Two-State Model

Simple Two-State Model. The simple two-stage model states that solving

an algebra word problem involves two states--translation plus solution--while

A

b




g,

Strategies for Algebra Problems

12
solving an isomorphic algebra equation involves only one state--solution. In

P

addition, it is assumed that the solution processes are identical for corres-

ponding word and equation problems;'the %ﬁﬁy difference between subjects.

- . y N
- solving word and equation problems is that word problems require a translation
and equation problems do not. 7

//.
Finally, it is assumed that translagion requires a

~constant amount of time regardless of problem state.2

According to this version of the two-stage model, the response time to

-
’ . -

answer a word problem is represented as,

RTw(p) = RTIt + RT, (p)
while the response time tos answer a corresponding equation problem is,

RT, (p) = RT_ (p)
where RT, is the time to go from words to an equationh for all problems, RTS(p)
is the time to go from an equation to responding with the correct answer for
Erob]em P, RTw is‘the total time to solve a word problem p and RTe is the
total time to solve a corresponding equation problem.

- This model allows for a straightforward prediction concerning differences
in performance of the two treatment groups on each of the 14 problem states:
There should be an overall main effect in which the equation group is faster
than the word group, and since this difference is constant over all problem

types there should be no interaction between treatment and problem state.

Modified Two-Stage Model. The simple two-stage model makes an assumption

3

K
that translation time is a constant’ regardless of problem state. In order to
eliminate this dubious assumption, a modified two-stage model is introduced to
this section. The modified two-state model is identical to the earlier model

except that translation time varies as a function of problem state. Like
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the simple two-state model, it is still assumed that the solution proéess is

the same for both types of-pzﬁﬁlehs. ' .
The solution time to solve word problem p may be represented as follows,
. . )
RT, () = RT, (p) + RT_(p) .

and ‘the time to sblve a.corresponding equation problem is, —

RTe(p) = RTs(p) v N

«-

where RTe(p) is the time‘to tg@gsfﬁf@“a given problem into an equation, and

RTs(p) is the time to produce a correct response for anﬂisomorphic equation.
This model also predicts an overall main effect in which the equation

o . A “ )
group performs faster than the word group. _In addition, this model also pre-

K,

dicts an interaction between treatment and problem state. The form of the
P : Ty

: . ¢ - YR . 7 -
interaction, however, is that the difference in latenciag should increase as a

function of problem length (i.e., as the complexity of the translation-arocess).

tion should generate higher differ-
i, han word problems-that are short.

Since there are several ways of defining problem length, these)wil1 be dis-

cussed in the results section.3

Different Solution Procedures. The previous two models have been based on

the idea that responding to algebra word problems involves translation plus
solution, and that the solution process for word problems is the same as the
solution process for equation problems. An alternative présented in this
section is that the solution process for a word problem is not the same for its
corresponding equation problem.

According to this model the latency for responding to a word problem may
be represented as follows.

RTw(p) = RT, (p) + RT_,(P)
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.and the time to'solve a corresponding‘éguation‘problem is, .

e

v %Q‘?V
RT_(p) = BTse(p) :

~ » N
. a

Where-RTt(p) is the time to translate a problem p,‘RTS&(p) is the time to solve

L .
the problem using the word-solution procedure, and RTse(p) is .the time to solve

J

the problem using the equation-solution procédure. ,

Since this model assumes qualitatively different solution procedure for

the .two treatment groups, it is important- to specify the nature of the differe-

nces. The nature of the differences can be conceived in terms of differences in

In general, problem solvers in this task report two general types\bf goals:

(1) Reduce expression-+trying to carry out any indicated operations or clearing

any parantheses as soon as possible, and (2) Isolate variables--trying to move.
. o . .

all the Xs on one side and move all the numbers onto the other side. It may be
. Y ¥
noted that the conditions for reduce expression involve ldoking-at orly one
side of the equality such as noting whether there is a parenthesis or whether
there are two numbers on one side (i.e., 8 + 22 is on one sidé in problem state
21);. in contrast, the conditions for applying operators with respect to the
isolate goal always involve looking at both sides of the eauation such as
noting whether there is an X on both sides.

For purposes of this paper, it is reasonable to suppose that equation
format requires less memory load than word presentation format. ‘Since word
format is cumbersome, it is more likely that the controlling strategy of
subjects in this group is to reduce the expression.- Since the equation allows
for a unified visual representation of the entire problem, it is more likely |

that the controlling strategy of subjects in this group is to isolate the

variable. Specific production system models which are based on these

O

ERIC

Aruitoxt provided by Eic:

the conditions that are attached to the possible actions (i.e., MOVE anq COMPUTE) .
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Vdifference in the conditions will be discussed in the next section of this’
, W

paper, and are presented in detail in a companlon paper (Larkin & Nayer\\ISBQ)
» Based on these dlfferences itis péssnble to predlct dlfferences in.the
pattern of solution performance that must result in astreatment’ x problem state
interaction. In particular, the equation group should show evidence of plannfng
and of setting "isolate variab1es” as its tdp goal while the word group should
show a pattern of performance that does not involve planning but rather sets as

its goal to "reduce expression''.
L

Reduce Versus lsolate Strategies

In this ;ection we present a more formal model which outlines the differ-
ences in performance between the equation subjects--who presumablx use an
isolate strategy--and the word subjects--who pre5umabty use a reduce Strategy.
As a first step, Table 3_preseqts a general condition-action list (or means-.
ends table). The left side of each statement gives a general description.of a
situation (or dlfflculty) that mey be encountered in solving the algebra
equatlon,‘and the right side gives a general description of the actloneko be
taken. Thus,the condition-action pairs listed in Table 3 are much more general
than those needed for a runn}ng program but the; are consistent with Newelr's
Simon (1972) system and will allow us to derive some predictigns in this
experiment. ) Y ;4

We assume that a 5ubject\feprese?ts the information in a fohn that will
allow for testing of the sgk cenditizns }1sted in }able 3. When a subjeét is

» . . 1]
given a problem in some state p, the subject searches for the condition,ﬁ H

( F5
are met. |If more than one condition is met, the equation subjects will choose
one to work based on the priority ordering, I-1, {~2, R-1, R~3, R-4; similarly,

the priority ordering for word subjects is R-1, R-2, Nr3, R=4, 1-1, 1-2.
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: J Another way to state this differenqa fs to"séy that equationzstﬁjggts’look
. L KZ

oy

< \j; flrst for \solate condltlons and word subJects look first for redu e condntlons.

in the present experlment there are several cases in whnch actions a§socuated
. - /
with |solate conditions (I-1 and l-2) cannot be carried out without further
14
setting oﬂ subgoals. However, if subjects use the reduce strategy it is never:
necessary_to stack subgoals.
f : An example of these differences is given in Tables 4 and 5. For the

p
problem in state 54, three conditions are met: there are Xs on both sides (I-

1), there are numbers on both sideex(l—Z), and there is a parenthesis (R-3).
Equation subjects select I-1 as the condition-pair to be executed, but when
tryieg to apply the action operators find that there is a .constraint--i.e.,
there is a parentheEis. In order to remove this tonstraint, a new subgoal must
be stacked on top of the I-1 subgoal, and so on. can be seen, problem SQ
involves 2 failures to carry out a subgoal (i.e., 2\ instances of SUbgoeI
stacking), problem 53 requires 1 instance of subgoal stacking; and 33 requires
. \\tjiehone. For word subjects, there }s never a failure to carry qut a subgoal and
thus no need for subgoal stacking. The results of applying the reduce and
isolate strategies to all 14 problem states is summarized in Table 6. In order
- to predict response latencies it is necessary to predice that each move re-
quires some cohstant amount of tiqe, each computation requires some constant
amount of t}me, and each instance of goal stacking (planning) requires an
addit;pnel amount ef time. -
Like the modified two-stage model, this formulation predicts an inter-

action between treatment and problem length. However, uniike the previous

model, the pattern of interaction should reflect different solution strategies.

%ﬁé In particular, the interaction should reflect the fact that there is goal

w
O

ERIC

Aruitoxt provided by Eic:
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stacklng réﬁunred for problem states. 54 (2 tlmeé 53 (1 tlme), and 51 (1 time)”

for the equatlon group but not the word grOUp- R ' g -

e < e
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. Tables 3, 4, 5, 6 about here '
v ' , Experiment 1
Subjects solved problems in each of the 14 problem states W|th some /

subjects receiving all problems in word format and g;'e Subjeﬁﬁ% receiving
v .

t ?<~

them in equation format. Experimenf 1 was conduc order to test the

* oy

predlctlons of each of the models d|Scussedﬂ?£42e :;

lpotonlcally increasing

f,li ,7/5

difference as a functnon of problem lengtha /Flnélly, if the SubJects ln the

a :‘/I{/

groups use qualitatively dlfferent solutnonastmategfes such as isolate vérsus

reduce, more specific dlfferences “in the goal stacklng procedures can be

J. /

described. ‘ _ O ' f

Method - Ce T N\

g,Sibjects ano design. The subjeets mere L2 college students recruited from
the PSychology Subject Pool at the University of Califqrnia, Santa Barbara.
Twenty-one subjects served in the equation group and 21 subjects served in the
word group. All subjects solved the Samellh states of problems so state of

(5N

\ £
problem is a within-subject factor.

Materials and apparatus. Two sets of 98 problems were constructed. The
equation set presented the problems iin eqdetio. form such as:
|
(8 + 3X)/2 = 3x - 11 b

The word set presented problems identical to those in the equation set but

\

used words such as:

)
e

.

V4 e



¢ <Strategies for AlgéBra Problems .
. Ty . - . . e

1'8

~
; .
RN ,..»v

T * the results ¢s fhe same as 11 less than 3 tlmes the number.
PR "iThe 98 problem& were generated usang a7y by th desngn. The first factor in- )
"E ' dlc;tes.that SeJEn dlffereni prob]ems were used sﬁz;/es the one |nd|cated
ebove.A All problems were of the same ﬁorm/put spe;nfic values were-diffecrent.

A

» . The second factorllndlcates that each problem was broken downkinto 14 different

problem states by ﬁepipulating hdy many compytations and moves had to be made.

Table 1 shows the 14 states of each problem, and Table 2 shows a partial problem

1

space,
The apparatus consnsted of an ADM 3 terminal screen and ke{board for
'.“ presentation of the stlmull ahd enterlng of resﬁonses an AQM-3 terminal that
was uied as ‘an experimenter monitor; a Micropolie dual floppy disk drive used .
for sforing the stimuli, the-experjment program, and the data; a Teletype

¢ ‘ ‘
‘printer used for printing out the data; and an Altair 8080 computer used to

control éhese devices:
Procedure. Each subject was run individually in a session that lasted

\' approximately 30 to 60 minutes. First, subjects were given verbal instructions
to make sure that &hey‘coﬁid solve algebraic equations similar to those in the
experiment. Three subjects were unable or unwilling to solve the tr;al equa-
tion, so new subjects were run im their places. Instructions stated,that aH
equation (or a word probiem) would be preseeted on the screen. The subject was
to lqgically solve the problem for the unknown, and then press the corres-
ponding button on the keyboard. The buttons were labeled from 1 to 30 by
integers and included one button labeled ''none.'" Subjects were explicitly told

- not’ to guess or to use any shortcut method; rather they were told to carefully

work out the solution step by step and to press the answer button only when

S
~
o , .
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K they were sure of their ahswer.S Subjects were allowed 60 seconds to.answer;

N . . - P .. ' v .
“« ' as soon as the subject answered, or as soon as 60 seconds passed, the question -

v '
&

was removed from thé screen and a new question appeared in 2 seconds. Each new
‘question was preceeded by a beep. -

- The duestions were presented in random order except for the constraint
that each set of 14 items ¢onsisted of all 14 problem states and that each set
of 14 items contained 2 different instances of each problem. After each set of

14 problems, subjects were given a brief rest period. ;

N First a set of .14 practice

items were given, one at a time. Then seven sets of 14 experimental items were

given. At the end of the experimental session subjects were asked about their

A\

solution strategies to make sure that subjects had followed directions.
- N
+ : \

Results and Discussion

The average response time for each of the lh probleé states was computed
for egéh subject in each group.6 Table 7 summarizes the meah response time fo?
each of the two groups by problem state. An analysis of variance was performed
on the data thh treatment as a between-subject factor and problem state as a
with-subject factor. As expected, the ANOVA revealed that the equat(gn group
was significantly faster than the wbrd group in overall performance, F(I!QO) =
71,244, p < .001, and there were overall differences in response time for
different problem states, F(13,520) = 197.11, p < .00]l.

The main focus of this experiﬁent, however, is on the question Bf whether
subjects in the two treatment groups followed different solution procedures.
The ''translation plus solution' theory states that subjects in the word group
simply translate the problem into an equation and then'solje the equation in

the same was as the equatiog group. A simple version of this theory assumes

ey
I~ bt
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" that translatuon requires a constant amount of time: for each problem, and thus

A

predlcts that the word group should take longer than the equation group overall

-

but there should Be no interaction with problem state. The ANOVA revealed a
significant pattern of interaction between treatment and problem state, F(13,

520) = 17.78, p < .001, and thus provides evidence against a siﬁble version of

the "translation plus solution theory."

These results allow one to reJect a S|mp1e version of the '‘translation
plus solution” theory. However, a modified version of the theory predlcts
an interactfon if its assumed that the translation stage takes longer for
longer problems. This modjfjed version of the two-stage theory predicts an

. interaction between treatment and problem state in which there is a monoton-

-

\(;/Jcally increasing difference as problem length (indicated by number of compu-
( ‘tations anf moves) increases. The difference in response time (in seconds)
between the two treatment groups for each of the 14 problem states are listed
in the last row of Table 7.\\A linear regression3 using number of steps (i.e.,

computations or moves) as the independent variable and the difference in RT as
the dependent variable produced an R2 of only .65, and a multiple regression
. using number of computations and number of moves as the independent variables
and the difference in RT as the dependent variable produced an“R2 of only .70.
These results indicate that the treatment by problem state interaction cannot

be neatly described as consisting of monotonically increasing differences, if

problem difficulty is defined as a function of the number of steps.

£y N
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An alternative theory ghat predicts an interaction between.treatment and
préblem state is that the two groups engage in qualitat}vely different solution
procedures. For example, the déta presented in Tablé 7 éuggests that there are
three generai stages for the equation group indicated by a-shargp drop from
state 54 to 53, and from each of the 5-comphtgtion states (53, 52 or 51) to fts
‘respective 3-computation state (33, 32 or 31). One hypothesis developed earlier
Is that the equation subjects may plan ahead and stack goals; for example, they
can stop at state 54 and see several moves ahead, at the other S-computafion ‘
states they can see several computations ahead! and at the 3-computation stétes
they can see to the end of the problem. The three major jumps in respons§§time
suggest that subjects are able to form subgoals (Thomas, 1974). However, the
word subjects do not show the same subgoal pattern; for them each additional
computation or move tends to add a constant amount"to solution time.

in order to provide moré-infdrmation on this observation, several mul@iple
regressions were fit to the means for the 14 problem states for each group.
These are summarized in Table 8. First, a simple linear regression was used
with the independent variable being“ﬁumber of steps. (A step was defined as
either a move or a computation such that 54 state required 9 moves, and state
10 required 1). As shown in Table 4, the model fit the word group reasonably

L .95) but did not fit the equation group well (R2 = .83). Second, a

well (R
multiple regression was used with the independent variables being number of
computations and number of moves. As shown in Table 8, this model fit the word
group slightly better than the one-variable model, but did not fit the equation
group well (R2 = .84). Finally, a multiple regression was used that included

three independent variables: number of computations, number of moves, and stage

level. Problem state 54 was defined as stage level 2, problem states 53, 52

=
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and 51 were designated as stage level 1, and all the lower states were designated

asggtage level 0. This model resulted in no improvement of fit for the word

< v
group, but did result in an enormous improvement of fit for the equation group
™
2 ‘ . A . "
(R = .99). Thus, the equation group was best fit by the three variable (or

stage model) while the word group.was.best fit by a simple step mode} or two
variable step model. These results suggest that the pattern of /interaction )
between the two groups cannot be adequately described by a simple or modified
“"translation plus solukion“‘tﬁgbry. In contrast, there is evidence of different
processing strategies as indicated by the fact that the group respoﬁse patterns
are best fit by different models -- a planning or stage model for the equation

group and a step model for the word group. '

The prévious analyses explored trends in the group means. An additional
analysis was carried out to determine whether the individual data encouraged
the same conclusion as the group data. Each of the three regression models--
one variable, two-variaB]e and three-variable -- was fit to the pattern of mean
response latencies for 14 probleh state for each individual Siject. Table 9
shows the value of Rz, indicating the goodness of fit, for each .model applied
to each of the 42 subjects. Table 10 shows the number of subjects in each
group.(n = 21) who were best fit by each regression model; the top portion
(strict criterion) of Table !0 defines ''best fit" as yielding a R2 value that is
more than .0l higher than the next simpliest model, and the bottom portion

(linient criterion) defines ''best fit'" as yielding an R2 value that is more

than .03 higher than the next simpliest model. As can be seen, 20 of the 21
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subjects in-thé'equatioq group are best fif Qy the' three-variable (or planning)

model, whileé most the %ﬁg_wordggroup subjects are best fit by the one or two-

variable (or step) models. Chi-square tests were conducted. for the data in the
. NS . A .
top and.b&ttom portions of Table 10; there was a significantly different
. * . &

classifid@t%pﬁ pattern for the two treatment groups using the strict criterion,

2
.x = 20.88, df = 2, p < .001, and using the linient criterijon, x = 25.04,

df = 2, p < .001. Thus these results are consistent with the conclusions

presented on the basis of group data,

e L — T N - - ——————— o

-y i T e

A final analysis was conducted in order to determine whether the differ-
ences between the.treatment groups was an artifact of the many repeated trials
in the experiment. For example, since each of seven problems was repeated in
14 different problem states, it is possible that subjects by the end of the
session learned to respond S; the basis of distinctive cues in the problem
rather than actually computing an answer, |t should be pointed out that the
instructions clearly stated that the subject should compute the answer rather
than try to find ways of guessing, and fyrther, that subjects indicated that
they had followed directions when questioned after the experiment. However, in
order to provide more data on this question, an analysis was conducted using
data from the first experimental trial (there was a practice trial before this
trial) and the last experimental trial; each of these consisted of one of each
of the 14 problem states with all problemps counterbalanced. The mean response
latencies for each group on each of the problem states occurring in the first ‘

and last experimental trials is shown in Table ll.

[(NYR
N~
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;s can'ne‘seen inrtomnaring the’nattern'of the equation and word groups,
the same general pattefn“i§,obtained for bnth the firs; and last trial. In~~
:vboth.cases; the word group ehows.a pattern of consistentl; more time required
for each new step whlle the equation group shows a jump from 54 to 53 and from
the 5-computat|on state to lts corresponding 3-computation state.';%hese
. ~ patterns are similar to those presented and discussed in. conjunction with Table
3. An analysis of variance was conducted using treatment as a between subjects
factor and tr1al and problem state as wuthln subject factors. As expected, the
equation group was faster overall F(1,13) = 75.23, p < .001., and performance
on the last trialfwas: faster than on the first, F(l,ltO) = IOQ.SS, p < .00].
In addition there was a pattern of interaction between treatment and problem
state that was simllar to that shown in Table 7, F(l3 520) = 9 hZ p < .001.
There was, however, no evidence that the treatment x problem state InEe:ac ion_
was different for the first versus the last trial; this observation is con-
sistent with the fall%re to obtain a three-way interaction involving treatment,
'problem state and trial, F(13,520) = 1.05, n.s. In addition, a separate ANOVA
was performed on the data for the first trial and a separate ANOVA was per-
formed on Ege data for the last trial with treatment and problem state as the
factors. In both cases there was the same significant treatment x problem
state Interaction; for the first triai data, F(13,520) = 7.03, p < .001; for
the last trial data, F(13, 520) = 4.81, p < .001. These results provide evi-
. ~dence that the differences in performance between the groups was not based on

an artifact of the design that allowed for learning of a short cut as the

session progressed.

\ : . 0y ry
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Experiment 2 ¥

. »
The results of Experiment 1 suggest that the solution process used by

subjects in the equation group involves‘planning.q However, the translation

and solution process of the word group does not show the same sort of planning.

One reasonable conclusion is that the two groups use qualitatively different
solution processeé, as- represented by the isolate and reduce strategies

In order to provide another test theéimplications of the models discussed
abové, a second experiment was conducted in which one group.wrote a numerical

. o [ 1

answer :or each word problem (word-to-solution group), Ené another group wrote
an equation for each word problem (word-to-equation group). According to the
two-stage model performance of the word-to-solution task involves the following:

RT . = RT_(p) + RT, (p) + RT, (p)
and the performance of the word-to-equation;group involves:

RT e to-e = RT, (P) +WRTw(p) : ‘
where RTt(p) involves the time to go from the word problem to a statement of
the underl{ing equatidﬁ, RTSinvolves mq%ing from the equation to a numeric;l
answér (a process that requires plannjng when pefformed separétely) and RTw

€
involves the time to write an equation or a number on a sheet of paper. The

°

2
previous experiment suggests that the RTS component involves planning.

The previous experiment demonstrates that when the solution stage is
performed alone (i.e., for equétion problems) there is evidence of planning. If
there- are two independent stages in solving algebra word problems, and if the
solution stage requires planning, then the performance of the two groups in
Experiment 2 should differ. The two-stage model predicts that the word-to-
solution group should show a pattern involving planning-~since a solution
process is required--while the word-to-equation group should show a pattern in

which performance depends only on the length of the problem.

& o8
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As an alternative i& may ﬁot be possible to cleanly separate the trans-
lat}on and solution processes for word problems. In this case, both groups
will show the same general pattern of performance sin;e both groups enéage in
the sam; step-pg;step translation process; however, since each step requires
more computation fot fthe word-to-solution group then each step should take more
time.
Method . - A .

Subjects and design. The subjects were 42 college students from the

University of California, Santa Barbara. Twenty-one subjects served in the>

word-to-solution group and 21 served in the word-to-equation group. All
subjects solved the same l4 states of problems so state of problem is a within
subject factor.

Materials and apparatus. The same 98 word problems and the same apparatus

.

were used in Experiment 1.

Procedurer The procedure was similar to that used in Experiment 1, except
that subjects were asked to write their answers on a sheet of paper and then
press any button on the terminal. For the word-to-equation subjects, the task

was to write down an equation--using X as the unknown--to represent the
»

word problem. For the word-to-solution subjects, the task was

to write down a number for the answer. All subjects were allowed -

to circle their final answer. In addition, subjects were told to press any
button on the keyboard immediately after circling the answer they had written.
Each subject solved 14 practice and 42 target problems; these were presented in

sets of 14 each and were counterbalanced as in Experiment 1.

Results and Discussion

The average response time7 for each of the 14 probleﬁ states was computed

for each subject in each group, as in Experiment |. Tablef12 summarizes the -

l](“
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meaﬁ response time for each of the two treatment groups by problem state, and
is comparable to Table 7 for Experiment 1. :As in Ex griment 1, an analysis of
variance was.performed on the data with treatment as [@ between-subjects factor
and problem state as a within-subject factor. The'overali mean’response time
for the two treatment groups was identical (23.3 sec) so the overall main
effect for treatment produced an F of zero. As expected thete was an overall
“main effect due to problem state, reflecting the fact that longer problems
required more time, F(13,520) = 226.1, p < .00I.
The hain focus of this experiment was on the pattern of performance of the
two groups by problem state. Both groups appear to show a pattern that is
AL

simil;ﬁﬁﬁo that displayed by ;he word group in Experiment 1 -- monotonically
increasing response time as a function of problem length. However, the treat-
ment by problem state interaction is statﬁstically significant, F(13,520) =
lb.}B, p < .001. The intera;tion can be described by saying that the word-to-
solution group is faster than the word-to-equation group on simple short

. problems Lut the word-to-equation group is faster than the ‘word=-to-solution

group on long problems. This interaction is consistent with the }dea that

translation to equations is not needed and may interfer with problem solving,

especially for problems that do not require much planning.

g

in order to better understand the nature of the treatment by problem s e
interaction, several muliple regressions were performed. The goal of these
analyses was o determine which models best fit the performances of the two

groups. In Experiment 1, the performance of the word group was best described
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by a simple oﬁe-variable or two-variable step model while the quEEjOQ group
was best fit by a three-variable planning model. The group means by broblem'
state were fit to each of these models, "as in Experiment 1; in addition, another
one-variable model was tested in which the number of-calculations served as the
independent variable. !
‘The two-stage model (or tFanslaeion plus solution theory) predicts that
the word-go-solution group will demonstrate a solution process that uses
plannihg heuristic; -- as indicated by a fit to the three-variable planning
regression model -- while the word-to-equation gfoup will demonstrate a linear
step-by-step process -- indicated by a fit.to a one or ‘two-variable step model.
However, the alternative model pred{cts that the two treatment groups will show
similar patterﬁs of performace -- both being fit by a simple step model.
The results.of these analyses are summarized in Table 13. As can be seen,
both groups we;; best fit b9-simple éne-vériable or two-variable step models, i
and neither group required the planning modél that chéracterized the equation
group i; Experiment 1. Apparently, both groups performéd more like the word
group in Ekperiment |1 than like the equation.groub. For example, a comparison
of Tables 8 and 13 shows that the word-to-solution group replicates the general’
lform of performance of the word group in Ekperjment 1. The word-to-equation
group shows a similar trend except that each additiohal step requires less time
than for ;he word-to-solution group. One interpretation that is consistent
with these findings is thaF/@oth groups engage in segment-by-segment trans-
. Yo
lation process but the word-to-solution group must also¢perform some opeFatioHs

on each newly translated segment.

[}
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A more detailed inspection of the results shown in Table 13 shows the

: : < .
following: (1) The intercept for the word-to-solution group is higher than for

’

the word-to-trafslation groups; this is,consistent with the idea that the
* .

¢

RTerte process' takes longer: for equations which consist of many symbols than

v

for wri;ing a single number.‘ (2) The time required for additional calculation
'
steps Is greater for the word-to-solution group; this is consistent with the
idea that this group must a;tuélly make a céﬁputation as part of the ongoing
translation/compacting process while the other group does not. Further, the
number of moves required increases the solution time for the word-to-solution
group, presumablx because each.move must actually be executed as part of the
transla{ién/compacting pfocess._ Howévar; the number of moves does not increase
the required time for the word-to;equaﬁion group and in fact serves to decrease
it slightly; this is consistent with the idea that the number of moves does not
increase the number o% segménts that must be translated. For example, proble&
states 54, 53, 52 and 51 do not differ in terms of the number of variables and
- relations that must be translated.v ;
Sqéplemental Study

N 2

The, preyvious studies suggest that equation format allows goal stacking for
long problems. HoWever, this conclusion is based only on the'pattern of
»
; response latencies. In order to provide additional data on the problem-solving

process of subjects, an interview study was conducted.

The subjects were eight college students from the
Introductory Psychology Subject Pool at the University &£
Pittsburgh, with four subjects in the equation group and

s

four subjects in the word group.
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Subjects were randomly assigned and run individually.
Each subject was asked to solve two of the state 54‘equations
used in previous experiments. For the equation treatment,

an equation was printed on a chalkboard by the experimenter.
W .

.The subject yas asked to "think aloud" and tell the experimenter'

what to do with the equation. Eaéh action that the subject
called for was carried out by the experimentér writiqg a ﬁew
equation on the board under the previous one. When a subject
finished a problem, hé/she was asked to go back to the first
step of the problem; in particular, the subject was asked
whether he/she first thought about "getting rid of the
parentheses" or about "getting the Xs on one side". A 5imilar
procedure. was used far the word treatment, except that the b
experimenter w;ote the problem on the board in word form. The
experimenter_tfanscribed all of the problem states geﬁerated
on the chalkboard and ;il of the subjécts' comménts concerning
searchlfor c;;EIEIan; the entire session was also tape recorded.
The main interest in this study is to determine whether
there is any evidence that equation subjects engage in goal stacking.
Tﬁo of the four subjécts in the equation group gave clear
eQidence of goal stacking but none of the word subjeéts did.
For example, the solution process and.comments of one of the-
equétion subjects is given in Table 1l4. As can be seen, this
subject sets "isolate X" as a major goal but this strategy leads
}o several failures. Of the £wo subjects in the equation
éfoup who did not éhow signs of goal stacking, one used fractions
aqd onélgave a fast, téxtbook proper dg§criptiOn. However,

even the subject who used fracti%ps gave a hint of the "isolate

strdtegy”; "I wanted to get X on one side, but to do that I had

D
:'!. ) o
L3 ’
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to do something with that fractions Separate 8 .from 3X and

remfmbering the basic ruleé of algebra you'can't subtract‘themf \£:}
out. when they are ovér a‘fraction.‘sfou have to separate them."
Thus{ this subject also expresses a goal stackling approach in ’J
which moving x cagpdé be accomplished until it is separated
from the ffaction§  None of the word subjects gave any evidence
of setting "isolate X" as a goal, or'of goal stacking.’ -
In addition, several equation subjects expressed difficulty
in using the slash (/) as a aivision_symbol; Hayes (1973) has
found similar evidence for the role of spatial factors in solving
eqﬁations. Many subjects expressed difficulty in verbalizingj
their thought procgés, and there is reason to believe Eﬁat this J/
task is not condictive to protocol analysis. ﬁowever, the
results provide support for the reality of Qoal stacking in g@~

equation subjects.

‘General Conclusion

This study provides new information concerning the problem solving process ié

for algebra word problems, ’ First, Experiment | compared solving word problemgdw

. >
(which presumably require separate translation and solution phases) with solviﬁg'

corresponding equation problems (which presumably require only the solution
phase). Results indicated that-;s was. not po;sible to characterize the be-
havior of the word problem solvers as consisting of a translation phase followed
by a solution phase like that of the equation problem solvers. Rather there

was evidence, consistent with earlier results by Mayer & Greeno, (1975) that

the solution process Qas qualitatively different for the two treatment groups.

The wgrd problem solvers displayed a pattern of monotomically increasing response

increasing response times as a function of steps, as previously noted by Loftus

t
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RE Supbes (1974); the equatlon problem solvers displayed heurlistlc plannfng
' . ‘Kf similar ln some respects to those suggested by Bundy (Note 1).
Second, Experiment 2 compared the processes Involved in translation from

ds to equatlons and the processes involved in translation from word to

_qn'wer."Solvlng word.préblgms produced a pattern of behavior that Indléated‘a
‘*fodified version of tranlation alone. There was, agaln, no evidence that the
;olution phése involves the piannlng procedures as produced by the equation
group in Experiment 1. Thus these two studies cast serious doubts on the .
applicabllity of the two-stage model of algebraic problem solving to the’
current task.
. Finally, these results suggest directions for future research on how "’
humans solve algebra -word problems. The results of these studies, as well as
othe} studies comparing word versus equation probleg solving (Mayer & Greeno,
1975; Mayer, 1978a, 19768b), iédicate that theories of problem solving based on
solution of equations may be different than theories based.on solution of
correspdéalng word problems. Hueristic solution models must take the problem
representation into account. The present results encourage the idea that work
on comprehension of prose might be relevant to Qork on the solutdon of word
problems. This is so becauée the present results show that the comprehension
process and the solution process are‘far more intertwined than was previously
assumed. It seems likely that when subjects are given complex word problems
that overload their working memories, they do hot rely on the straightforward
tran§la£ion-plus-solution strategy. Rather, they appear to rely on a.successive
chunking procedure In which segments are translated and operated upon in a

piece-by-piece way. Several researchers have pointed to the important role of

working memory in prose comprehenslong(Kintsch & van Dijk, 1978; .Britton,
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Holdredge, Curry & Westbrook. 1979). Further&oré, Indlvldual differences In
working mémqry (HQnF, Lunnebor§ A Lew%s, 1975) mlght'be Importanf in encouraging

the use of different problem solving stratsgles.
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Footnotes .

’ >This research waS'§Uppprted by Grant NIE-G-78;0162 from the National
Institute of Education.' The author appreciates the helpful comments ofAJames
Greéﬁ§ and Jill Larkin. This paper was written while the author was on sabbat-
jcal leave at the Learning Research and Developmggt Center, University of
Pittsburgh. Requgsts for reprints should be sent to: Richard E. Mayer, Depart-

ment of Psychology, University of California, Santa Barbara, CA 93106.

}. Problem states involving fractions o} involving backwards moves from the
given state are not included.

2. The strategy used in this paper.is to begin with as simple a model as
possible, and to add more parameters only as needed. Thus, we begin with

fr; simplistic assumption that translation time is a constant, but later

mod i fy thag assumption below.

3. Based on the results of Experiment 2, the best indicators of
translation difficulty are number of moves and computations required.

4. The isolate strategy and the reduce strategy are not the only possible
models but they both are the simpliest and correspond to the reports
of problem solvers. In addition, the assumption that all computations
take an equal amount of time, all computes take an equal mount of time,
and each instance of goal stacking takes an equal amount of time, are
made in the interests of simplicity. If there are gross differences
between individual MOVEs or COMPUTEs or STAGEs then the fig of our
models should suffer and we would be encoﬁraged to add even more

parameters. Fortunately, this is not necessary in the present experiments.
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One strategy that we did not waﬁt our subjects to engage is that of esti-
mating values to plug into X. The instructions emphasized the fact that

A
subjects should use logical deduction, and a post-experimental question-

naire confir@éd that subjects followed instructions.

Error rates were low, and the distribution of errors was similar for

the two groups. The equation group averaged 4% errors and the word
group averaged 7% errors with errors defined as not giving a correct
response within 60 seconds.

Error rates were low, and the distribution of errors was similar for the

two groups. The word-to-solution group averaged 5% errors and the word-

to-equation group averaged 1% errors.
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Table 1

: . ‘
Fgurteeh Problem States for (8 + 3X)/2 = 3X - 11

.
4w

Computations
and Moves
Requi red Problem State
54 (8 + 3x)/2 = 3x - 1
53 8+ 3x=(3x-1)2
52 8 =2 (3x - 11) -3xX
51 , 8 +2(11) = 2(3x) -3X
33 | \ 8 + 3X = 6X - 22
32 \ 8 = 6X - 22 - 3X
' S
32 8 + 22 + 3X = 6X
31 8 + 22 = 6X - 3X
22 8 = 3x - 22
22 30 + 3X = 6X
21 8 + 22 = 3X
21’ 30 = 6X - 3X
11 30 = 3X
10 30/3 = X



Table 2 _ .

-

_Prablem Space for (8 + 3X)/2 = 3X - 11

M

54— 53 M 22
P
Il
22’M\

C c

10

N2

21
32! 21

Note. - Problem states are represented by two digits in clrcles; the first digit Indlcates the
number of required calcuations, the second diglt Indicates the number of requlired moves.
Operatlions are represented by letters next to arrows; M Indicates a move, C Indlcates

a calculation, CC Indicates two calcuatlions,

’;)
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Table'3_ .
Some Cénditidn-Action Pairs foq_folving ProBlemiSQ
- /‘t\': . '

PEa
A
3

Isolate ariable

(1=1) "Xs are both sides of the equation -=>

Move X to left side and combine with other X

(1-2) Ns are both sides of the equation =-->

Move N to rlight side and combine with other N

Reduce Expression

(R=1) 2 Xs on one side of the equation =-->

Combine them

(R-2) 2 Ns on one side of the equation -->
it Combine them ///b‘
(R-3) Parenthesis on one side of the equation attached to division -->

Move divided term to other side of equation
(R=4) ° Parenthesis on one side of equation attached to multiplication -->

Carry out the mulitiplications

140
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co St T Table d /
' ﬁ " Solution of Problem 54 Using Isolate Strategy
Prbbleﬁ.sfaté~f ' ' Events ) Calculation Move State
- sk T 13X - 11 (8 + 3X)/2 |
p - . Conditions: 1-1, 1-2, R-3
o o S Goal: 1-1 _
o . Fail due to PARENS (R-3) 1
¥ Goal: R-3 - '
_ Succeed 1
T (s3F ' . 203X - 11) = (8 + 3X)
' : - " Conditions: 1-1, 1-2, R-4
. ‘} : Goal: I-1
' "« Fall due to PARENS (R-b) 1
= | -Goal: R-4 ;
, . Succeed ' 2
(33) 6X -.22 = 8 + 3X
‘ g Conditions: 1-1, -2 ‘
. © . Goal: I-1
' | Succeed 1 1
" (22) 3X - 22 = 8
‘ i ot Conditions: 1-2
| k Goal: -2
, . Succeed 1 i
(1) : 3X = 30°
* « . Conditlons: -2
Goal: 1-2
: ’ \Sucgeed 1
(00) X =10,
N - - =
From Problem State 54 5 4 2
v From Problem State 53 5 3 1
o ! From Problem State 33 3 3 0
r . » From Problem State 22 2 2 0]
; . o o From Problem State 10 1 1 0
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se Table 5
Y\ '

<

- Solutiomiaf Prgblem 54 Using Reduce Strategy

X4
g Ak
e

Problem State  ..° Event Calculation Move Stage
(54) - 3X - 11 = (8 + 3X)/2
Conditions: 1-1, 1-2, R-3.
Goal: R-3
Succeed | ' 1
(53) 0 2(3X - 11) = 8+ 3X
Conditions: 1-1, 1-2, R-4
Goal: R-4 ‘
- Succeed 2
(33) 6X - 22 = 8 + 3X
Conditions: -1, 1-2
Goal: 1-1
. Succeed ' LI 1
(22) C X -2248
Conditions: 1-2
Goal: 1-2
Succeed 1 1
(1) 3x =30
Conditions: (-2
Goal: -2
. Succeed 1 1]
(00) X =10 1 T

A

From Problem State 54
From Problem State 53
Erom\Problem State 33
55;2 Problem State 22

From Problem State 11 1

(

N W W
- N W W
o O O O O
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Table 6
Number of - Moves, Computations, and Subgoal Stackangs for lh~

Problem States by Two Solutlon Strategles
A\

Problme State Isolate Strategy Reduce Strategy
* ' COMPUTEs MOVEs STATES COMPUTESs MOVEs STATES
| 54 5 4 2 5 b 0
.53 5 3 I 5 3 0
52 5 2 I 5 2 0
51 5 1 1 5 ! 0
33 3 3 0 3 3 0
c 432 3 2 0 3 2 0
YT 3 2 0 3 2 0
&t 31 3 1 0 3 1 0
22 2 2 0 2 2 0
22" 2 2 0 2 2 0
21 2. 1 0 2 1 0
, ) 21" 2 1 0 2 1 0
- 1 1 S 0 1 1 0
: 10 ' | 0 0 1 0 0
: [ ]
L)
!
:
] )
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(>




\ Table 7 A
Mean Response lei~by Problem State for Two Treatment Groups --Experiment 1

Treatment Problem State

w2121 22 22 31 32 32 33 51 52 53 54
Equation Group 2.7 2.1 3.1 3.7 4.6 5.0 5.0 5.8 6.1 7.9 12.6 14.7 15.2 25.0
Word Group 34 ko 6.2 107 1.0 13.8 © 146 181 184 207 27.h -28.8 313 343
DIfference 7 1.9 31 7.0 6.4 8.8 9.6 12.3 12.3 12.8 4.8 k.1 16.} 9.3
Note. - Main effect of treatment, p < .001. Main effect of problem state, p < .001.

Introduction of ‘treatment and problem state, p < .00l.
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gi(ATMENT

EQUATION
GROUP

WORD
GROUP

[ L
1 oyt

. . :,‘I' '.'.’ :
p - A . » . - ) . .
- Lo . ! 2]
, @,/ . “b A )

' ! -~

-

ONE VARIABLE

R? a /83
STEP = 2.63 sec
Intercept = - 4,40 sec

RZ = .95
/ STEP = 4.37 sec
“ Intercept = 3.58 sec

cn
| §%)

‘»‘

\ﬁb\;U{aa'
COMPUIATION = 3.02 sec

Table 8

f;VSiuaﬁroF &ﬁ and Vacléble Weighings for Three Multiple Regressions Fit

Experiment |

G ABLES

MOVE = 2.04 sec
Intercept = -4.59 sec

2 98
COMPUTATION = 5,63 sec
MOVE = 2.47 sec
Intercept = 3.94 sec

Intercept =

to Two Treatment Groups--

THREE VARJIABLES

RZ = .99 |
COMPUTATION = .69 sec
MOVE = 1.42 sec

STAGE = 7.25 sec

.90 sec

RZ = .98

COMPUTATION = 5,42 sec
MOVE = 2,43 sec

STAGE = .61 sec
Intercept = -3.39 sec

1
2

~
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: “\gige. - Asterisk (*) indicates best fit using strict criterion.

A
o A

[

Regressjon T

(one Varlable) (Two Variable) (Three Variable) .

.881
"926
.882
.934
1902
.699
19017
.933
648
.935
.895
1922
890+
852
862
.933
"870
911
.881
.9h5#
.935

-

3

Word Groups

Regression 2

.930%
.969%
.968%* -
.965*
.902
.905%
.939%
.962%
.694
.9Lb*
w.93h*
© . 954
892
854
.892
-9l
.952
.968%*
.966%
.948

J9h8x_
™

Table 9

Regression 3

.934
.970
.972
1967
.982
911
.978*
.964
.790*
.947
.937
. 954
.893
.963%
.921%
.955
L.971%
.966
.957
.949
.945

R4

e

Values of R> for 42 Subjects on Three Models -- Expe&iment |

Equation Group

ﬁegresslon - Regressjion 2. Regression 3 .
(One Variable) (Two Varlable) (Three Variable)

.843
.635
.707
.753
.735
.705
.763
.798
.863
,.710
.715
.797
.779
.839

.818%

.728
.172
.803
.831
.693
.861

{lB?Q
685
.785
.758
.747
.927
.765
.798
.910
.B49
715
.825
.73h
.850
.821
.736
.798
.832
.870
.698
.863

.913%
.825%
.869%
888
848
.975%
.878=
. 884
_95]*
.908%*
. 850+
_9]7ﬁ
.869*
.910%*
.828=
.861%*
L9110
.929*
.910%
.79h*
.9k

BY
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Table 10

Number of Subjects Who Were Best Fit By Each of Three Regresslons

: in Two Treatment Groups -- Experiment 1
Treatment Regression 1 ’ ‘ Regression 2 Regression 3
Strict Criterla .
- Equation Group 1 0 20
Word Group\\ . 2 C 13 6
Linient Criteria ' '
Equation Group 1 0 20
Word Group Y 8 9 4
A»: . 2
Note: - For Strict criteria, x = 20.88, df = 2, p < .00l.
&
2 - )
For linient criteria,.x = 25.04, df'= 2, p < .001.
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Table 11

Mean Respoﬁsa Tlme‘by Problem Staté for Two Treatment Groups

. $ 4
on First and Last Trlals -- Experiment |

TreatmentA ' '/" ‘ Prbbiem State
. . ? . i
o 121 28 2 2" o 32 3!
First Trial . .
Equation Group 3.2 2.6 3.6 4.8 5.6 5.5 7.9 7.2 7.7
Word Group 5.0 5.4 9.6 13.7 12,5 19.2 20.9 22.8 24.0
B Last Trial :
Equation Group 2.0 1.9 2.5 2.8 3.5 4.7 3.7 L4 4.6
Story Group " 2.3 2.9 4.7 8.9 10.0 9.1 11.8 1h.2 15.7

'

Note. - Main effect for treatment, p < .00}; main effect ébr trfal, p < .001;
main effect for problem state, p < .001; interaction between treatment
and problem state, p <:..001; interaction between treatment, problem
state and trial, n.s.

G

33

10.9
28.1

5.5
17.6

51

15.1
35.3

11.6

22.8

52

19.9
39.6

13.2
25.3

53 54

18.6 35.6
36.1 40.9

12.8 21.2

26.2725.9

(aoud

[1]
3,
Ui'/

L

\



Table 12

Mean Response Time By Problem State for Two Treatment Groups - Experiment 2

' Problgm State ,

' oy 32 32! 33 s s

Treatment

o 121 3}' 22 22

-

53

54

WOrd-to-Solutfon } 6.4 9.1 12.8 15;3 14,3 17,0 23.0 21.4 24,1 244 35.9 W11 38.6 U42.8

Word-to-Equatlon

Note. - Maln effect for treatment, p.= n.s.; maln effect for problem state, p < .00};
interactlon between treatment and problem state, p < .001.

N

A

124
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12.9 12.h 16.2 18.5 15.5 17.1 24.5° 24,0 24.8 22.1 k0.5 35.9 30.5 31.h
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. . Table 13 |
* j
: ~ !Values of R2 and Varlable Welghlngs for Four Multiple Regressions Flt to Two Treatment Groups
(o
P ) Experiment 2
B ;Q t ; One Varlable " ' One Varlable Two Varlables Three Variables
Treatmént , (Step) . (Calc)
L 2 2 ' 2 o 2
Word-to-Solution  R® = .95 R® = .97 R® = ,98 . R = .98 .
. Step = 5.1 sec Computation = 8.1 sec Computatlon = 7.5 sec Computation = 6.9 sec
Intercept = -.9 sec Intercept = ~.9 sec Move = l,h sec Move = 1.2 sec
P Intercept = ~1.6 sec State = 1.8 sec
i Intercept = ~.3 sec
‘Word-to-Equation  R® = .66 - R = .92 . R = .97 R’y
P Step = 3.1 sec Computation = 5.7 sec Computation = 6.6 seg Computation = 6.7 sec
Lol Intercept = 8.4 sec Intercept = 6.3 sec Move = =2.2 sec Move = -2.,2 sec
v . Intercept = 7.h sec Stage = -.3 sec
[ ' : ’ Intercept = 7.2 sec
3 '
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Table 1h

Trangcription of Subject 3 flor Problem 54

e Equation ] Subject's Coniments : . 5

(8 + 3X)/2 - 3X - ll.L The flrst thing I“want to so Is get all varlables on one side. So,
o | was dolng a lot of stuff. (Pause) First, | would add 1| to both
sldes. '

(8 + 3X)/2 + {1 = 3X Then | would, lets see. Oh, first | would have to divide, | mean
- multiply both sides by 2. (Points to first equation.) 1| usually
' write it with the fraction different. 0K, so | mean here (polnts to
first equation) multiply by 2. : '

8+ 3X=2(3x - 1) : Oh} | would multiply the whole thing at one time.
8+ 3X = 6X - 22 In one step | would subtract 6X and add 8. Subtract 8.
<30 = -3X ‘ Then X = 10,
X=10
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