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ABSTRACT

The purpose of this paper is to examine the ‘

capabilities of various procedures for sorting 'dichotomously-scored

items in*o unidimensional Subjects. The procédures include: factor

analysis, nonme*ric multidimensional scalid®, cluster analysis, and’ '

laten* trait analysis. Both simpulated and real data sets of knowr . ¢

structure were used to evaluate the procedures. The analysis of the ) "

one-factor data sats ith varied levels of quessing showed 4t he

detrimental effects guessing could have on these techniques.

Application of the procedures to the two- and nine-factor data sets .

showed that factosr aralysis and multidimensional scaling have

Dro?ise. The sanalvsis of the.real tes% data showed that the factor .
Y

. analysis prdcedure was the orly one which could do a reasonably good
job of sorting items into unidimensional sets under realistic
conditions. (huthor/Bw) .o
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theory model s curreftly being used fe.g., Rasch model, three-parameter lo-
g1st1c) is that the responses to tie items on a test are dependent on a uni-
. . d1mens1onal tatent trait (Lord & ovick, 1968; Whitely & Dawis, 1974), This
: new. class of test theory models, but also
true-score theory based procedures such as
KR-20 reliability and item/test’correlation indices of di scrimination. For
& some applications of the above procedures, thasassumption of unidimensionality
is not a serious problem, since techniques are available for developing uni-
dimensional sets of items. However, when dichotomously scored items are used,
" .as is typically the case for multiple choice items, no widely accepfed tech-
niques are available for forming a upidimensional space. The probiem is fur-
ther complicated by the addition of guessing when multiple-choice items are
used. ) .o »
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"The technique typically used to sort items into unidimensional sets Vs, - .
factor analysis, but factor analysis assumes continuous. measures-and—its U3E
with dichotomously scored items results Tn numerous difficultids (Kim & Muelier,
1978}, Chr1§fofﬂgrson (1975) and Muthen (1978) have developed factor analy-
sis prdcedures that are specifically designed for dichotomously scored items,
but they can only be used with relatively few items (25 or.less) and they do .
not take guessing into account. It is important, therefore, that:-the currently
ava11able procedures for sorting vtems into unidimensional sets be evaluated,
and that’the effects of guessing on these procedures be‘determined That is
precisély the purpose of this paper. , o
s .". -

- Procedures Available for Item Sorting

i In the methodoiogy literature, there are several techniques available
that have the potential to'sort items into unidimensional Subsets on the basis
of the responses of a sample of individuals to the items. These techniques’
differ in their asstmptions and their basic underlying mode1 Along with the
factor analysis procedures already mentioned, they. include nonmetric muiti-
dimensional: 'scaling and cluster analysis. Ahso Tatent trait theory calibration.
programs in coanjunction with goodness of fit tests may be useable to find a
\ “set that fits a latent trait model.- For the research reported here, each of_

- these techniques will be applied to data-sets of known structure to determine ‘
which will best recover the structure,. However, before describing the re-
search design in detail, each technique will be described to make clear which
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of the many varfations available -have been ysed. In most cases, the most com-
. monly used variation.was selected. ) i : .’
T s . .
Factor Analysis The factor analysis methods most commonly used are the method
of principal components and the method of principal factors. These two methods o
\ differ mainly in the values placed in the main diagonal of the correlation .

matrix---1.0 for principal components method, NHQCh results inlan analysis.of
all of the item varfance, and communality estimates fof princfpal factors meth-
od, which results in an analysis of only the common variance. Both.of these

procedures were used to analyze the 1ntercorre]at10ns between the test items
for this study. , -~ - ,

In ‘addition to the particular factor analysis procedure ysed for the
study, a correlation coefficient had to be selected for use in determining
the relationship between the items. Oftentimes phi-'coefficients are used for
this purpose, but the magnatude of the phi coefficients are affected by. the dif-
ficulty of the test ftems, sometimes resulting in artifactual difficulty factors. .
The common alternative to the phi coefficient in-fastor anafytiw work T3 the™ = 7
—————tetrachoric cofrélation. The use of this correlation also Jeads to.some difs g

ficulties due mainly %o the fact that it does not yield a product moment cor-

- .relation matrix. As a result the correlation matrices produced using tetra-
choric correlations are sometimes not posftive~semidefinite, resulting in the
failure of the factor analysis procedure to yield meaql?gful results,

L

. Because of these problems, both coefficients were used in conjunction .
" with the factor analysis procedures in this study. In additfon, in an attempt
to compensate for the effects of guessing on the test jtems ,, the four-fold

, tables used to compute the tetrachoric correlations were corrected for Quéss-

' ing using a procedure developed by Carroll (1945)., Corrected tetrachoric cor- .
retations were then computed:based on these revised four-fold tables. Thus,
the factor ,analysis techriques Were applied to correlation matrices deve]oped
using each of thg above three procedures. . - .

Once the basic factor loading matr1cesﬁwere obtdined using the above pro-
cedureg, they.were then rotated in an attempt to increase the interpretability
of the results,, Two Commoﬂly used rotation methods were selected: varimax and
oblimin. The r&tat10ns were performed after the number of factors was. deter-
mined us1ng the sgree techn1que

Vo o . , . _ ' o ., . .
Nonmetric Multidimensional Scaling The purposes of multidimensional scaling, e
. * as defined by Shepard {197Z), are "...(a) of somehow getting hold of whatever g ‘
. pattern or structure may otherwise be hidden in a matrix of empirical data and - A
(b) of representing that structure . in a form that is much more accessible to '
the human eye,,.Y. Since determining the underlying structure in a set of item
responses will reveal thé unidimensional subsets, this type of procedure was
. ", also used in this study . .
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The particular vj;31on of nonmetric muiftidimensional scaling used for )
this -study was the widely) available MDSCAL technique developed by Kruskal o
(1964), -This method map§ the items into a low“dimensional space in such a
way that.the distances bétween the|items in that space are monotonicalfiy re- .
jated to values of a simflarity coaff1c1ent applied to the items. Since only

the ordinal relation of fthe distances between the similarity coefficients is
used, many more coeff1c1ents are aflpropriate for. mu1t1d1menf)ona1 scaling
than are appropriate fog factor ani]jysvs Because of this Tact, and because
,q11I33§ correlations used with factor ahalysis have several probléms, such as the
effect of difficulty,level on the magnitude of phi coefficients and sample
size on the stability ¢f the tetrachoric correlation, several other similarity
coefficients were used in conjunction with the MDSCAL procedure. Particularly,
N coefficients that were|robust to gubssing effects were de€sired. The total
set of .coefficients uspd in onJunct1on with the MDSCAL procedure included:
phi coefficient, Yule's Q, Yule's Y, eta coefficient, approval.score, Kendall's
’ tau b, Goodman/Kruska LS ganma, . -and L1Jphart 1ndex L. . s
. 3 — .-

Frl

Cluster Analysis Cly ter analysis is another procedure that has the potentaal
for sorting items into unidimengional dibsets. This procedure also uses sim-
ilarity coefficients.as an indication of the distance between varaables,(1tems
in this case). Ttems that have high similarity are considered to be ¢lose
together and are, therefogg, clistered together. Those wjth Tow similarity,

‘ are considered far apart and aré not included in the clyster. :

*

S ¢ “Two different c1uster1ng aIgoratﬁms were used in theistudy " The first,
called simply CLUSTER, builds clusters one.at a time. It flrst searches for

 thg twb most similar {tems. These form the beginning of a cluster. Next the
item with the greatest sjimilarity with the items in the cluster is found and
added to the cluster. This procedure continues until no item has a similarity ,
greater than a pre-set cutoff value. At that point the two most similar items
not in the ¢cluster are found to. for% the ‘beginning of a new 'cluster. The
c1uster1ng procedure continues as above unt1l either all items are clustered,
or none can be found above the pre -set criter1on Tevel for 1nc1usion

o )

' The second c]us¢er1ng procedure used, called HICLUSTER, is a h1erarch1cal
clustering procedure, In the procedure, the most similar pair of items are
clustered and the pair is considered as a new item. Then the next most simi-

" lar pair are chosen and c¢lustered. This process continues until a1l jtems -
are,paared Thesg initial cluSters @re, combined to form larger clusters when
all points in ong &luster are paired with those in another. Clustering in
this procedure continues untfﬁ all of the 1tems are comb1ned inté one 1arge
cluster. ' . Y .

s 'Y . :

Since neitherof these twqurocedUres require any SpeciaT propert1es of the
similarity coefficients, all of.the coefficients listed in MDSCAL section were
used in analyzing the test items. " As with the "MDSCAL procedure, ‘it was hoped
that using coefficients that were not as dependént on metric information- wou]d, :
make the procedure 1ess sensitive to guess1ng and d1ff1cu1ty effects.
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Latent Trait Analysis’ Althdugh the application of latent tréi; models is not

usually thought of as an .item sorting technique, some-properties of the LOGIST !
program {Wood, Wingersky & Lord, 1976) for maximum lik2lihood estimation of )
the parameters of the three-parameter-logistic model suggest, that it might be
used to find items that measure 2 .unidimensiomal trait. Reckase (1979).has 3
found that items with high discrimidation pargmeter estimates from the' three-
parameter model tend te be from the same factpr This is not surprising since
Lord & Novick (1968) have shown the latert trait discrimination parameters-tg
be related to the loadings of the test items on the First prinCipal factor of

a test. Based on these findings jt was hypothesized ‘that repeated application
of the LPGIST program to a test, with low‘d15cr1mina;1ng items deleted after|
each stage of the analysis, would yield ajunidimensibnal set of items. There-
fore, this procedure Was also used to try to foﬁm homogeneous item sets. No

_ 51m11ar1ty coeff1c1ents were requlred for this procédure

" Data-sets Used 1h this Stugz

*\

In order to eva]uate the’ procedures listed above on the ability to form
unld\mensadza] item sets, types of data-sets were required. First, data-sets
with known dimensionality and well contré]]ed guessang fevels were. requlred
for an initial evaluation of the procedures. These data-sets were produced
using simulation techniques. Although these data-sets downot totally match

*
L I

. real data, the fact that they have knowm structure is very helpful for eval-
uating the 1tem sorting procedures.

-
-

The $econd type of data4set required is the actual responses of .individuals
to test dtems. It would be: helpful if someth1ng were also known about the
structure of this data-set, but accurate knowledge is seldom possible, Data
from the [owa Tests of Educationa] Development, ITED (Lindquist & Feldt, 1972)
were used to produce this data-set. More detailed descriptions of these data-
sets are given below. ' ) =

’ L4 .
-, : y #

Simulated ina Sets A1l of the simulated data-sets used in this study were
produced using a modification of a method developed by Wherry, Naylor, Wherry
& Fallis (1965). This method randomly generates z-scores to match any desired
factor pattern matrix using the linear factor analysis model. For the purpose
of this study, the z-scores generated for each item where dichotomized at
points corresponding to specified proportion correct difficilty indices to
form 0, 1 scores.  These dichotomous responses were further modified to re-
flect the effects of guessings ¥ a wrong response were generated, it was
changed to a correct response with probability equal to the gue551ng level
specafied for the item.

L

Data-sets with three’d1fferent levels of complexity were generated for -
this study. These included one-factor, two- factor, and nine-factor data.
These different Tevels of comp]ex1ty were required to’gain understanding of "’
the operation of the item sort1ng,procedures using simple data-sets 1nit1é11y,
followed by the analysis of more complex situations. " .
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. numerous one’ factor data sets to deter

© item sorting procedures to the multidimensional data-sets. In each case the

Guessing level and the distribution of item. d1ff}cu1ty were also varied

in producing theﬁe data-sets. Guessing levels of 0, .08, .15, .25, .35, .45,

.55, .65, and_.7b were uged in the study, Ho mal and rectangular distri- {
butaons of 1tem.d1fficu1ty were also used. The full set of data-sets pro-

duced, for this study are givén in Table 1, aiong with a label déscribing each.
Data were generated-for 1,000 simulated subjects for all data-sets. i .

o .
Cd

..':_ " Insert Tabie 1 about her{

. . N H . » »

Réal Data Sat Only ene real adta- set was produced Jor this study, This data-
set was constructed by ‘randomly samp11ng,33 items frbm the 69 items on the
Expression subtest of “the.ITED and Combining them with a random sample of 17
. items from the 36 on the Quantitative Thinking subtest from the battery. These
twe subtests were selected as being the most distinct. - It was hoped, there- .
fore, that the resulting 50 -item test would have two factors. The item sorting '
procedures were applied todthe data-set to see jf the two faqxors could be ‘
1denf1f1ed‘ , . ' . '
A . - :
. s . . t .
o T _Analyses )
- ] . x L [
' Two types of*ana]yses were performed on the simulated jand real data-sets
described above. First, the faur analysis procedures were applied to the
£1ne the effect of gu%ssang on the pro~ °
cedures in this relatively pure case. Data-sets with guessing varying from .
0 0 to. .75 were ysed for this part of the studyes The results of the ‘appli-
cataon of the item sorting procedures wére used as a basis for {nterpretation
of the further analyses on the multidimensional data.sets,

N ) o v

The secondg type of'anaiysis per formed was the applicatién of each of the

~procedures .were evaluated on their ability to determine the underlying struct-
ure of the data when guessing was a factor. Both simulated and reqi data-sets

* werg.used in; thag part of the study.

LY i . ,. ) . ,. » . B ..
4 Ce . Results g

tia TN

One,factor'bétd_ o : -

The f1r§t éﬁa1ys1s performéd was the application-of the principal compon-

' ents factor analysis techrdique to, the one-factor simulated data-sets, The

analyses’ were,performed on tetrachoric carrelations,. A total of nine data- -0
sets, each With 6Q items, a rectangular d15tr1but1on of traditional difficulty

and gu s1ng leveis.varying from 0.0 to .75, were' used for the ihitial analy-

ses, All.Qf the, items in the dataaﬁets were generated using a factor loading
matrix h§¢1n§ _9;lqadnngs for each item on the first factor and the remaining.
varaance attraputad to error.
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T iefFect of guessing on the size of th& first factor in the principal
compongnt analysgs of these data- sets is shown in Figuré 1. The plot shows
the perjcent of thtal test variance accounted for by "the first faGtor on the
test ag a function of the gue551ng level. The figuré also shows the KR-20
reliabillity for each test and the percent of.variance. accounted for by the
first flactor when data-sets generated us1ng norma11y dastrmbuted tradataona]
item difficultiesewere used.

From the figure, it can be seen that the percent of variance. gccounteﬂ *
for by the.first factor of thé data.sets drgps off fairly quickly with ina
creased guessing, The effect is somewhat greater for rectdngularly distri-
buted difficulty values. Note that guessing has a much smaller eftect on the
KR-20 statistic. The rebults based on phi coefficients had essentidlly the
same pattern, but with slightlytloweg pgrcentage of variance accounted for
in the,first fﬁctor. i ' R '
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The effect of gue551ngygﬂ/ihe factor pattern of thg principal component.
results can be seen in Tablp’2. The table presents the factor loadings for
‘the first three factorsuf the unrdtated solution derived from the tetra-

choric correlat10n5

. . : 1

Insert Table 2' About Here

- . .
The 16adings on the first factor,shown in Table 2 demonstrate two effects
present in all of the other factor gnalyses. First, the'10adings are reduced
from thgyfheoretica1 value of .9 over the entire-range: The loadings for o
;he easy items.show a .reduction tq the upper .70's Secondly, the. loadihgs
hard 1tems dramatically show the effects of gue551ng As the d1ff%

..

correct of .59. . . R
7 ; ' . T § -
The other two factors shown in Table 2 seem t6 be two guessing factors,
Factor Il has moderate positive loadirigs for the-moderately difficuit itéms
while Factor Il has moderately positive loadings fdr some of the Xery ﬁifﬁa-
- cult items, It seems that these two factors were required to a ount“ﬁff the
curvilinear nature of the guessing effect. The phi coeff1c1en£ feﬁuTtS were
similar, but with lower fattor loddings. Also, phi coeffictents resvlted in
difficylty factors defined by the very easy and very difficu , items.

N

.
- -

g’ items in. this test were arranged from hard te easy - :

. *

1
«h

-The decline starts at ar0und item 230, wh1ch haé a theoret1ca1 pera ;33'

-
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The factor analysis procedure Was also, run on the tetrachoric correlations

. obtained using Carroll®s (1945) correction for guessing, The f1r§t three
factors of the factor-pattern matnix from the prancapal component analysis
are Presented in Table 3. As can’'be seen from this table, the first factors -
are rlow closer in magnitude to the .9 used to generate’ the data. The guess-
ing effedt for the difficult itéms has also deminished. Further, the third
".factor no ldnger seems to be related to guessing. Thus, the correct1on for

guessing does seem to have some effect, but the presence of the second factor .

that still seems to_be related to guessing indicates that all of ‘the guessing
component has not been removed. . q . ) o i :

Insert Table 3 About;ﬁere;

) ]
- -

The MDSCAL and cluster analysis procedures gave conceptually similar re-
sults to that obtajned by the factbr anaiysis when applied tu the one-factor
data with a guessing component, but of .course the representation was_different'
due to the different form of the analysis model. The effect of guessing on . ..
'the MDSCAL results is shown’ by the dispersion of the hard items frém the
-tight grouping of the easier items on the test. 'Figure .2 shows this effect
for a 50 item simulated test with rectanguliar distribution of item difff-

choric correlatao Figure.3 shows the same plot_ when no guessing effect
was present’jn the| data.” For both plots, the items were numbered from h&rd
<to.easy with the low numbered items be1ng the hardi!tems
\ ' s . o " ‘ s v

. cu™ies and ,25 gﬁFSSing level. The MDSCAL analysis was performed on tetra-.

“Insert Figyres 2 & 3,About Here .

The CLUSTER and HICLUSTER procedures resulted in similar guessing effects
to those shown for the MDSCAL procédure. The 32 easiest items (wifh one or
two exceptions) were grouped together into one major cluster, while the dif-
ficult tems that were affected by guessing were included in severa] smaller
clusters, These smaller clusters were absorbed into the large cluster when
no guessing component was present. All of these results for the other Simi-
]araty‘coef icients ‘'were much the same so they haveé not been presented bere :
for the sake of brevity, .

The app11/ation of the LOGIST program to the.one factbr datagwith a guess- .

ing component gave very good results. The program gave uniformly high ésti-
mates for the discrimination Parameters, evenly spread difficulty parameter
estimates, and accurate estimates of the guessing Jlevel. This fact was not .
surprising since the data met all of the assumptipns.of ‘the three- parameter
1ogast1t model. Since.guessing4s built into this model, guessing effects
are of no concern. The program estimates the guessing 1eve1 rather than
havﬁhg the results distorted by a guessang ef fect.

.‘.,' . ‘ ' ;-8 ,
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B “Two FacforsDatd ) . St .

"The. real test of a procedUre des1gned to sort 1tems into un1d1mens10na1
sets is whether the procedure can recover the known structure of a set of
. data. The simplest data-set that can be used to: evaluate the. procedures is
' one that is composed of two factors of roughly equal siZe. Three data-sets
of this type were used for the initial evaluation.of the procedures used in
this study (SeelTable 1). AN three were generated using a factor loading
matrix that had.an itel factor 1oad1nd of .9 on one factor and a 0.0 )oading
on the other. Half of the items loadeg on the first factor and half on the
+ second. Rectangu]ar and normal distriputions of guessing were used’ The
guessing levels used were-.0, .2, and .25. .

*

*

- ' ) Under ‘the no gues51ng cond1t1on, ali Jf the procedures except the LLUSTER
procedure using eta coe(fic1ents did a good job of sorting the items into

} . groups based on ‘their membership on the two factors., In the case of the

" CLUSTER procedure using eta coefficients, many small clusters weré formed in-

) stead of two large ones. A similar result was obtained when the procedures
were applied to the two factgmmdata-set with normal distribution of diffi-

. .culties and guessing .component™®, and with an average guessing level of .2,

) A1l of the procedures except the CLUSTER procedure’using eta coeff1c1ents
could easily sort the 1tems into unidimehsional sets, i

1
When the two-factor data with rectangular 31str1bution of item diffi-
. culties and guessing constant at .25 was used, duite varjable results-were ob-
N tained. The principal component and pr1nc1pa1 factor results on tetrachor1c
" correlations were able to separate the two sets of items, but the Jredults were
. _ « not nearly as clear as for The previous two data-sets. .
h Figure-4 presents a plot of the items from the two factors in the space
‘. defined by two VARIMAX factors from the principal comppnent ana]ys1s of the
tetrachoric ¢ortelations. As can He seen from the plo§, the items from the
- two factors are arranged along the two axas ofthe solutili The more diffi-
‘cult {tems with a large guessing component are closer to the origin. The - ‘
closeness of the two sets of items in the area around the origin could indi-
cate possiblesproblems in item'ctassyfication under less optimal circumstances,

—pr W= "

‘a

>
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. : ' _Insert Figure 4 About Here -
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The results of. the MDSCAL analysis of this data varied in quality depend- -
ing on the similarity coefficient used, in the analys1s of. the data. The coh- L
, . figurations based on the eta coefftcient pproval score.,, agreement coefficient, '
' and Lijphart .index resulted in poor discr ination of the two factors present .
. " in the data, The. conf1gurat1ons based on the Yule's Y, Yule's Q, Goodman/Kruskal S
gamma, phi coeff1a1ent Kendall's tau b, tetrachoric cnrrelat1on and the tetra-
choric correlation correctedufor guessing were easily divided into the sets of
items for each factor. - Figure § presents a, plot of the MDSCAL results for the
two ditmensional soTutaon based on the tetrachor1c correlations corrected for
N guesslng . 4
o ' ' *

~ERIC .. o ‘9 B o




" Insert Figure 5 About Here g Co

ures.

The'cldsL
ing the items

The ma]

er analysis proqeﬂures'did not do nearly as.good a job-of sort -
into. the two sets as did the MDSCAL and factor analysis proced-
or problem in using the cluster analysis procedures was in de-

termining the number of clusters to use as a result.

epecafled for th g
most of the item
coefficients wi

When two clusters were
HICLUSTER procedure the approval score correctly classified
From eight, to0..22 items were misclassified using the other

| phi coefficients gfving pootest results,

It-is. 1nter~est1ng

.
’

% “that one of the Yorst ‘coefficients for use with the MDSCAL procedures, the’

13

approval score,

as the best for use with the cluster analysis proceduré.’

The ‘results of the CLUSTER procedure were much worse, with seve

to 37 itéms

misclagsified.
cult itéhs.

Mapy of the masclaSSIflcataon errors were for t§

e more diffi-

L4

. ' i' -

Tne, applicatton of the LOGIST procedure to 'the two factor data-sets ‘re.
sulted in very good results regardless of the difficulty distrifution and the
level of guessing. In all cases, the 1tems ‘from one factor had{high discrim-

e ination parameier estimates wnile ‘those fronfthe other had low farameter esti-
. lmates\ Tnere 'was no’ diffictlty in sorﬁlng the items into the tdo data—sets.
\

>

Based on tne rather stringent’ evaluation of

procedures us1ng,the two

th
factor data-set with rectangulayly distnibuted 1temcd1ffucu1t1e .and .25 guess-

onmetric mul 1d1mensuona}

ing level, it would seem that the factor analysis,
scaling, ana latent tralit amalysis have promise fo sortlng Ttems into uni-
aimensional sets. Clusfer analysis does ngt look promising becauae of tne dif
ficulty in determining the appropriateé number of clusters. The three selected
classes of procedures will now be further evaluated using a nine fictor data-
set. ' ton

¥ ' ]

¢ L.

Nine Factor Data - T ‘

in order to evaJuate two procedures using samulated data sét that had more/.

realistic propertaes tnan the two-factor datd-sets, a nine-factor data\set was
produced, Tiis data-set was.gengrated to have a genera] first factor.ith ;5
Toadings ‘for each item and eight other factors with .5 loadings for five or,

six .items and near zero loadings for all others.

Item dlff1CUlt1es and

ing ilevels were normally distributed for thiis, data-set,

The mean guessi

level was set at .2.

The test data was generated using positive loading

ﬁUESS-

A-on

the factors for all items since it was felt that the items on the typucaT
ability test were pos1t1ve1y correlated. :
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‘The principal component analysis of the nine ‘factor data usjng tetrachoric’
cérrelations resulted in a very clear. sbrtang of the item sets: present in.
tne data. After the .VARIMAX rotation was performed on the 12 fagtor princi-
pa] component so]utaon, each of the sets of five or six items waé well defined
by hign loadings (.60 to -.B0) on its own factor, A1l other loadings on the

sult, but with Tower overall magnitude of the factor loadings. Since a nor-
.o mal d)str1but1on of ftem difficulties was used for this data-sets, eliminating
~ »tne ftems of extreme d1ffiCultx“ no d1ff1Culty factors seemed to.be present in
’ the rasults. . I
i f ; - .
i —_ Most of the_applacatgons of _the MDSCAL procedure also did a good 3ob of
'sorting the items into un1dimensional sets. .As was tound previously with ‘the
two..dimensional data, analy$es-based on Yule's Q; Yule's Y Goodman/Kruskal's
gamma, KendaLl s tad b, phi coefficient, tetrachoric corre]a ion and cqrrected
tetracnor1c correlat1on ‘performed well. Those based on,_ tne greement score,

r

.

, sort the items, Figure 6 shows the results for Yule s.Q ind X 3s an -example
¥ of these results,”

.t i
. - . . . ]
. . -
. -

Insert Figure bphere’ R cL,

¥

0 .
. h. .

. , Applicat1on of the LOGIST procedure to the nine factor data also reﬁulted
! in an accurate sorting of the items inte the appropriate ftem sets, but the

procedure was long angd expensive in terms of-computer ‘time. "The 1n1t1a] cali= .

, eration of the items yae]ded discrimination parameter estimates for all“items
. in tne’.4 to :8 range. By deleting the items ‘with the lowest discrimination
. parameter estimates. and recal1brat1hg a unidamensaona] subset Of items was
eventually obtatned. - Unfortunately, 10 iterations of item deletions and’ re-
cﬁlabrations were requ?red to get ane unidimensional set, To totaliy sort
e items into sets, required a prohibitive amount of computation. Therefore
it 'seems that the LOGIST program dods nQt offer a viable item sorting.pro-
cedure when numervus digensions are ‘suspected to be in a test. LOGIST did

¥

accurately -estimates the guessing level Of the items, however, a fact that may
- % -

- prove useful in other situations, ) ‘ Sy

[3
»

_ITESD Oata o o

'The analysis of the two factdbr and ‘nine factorldata indacates that the
factpr analysis and nonmetric-multidimensional scaling procedures using tne
appropr1ate stat1st1gs did a good jab of sorting the ‘dichotomousl]y scored test:
items into undimensional. sets. Unfortunately, simulatéd data-sets never have
the same properties as real data, so the rgsults given above are only tenta-
tive. The procedures.must be evaluated using real data to 9165 a true indi-

' cat1on ‘of the1r wortn., - ,

1

Asﬁdescrioed Learlier, a real data-set composed of verbal expression and
quant1tat1ve 1tems fﬁom the ITED was produced from the f1 test batteny for

. »
' - . . -
Q } B I -0 . 11 ' o ’

- , ~ factor were below .20, The analysis of phi coefficients gave @ similar res _ ° ..

’. The approva] index, Lijphart's ind@x and the eta coefficient did‘not adequate]y L
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- tne purpose of perform1ng a rea115t1c evaluation of the procedures. The data- *
set produced was composed of 33 Expre551on items and 17 Quantitative items.

L Tnese/ two suntests yere. combwned to form 3 reasonable two- faqtor data-set using
N 1 rea} data. . - . . v . S a- ;
. oy .. Tne flrst analysis performed on this data set was f tor analy515 ‘of the

_-|inter-item phi, tetrachoric and- corrected tetrachoric co eIatlons " The re-
. gults of phe principal component and principal factor an qEl.yses of the ddta
.[were approximately the same, so only the VARIMAX rotation of the princiSa] com- ‘
. bponent results will-be discussed. The results of thisjanalysis were fairly
© . good. Twenty-two of the 33. Expression items were correcth classified, while
* 14 of 17 Quantitative items were classified together. Thus 72% of ‘the itéms
o were, correct]y placed into the comtent categories. .

. - -—

iy

The MDSCAL‘procedure d1d not. fair nearly as well 4n sorting the items in-
to unidimensional item sgts. 1ln no case could a ¢lear|distinction be& made be-
tween the conteht- areas Wegardless of the coefficignt Heing analyzed. The - -
procedure did tend to cluster together items from the Same.content area, but .
. . these c?usters;could not be identified without knowledge of- the dimensions ..
. emselves. F1gure A.shows the results of the MDSCAL procedure for the ITED
data using Yule's Q dtatistic. fs can be seen, the quantitative items c]uster
together, but it would be d1fflc It to separate the dontent aregs without §ome

- advancedq know]edge of the conte br°akdown. - ) .
- . . - : . - . L “ ..
. L ' e ‘ ' S
. . i " . " . . . -{ \‘ .
' . " Ingert Figure 7 about here < | - T
i - . L. . - - "e S A R
LA - . 1— ' ) T
- A ’ " | ¢ " 5l ] ) ] \ . -
o P s " D1scuss1on and Conclusion  ~ T
. - .
’ Tne purpose of this paper has been to exam?ne the capabilities of the ", .

various procedures for sorting items into unidimensional subsets. The pro-
: .. cedures_ingclude: factor analysis, nonmetric multidimensional scaling, cluster
analys1s,,and latent trait analysis. Both ‘simulated and real data-sets of
khown structure yere used to evaIuatd the procedures. .

The analysis of ‘the one- factor data-sets with varied levels of guess1ng
snowed .tie detr1menta1 effects guessing could have on these techniques. Guess-
* . ing reduced the ‘magnitude of the fattors in’the data and gometimes induced
. . otner” “guessing“ factors not related to ability or item gOntent: However,
tnese - detrimental effiects were not noticeable when it [ifficulty and guess-
+_1ng were normally, ‘distributed. Items of more extre‘ iculty were required
: befdre éuessing had a serious effect: . -® e

;Applacation of the procedures to the two £ and nine-factor-data-sets showed
‘that’ factor apalysis and multidimensional, s¢a iﬁng had promise as techniques .
. for sortifig items into unidimensional sets. . Cluster analysis performed well —
in some cases,-but was dropped from, con51desation because no good way was
Known to determine the number, of ¢lusters.” Laterit trait analysis also per-
formed welsl in some, cases, but the computational requirements of the procedbre
made it an lmpractqcal procedure for general use. -
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*The ana]ysis of the real test data showed that the factor analysis pro--
cedure was the-only one which coald do a reasonably good job of sorting -items
into unadimens1ona] sets under.realistic conditions. Although the MDSCAL’
placed ‘ttems from the same content area near each.other in the space defined
oy the procedure, it d¢id not adequately differentiate the items in such a way, -
phat they,cauld pe accurately classified, Thus, to 3he extentsthat the re-
sults,of ‘this Study can be generalized beyond the simglated.and real data-
" sets used, .factor analysié.stl11 seems to be the methobs most capable of sort-
ing 1tems Jnto” unidimens1ona1 sets, .
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culties: N orR meaning normal or retangular, respectively, Following the ,
.. period, is g8 or NG standing for tonstant or normally distributed guessiﬁg. .
» The finalfo digits give the guessing Jevel. The values given aré the’” .
guessing level for. CG data -sets or the mean guessing lavel for NG data- set.s. .
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. | Table 1 )
. List of Smmulated‘*DataeSets . L toe
- 'L; 5 - . 's-/;‘1 Ef‘#
- e . , L e - A
Dimensio‘n_ality ofht)?t'a.Sei_:_’j, e Label* * S I;‘:.-. h_

*

2-Factor

9-Factor

SD150N.£GO0; smsoa €600, SD15QR. ceos

. 'SD150R. 615, SD150R. Nalgvsmsoﬂ 615
SD150R.CG25, SB150R NG25; SR15
SD150N,CG35,. SDI56R’.CA

SDI50R.Cad5. SDI50N.CG55, SDI50R.CG55

SD150N.CG65, SD150R,CG65, SDISON, CG?5
SD150R.CG75 , - , .

" SD250R, CGOO SDZSON NGZO\ ,SD250R, CGZS

T,

SDQSON NGZO

P

.

*The 1abel of the* data set descﬁbes the d“ata-set

“The- first- two letters.

stand for simulation data. The next three or four digits tell-the number'
of | faétors and the number of items. A1) dala-sets coptaim 50 items, The
" letter foliowing.the 50. tells the distribut{on of twaditional. item diffi-
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Yol e S ' RN T '
' . . :.'r . Table 2 L “‘___- ‘ " '
A aFactor Pattern Matr'lx for a Threg-’f-factor Pmncrpal Gomponent
. Cm . *
) _r Solutwn fo Data-Set SDISUR 0425 - Qe R
R . & . .
Ttem A Factor \
£ LT T ‘e 111
/ 1,00 06 13 3
L2, 0 ' . 09 .- - 23 - 07
3 . .. 17 : 15: 36
4 e 124 . 29 42
© 5, W5 o 207 : 6 - 31
b : 25 25. 19
Aol vy 30. 27- 38
8 . 28 43 05
, 9 . e 41, 23 . 37
40 T * 39 t31 . 32
4 iyl . 53 257, 14
; 12 - .. « 49 l‘\ 33 ' 18
v 13- o T 47 . 36 -14
14 co b 54 : 32. . '14
15, SR ~55." 40 -03
", 16 . . 63. -01

£y -

[ IO I ol ]
O W 0~

‘
.

[}

—

"3 LN |- 210
A 7 06, ;=21
33 .77 -09 SREPRRITR

. L -09 - -
36 . - 81" . =18 . -0f %,
37 VA ‘ -08 o/ A
.38 ~ 78 -14- ~ -10 -
39 Ly @ ,., 18 -20 ¢ v -13 \
40 : 78 -5 -05 | .
a1 . ¢ .17 N Al
. VANEN : 77, @ .23 -05 .

'_',.‘ ' 66 b )
L

76%%

- 79 -
: - - ?5:0'

B a 63"

'g - - .

-

- ¥

| i6

o1
Rt

-07.
-19

A S N
o 06

RSS!

5_ N "13;
9
17

-09 N

. .18

01
13
0l

E S
19

a:.-\: . 1?
' ¥ ‘02
.. 55

L3

: - Values are

-

= ' " - . . - - . i
'tl?g"sented without decimal points.for an unrotated solution,
o -t R )
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v Fl iyl
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R P 57 .

L. . ' o ‘- e, . . '
SR T,ab“le 3 : ‘ , f g
Fattdr pattern: Matrix foi' a Three-Factor PrincipaT Component ,f
Solut"lon for Data-Set SDISOR €625 Corrected for Guessing .
! ' e )- )
PR . L -1 Factor - e
M 0 ."{ Lo I +! I_I L] I_II_ '
- _* ‘:. “ n " .
. . . 64 . o 75 117 . .
. 78 .92 -35 .ot
uL ' ] ) 99 . R 48 -QL-UZ v
4.\ ; .66 . 63 =42
P Y T 69 . 05
. 75 30 -16
. 91 - 14 o 2)
T 64 51 . -51
- 90 . 09 19
. . 72 33 .19
100 - ©-06 .
95, 8 -06 © .15
- v 79 -01 -33.
; 95 12 <02
& . 194 10 . {-_{2]2 g
-~ 100 00 =22
80 - 17 p9
. 98 ©L -4, 09 ..
87 19 . D5
93" .13 - 4
-82 13 . 04
hd 93 20-:: 00.)
- ) 86 19- ¢ 26 .
) 97 ) 03 N LR
93 . 08, 01 .
Y . » '90 - "‘-01 ' 18
.89 06 15 .
96 00 1r -
91 12 . =02 .
. 91- 02 =37 - -
. 92 -08 ' -19 e
- e 84 ¥ . “14 ! -31 .4 / ..;5
‘ . 88 RS S 36 . -
) . . 91 ' -17 . 07- ' s
- 82 -43 . 19
T 90. -48 -18 ,
92 T 14 06 °
- 87 - + .=22* =047 i
- 88 =17 -12
- . 84 54 -12
AN 86 -13 S VAN
N gg © 23 -16 -
87 ° ~46 -13 . N,
44 " - 93 -14 29
86 4 . -2 16
. 88 | -29 -36
. 94 . ‘%03 16
95 «43 . 02
85 7. -1 v =13
72 ) : -52 . 66
: Factor loadings are présented without-decimal points:
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