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L Hezood for Comparing 7 oot 3izficultie

Introduéti:n

How can the difs-:e=ic.. {means) of two cormtent-pzrall.l touzs be compared
1f such teste differ = mezm chance ccores or test lengtiz. ¥c  =—mmzle, the
means of a 100-item i ur-choice mul! lnle choice test znd :© =zont  :-parallel

150-item true false tes: cannot be -ompared meaningfully. Thair :-:zance scores sre
25 and 75, respectively, and theilr _=ngths are in a two ¢7 thre: zatio. When
administered to the same o0t zandomly equivalent groups, -=st reliabilities and
validity can be studied =irec:iy, ~ut test difficulty cam—u: .= addressed using
the mean raw scores.

When faced with this proilex. scme researchers hava mac: iinappropriate
cdmparisona which have ylelded inz—curate conclusions while otners have simply
identified the lack of comparzbiliz7 without drawing conclusions. Studies by
Ebel (1978), Frisbie (1973, 1974), and Mendelson, et al. (Note 1) are examples of
research aimed at disccvering differences in properties of contente-parallel tests
in which item format vzried. A study by Hughes and Trimble (1965) illustrates how
some researchers vary the nature of distractors in multiple choice items which also
vary in ;ﬂé number of choicas per item. Item format has been used as an independent
variable iﬁ studies where another independent varisble may be confounded with item
format. Bensor and Crockei (1979) and Huck (1978) both represent examples.

In view of the obstacles to comparison presented by chance score differences
and variablility in test length, Frisbie (in press) proposed the use of a relative
difficulty ratio (RDR) as a method of representing test difficulty. The RDR is
simply the ratio of 2 teat mean to the ideal mean, the point midway between the
perfect score and the mean chance-acore for the test. The multiple choice and

true~falgse tests referred to above would have ideal means of 62.5 and 112.5.
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These meensg ¢ - ideal ip cix semse taat, for mmme-refersnced purposes, the overall

ciseriminatice -apabilities of -ihx tasts zre =maximlzed. A convenient scale
crangformatiz=: can be mppli=d -5 the hzzic definitiona® formula of RDR to arrive

a2t the compu=ctisnzl formuel: which arcears as 2quation _ae. The value of RDR

using equati~ e, whep X = 70.5, K = lCD,'E; = 62,5, I -3 the number of items,
WE = (X - :‘13 ® - Xp) )
and E& ig thtz2 1deal mecz. wrzii = .213. Pocitlive valuez of RDR are associated

with tests which are too eer— anc :zzative vail.2s are ascocizted with tests which

are too difficult in the norr-v=i:remced sense=. The RDL Zot & tests which are

conparable in content could .z = ed to de—=rmine the reistive difficulty of

elther.

A significant limitatics of =g the RDR statistic for judging test difficuley
is that samp;ing fluctuatiorn iz ——red. The RDR ie strictly descriptive;
probability statements about crosz—rm=d differences being atatistically‘significant

cannot be made because the Theorsr=cal random sampling distribution of RDK has not

been identified. Another Iitmizo—=m of using RDR to make inferences is that the
RDR scale is an uncoamon cne; o _Hifferences are less easlly interpreted than raw
score differences.

The purpose of this -zm=r ==:=> desecribe a method for transforming one of the
raw score scales so that = infzrr—ial test of mean differences can be accomplished,
though the original raw score scales vary in mean chance score and/or length.- The
transformation uging RDR overcomes the limitations cited above of uasing RDR alone
to make inferences. In addition, though the transformation is linear, it doea‘not

accomplish linear equating as such equating is classically defined.



Theoretical Development

For purposes of illustration, we assume that two tests, A and B, have
been developed go as té be content parallel in the general cor specific sense
(i.e., items were written from sampling the same éopulation of instructional
objectives or items were written in one format and thén converted to another
format). Furthermore, A and B are choice-type tests with different mean chance
scores (l.e., the number of choice options varies) and unequal test lengths.
The problem is to statistically test the difference between the means of A and B,
derived from administering A and B to the same group or randomly equivalent groups,
To do 80, the scores.on Test A must be convérted to the Test B score scale, or
vice versa. Then we can choose the appropriate statistical techniqué (e.g.,

t-test, ANOVA) in normal fashion for testing statistical significance.

The Transformation

The scale transforimation begins with equation 2, the RDR of the test scale on
which the transformation ié to be performed, Test A. The RDR for Test B can be

(2)

RDR, = (R, - Xy )/ (K, =~ Xp,)
expressed in identical fashicon Ly uw@ing the B subscript instead of A. RDRB can
be rewritten to solve for iﬁ as shown in equation 3.
Ry = WRy (% - Kpp) * Ty ©
If test B were to yleld an KPR equal to RDRA, what would the mean of Test B
equal? The mean of Test A can be transformed to the Test B gcore scale by
substituting RDRA in equation 3 for RDRB. Equation four represents the transformed

mean, Xé, where the prime denotes a transformed value.

X v ROR, (Ky - Xpp) + Xy %)

Ut



To arrive at a computational formula for ig, equation two 1is substitut

equation four to yield

p = (K, = X)) (K - Xpp) + ¥y
(K, - Xp,)

Through multiplication and algebraic simpiification equztion five can be wri .=

as shown In equation six.

- Xg = Xy | &g - Xpp) R (KyXpp - Kp¥py)
(Ky = Xgp) (Ky - Xpp)

Equation six is written to show that the transformation is linear;
the mean of Teat A is multiplied by a constant and an additional constant i:
added to that product. All scores on Test A can be converted to the Test B
score scale via equation six by replacing i% with Xé and EA with XA. Equat: .=
seven shows that the standard deviation for Test A can be converted to the Tz %
scale by dropping the second term of equation six.
Sp = Sy | (g - Xpp)

(KA - XIA)_,

]

The mean score difference, §£~ i%, can be tested for statistical sign——"-=ance
using whatever procedure would be appropriate had A and B not had differen~ —s==n
chance scores or test lengths., The appropriate standard error can be derived iIrom

SB and Sé or from the Test B raw scores and the transformed Test A raw scores.

Assumptions

The assumptions made in transforming i# to i% include those associated with
RDR (Frisbie, in press): (1) a wrong response to an item is a random guess from
options in that item, (2) dichotomous scoring is used, and (3) there is only one
correct answer per item. In addition, if Test B is longer than Test A, the

transformation of XA to xﬁ requires that the assumptions associated with the



far . .!ar Spzzwman-Bror rophecy Formula be applis: to tzz "= . That _s,
the w.eoretizally-len:ima-=3 test add8 items which are gczilent ir -ontent
ang _ifficuity tO the <T=izinal items and the added length w-o-d =.:  ==tribute

to crzminee fat-gue ¢ zzore in examinez Psychological zz:

-hough :tn=Se 43Stz ons are commonly made in psychom=tric @ .ezrch,
the z:rst, rm=7ding r=-nm guessing, 18 troublesome to mary =& - .rer=a-

Specis_ists. MWMY WOL_: 2y that the assumption is unreascmzilis seczus2, in
Practice, it .: alway: riclated. Yet in making {tem format cimicriscns using
RDR, this zsz.umpmion o applied systematically to both tests -zeing c-apared.
Taeve 4g 1i- .= Teasoz -o expect that the effect of violatin' the rzzdom
8uessing ass-—71f=0n Wiz_d be much more influential on one 1t-: formz= than
another. |

Further .s5tmpti=2s may need to be made, depending on the variabiiity
of scores ez umber = itemg on the raw score gcaies to be compared. TFor
example, nezz..ive num>ers may appear on the transformed scale if highly
variable scc=es on a long gcale are transformed to a relatively short scale.
An interval measurement scale must be assumed in guch cases. Negative score
Vaiues can be avoided by applying the transformation to the set of scores having
the smallest amount of variability. Non-integer values of .transformed scores

Should be retained so that precision is not lost if statistical tests are performed.

Discusgsion

The RDR transiormation is a linear scale conversion method but not a linear
e€quating method in the clagsical sense. The transformation 18 used with non-
Parallel tests, tests which may differ in both item format and length. The

8oal of the transformation is not to “'equate” for differences In test difficulty.
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The conversicn r-ocess is n¢ Intended to yield equivalent scores as 1e zight
acconmplish by 2r-:loving line:- o= equipercentil : equating (anghoff, 1271}). The
purpose - ths /2R transform:=:zior is to convert the raw score scale Zzom a given
test 8o 2t T u: new scale hzs th same mean chzace point and the sam= rznge or
length ¢ - :th: rzw score scal:s fr:=. 1 second test. The goal is to eliminate
differe—: »° n=sging chance fac . .~3 and unequal test lengths asg competing

explane=Z-nz ‘or why two test mexun. are different (or the same). Though some

researc:vc -2 used a cor~ectr—n Ifor guessing to address the chance score
problez. thi z st length proble:s 7 :iill remained unresolved. The correction for
guessizng; scl: _.on is gemnerzlly . z88 attractive solution because, if examinees
are in -rmed .cout the correctiz=, risk-taking behaviors and differential guessing

or omi= ing zrrategies tend tr i:itroduce sources of score invalidity. The use of

the RIT trans”ormation require: no'special scoring and no special directions to

examir: 23 znd it accounts for -=3¢ length differences in the measures to be compared.
T-a data in Table 1 are z=rtificial scores used to illustrate an application of

the RDR transformation. Assume that Test A has 12 four-choice muliiple choice

items, Test B has 18 true;false items, and that these tests were aiministered

[Insert Table 1 About Here]
to chance halves of a group of 20 examinees. Ignoring the RDR transformation,
a t-test of the difference, X, - X

A B’

degrees of freedom. This result leads to the erroneous conclusion that Test A is

ig significant at o < ,005 with nine

more difficult than Test B.

On a purely descriptive basis, the RDRs shown in Table One indicate that
Test A is slightly easier than Test B. The equation at the bottom of the table
is used to calculate the mean for Test A as it would appear on the Test B scale.
When the difference, iﬁ -~ iﬁ, is tested for statisticcl significance, the

result (t = 0.261) is not significant at a reasonably acceptable level.



The conclusion that Tests A and B do not differ in diffi-ul:zy for thz population
under coasideration is warranzed because the mean chancs= score difference and
the test lengih difference have been adjusted by the RDI. tTansformation.

The adjustments made by the RDR transformation are zc "ential when

investigating the effect of item format on test difficu_t . If guch an =ffect
exists, then its impacc on validity must be determined. ' :st measurement

practitioners assume that objective item formats are interchangeable; i.e.,

it makes no difference if multinle choice, true-false, wr mstching items ere
used to measure achievement. If these formats do hav: a iiffereniial ezZect

on validity, then the circumstances under which zach .3 optimumly valid need

to be investigated, Such studies could begin by applwing tne RDR trans:iormation
to item difficulties. The formula for item RDRs (Frizbie. in press) cz= he used
to derive item level calculations analagous to equaticns :tZzree through Zive
presented above. If item RDRs were to yield important difiZzrences, case study
methods might be useful for investigating the test taking process variables

which contribute to these differences.

(o)



~Fm

Table 1

Illustrations of the RDR Transformation

Test Scores

Statistice XA Xﬁ XB

10 16.4 18

10 16.4 18

10 16.4 18

9 15.7 17

9 15.7 16

8 14.9 16

8 14.9 15

7 14.1 13

7 4.1 12

7 14.1 7

K 12 18 18

X 8.5 15.3 15
s 1.26 0.976 3.50
RDR .222 .222 .143

iﬁ (.222) (3.5) + 14.5

e
oy




Rezerance Notes

1. Mendelsoa. M. A., et al. The effect of format on the difficulty of

multiple-completion test itemg. Paper presented at the meeting of the

National Council on Measurement in Eddcation, Bosgton, April 1980.
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