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Abstract

P i ract
Problems were presented to 13 subjects in which letters were to be
added or subtracted {(e.g., B+ D=7 or F - ? = D). After each
problem, each subject gave a retrospective Iirotocol indicating the
way in which the problem was solved. Models of performance by
each subject in each experimental seéssion shared major properties;
choices by all subjects depended on a few features of the problems.
Individual differences consisted in the features that were included in

a subject's choice procedure and the criteria applied in choices based

- Ny

on the features that were used.




INDIVIDUAL DIFFERENCES AND SELEGTIVE
PROCESSES IN COGNITIVE PROCEDURES

James G. Greeno, John G. Greeno, and Charles A. Perfetti

Learning Research and Development Center
University of Pittsburgh

Many analyses of cognitive procedures are composite models,
based on trends that are observed in performance of groups of sub-

jects. Occasionally, models have been fit to data of individual subjects,

.using trends that are observed on a heterogeneous set of problems.

" In these studies, various models are formulated, representing differing

ways in.which a task can be performed. The models inply different
patterns of difficulty in the set of problems given to aubjebcte, and data

in the form of latencies or freauencies of errors are use.d o sslect the

~model that test fits the data that are obtained. However, in relatively

complex tasks it seems likely that individuals p-e_:rforrn according to
different procedures, or thata 'éingle individual uses different proce-
dures to solve different problems. To investigate differences between.
procedures used by different’individuals, or by a single individual on
different problems, it is helpful to obtain more detailed observations,
such as thin.ki-.ng-aloud protocols, that make it possible -to_identi.fy the

procedure used by each subject on each problem.

Introduction

The task that we examined involves arithmetic problems presented
using letters of the alphabet. Procesaes involved in doing arithmetic

the ordinary way, with numbers, have been studied e'xtensiVely.; In

several studies, measurements of latency have been the basis for
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by a variety of procedures based on counting. For simple addition

concluding that simple addition and subtraction problems are golved

© problems of the form m + n = ?, the model that agrees best with

latency data is one in which a counter is initiated =t the value of the
larger addend, and then incremented the number of times indicated

by the smaller addend.. This model implies that latency should be
approximately a linear function of the smaller adciend, and this agrees
with data obtained with adult Bubjects and fifth-grade subjects (Groen
& Parkrnan, _19?2) and with' some preschool subjects who were taught

- 1O Toy th addends, but who apparently invented the procedure of
‘E' . -
coun from the larger addend during a series of practice problems

(Groen & Resnick, 1977). For simple subtraction problems of the
form s -n=2?, a mixture of procedures is apparently used. According
to one rnodel, a counter is initiated at n, then incremented the number
of times needed to reach 8, and the answer is the number of incremerts
that occurred. According to a second modeil, t-:he ;:ounter is initiated

at ":_3_= then decremented a number of times equal to n, and the answer

is the value reached by the counter. ({An alternative is to start the

"counter at a trial value a few numbers below 8, count up to s, and if

the number of increments equals n, report the trial value as the answer,
otherwise adjust the trial value appropriately.) The first model implies

that latency should be approximately a linear function of the differences

' between 8 and n; the second model implies that latency should be approx-

imately a linear function of n. Data obtained with second- and fourth-
grade subjects were fit best by a regression line where latency is a
function of the smaller of n and g ~ n; that is, for most subjects the
procedure that was used for a given problem was the one that involved
the smaller number of increments or decrements (Woods, Resnick,

& Groen, 1975). In Groen and Poll's (1973) study of third-grad:e
subjects solving missing addend problems, latencies on problems of

the form m + ? = 8 were consistent with the findings for eimple

v



subtraction problems. Latencies on problems- of the form ? + n=3s

were not consistent with any simple model. . -

The letter -arithmetic task that we studied is analogous to ordinary
arithmetic. For example, for the problem B + D = ? the answer is F,
' which is two letters (B) beyond D. For the problem G -~ ? = D, the
answer is C. (D is three letters [C] before G.) This task can be done
using a variety of procedures and the general approach used for a prob-
lem can be reported by a subject. For example, after solving B + D = ?.,
‘a subject can easily report whether the solgﬁon wan obmi.ned- {(2) by
translating B to 2 and D to 4, finding the numerical sum, 6, and then
translating back to'a letter; or (b} by translating B to 2 and countxng
up that number of times in the alphabet, startxng with D; or by some
other method. On the other hand, although letter-arithmetic problems
are complex enough to be performed by differing procedures that seem
available to introspection, they are simple enough to allow quite a large
number of problems to be pexformed by _individua‘yl‘subjects_.‘ This per-
mitted us to obtain enough data from each sﬁbject to allow inferences
about the procedures used by eacl.a subject, and for ;ubjects who'-used_
a variety of procedures, to identify conditions in problems tl;at' influ-

enced selection of procedures for the various problems,

Our decision to study the letter-arithmetic task was motivated
partly by an interest in a more detailed study of processes of solving
simple arithmetic problems. Difficulties of obta:.m.ng thinking-aloud
protocols from young children made it seem desirable to use a i;ask in
which adult subjects .could provide useable data. It seems a reasonablé
conjecture,. supported by results cited above, that'children's s_q}.utions
of addition and subtraction problems depend on their knowledge of the
ordered sequence of numbers. Letter-arithmetic might provide an
analogous task for adults, since our knowledge of the alphabetic sequence-

is strong, but we have not acq‘tﬁred an elaborate set of relations on the

‘\I




alphabetic sequenc‘e as we have on the numeric sequence. We also
hoped that analysis of processes of solving a variety of problems,
including addition and stiiraction sentences with unknown terms in
ali three positions, tmight shed some light on the process of compre-
hension involved in aélection procedures to solve problems i-equi_ring

different operations.

Arithmetc Methods

There are several possible ways of Qolvmg problems of addition
and subtraction with letters. The mocst obvious method, for someone
who knows ordinary arithmetic well, is to translate each letter of a
problem into its corresponding nu.rﬂber, perform the operat:i.oi: of .

.addition or subi;raction thaf is called for in the problem, and finally
‘translate th; result back into its corr-esponding létter, which is the
answer. This is shown as a flow chart labeled Method I in Figure 1
for problems requiring addition, and in Figure 2 for problerhs requiring
. subtraction. In these a;1d later flow chart representations the input

‘pre'sumea' a notation that varies among problem formats. For the
methods shown i;n: Figure 1, m is the first addend given in an addition
problem presented with a plus sign, but if the >rcblem has a minus
sign with the first term unknown, m is the term to the right of the
equal sign, For exa.r:nple. the problem B + E = ? would be encoded
with m as B and n as E; hpwever, the problem ? - B = E would be en-
r.coded with m as E and n as B, In problems requiring subtraction, the
notation must specify which term,is to be subtracted from the other

- and the larger te:n'n is always encoded as s in the notation of F1gure 2.
Another no..a.t:.ona.l matter concerning Figures 1 and 2 is the use of
arrows in the boxes representing operations. The arrows denote
assignment operations in which a variable is giver a value. For ex-

ample, the fourth box of Method I represents the operation of adding

-

the numbers x and y and assigning the result as the value of z. -
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METHOD I
g

Input
m.n

v

TMte:
Number (m)—«xx

v

Translate:
Number (n)—>v

Add:
X+y—»z

!

Translate:
Letter (z)—»2a

.

Report
Answer: a

bi

METHOD II -

Input

m.n

=

Choose:

Larger (m.n)
—_—ta

(Smaller (m.n)

—Db)

‘Translate:
Number (b) —+ X

L

Set: 0—»y

no

Increment a

h

Increment v

e

Report
Answer: a

Figure 1. Methods for solving problems: m+n=? and ? ~n=m




Translation operations are represented as functions. For example,
the second box of Method I represents the operation of finding the
number that correspondé to m and assigning that number as the value
of x. The operations of adding and. subtracting numbers are left un-
analyzed here. For adult subjects, these y_.ﬁroba.bly involve relatively
direct retrieval of stored information, although the time required for
retrieval seems to depend on the sizes of the numbers involved in the

retrieval (Groen & Parkman, 1972).

Method II in Figure 1 solves problems requiring addition by counting

‘ up from the larger of two ad_dends. The main part «f this processor is

| a counter that can be initiated at any letter a.lnd incremented to give the
next letter in the alphabet. This is done in conjunction w:.th a numeric

' counter so the number of increments is known. Suppose the problemn
isE+B=.. E and 1 are encoded as the values of m and n, respec-
tively. The larger addeqd; -Z'B, is identified; the.smal.ler adde:.d, B, is
tranalated to its correspoqdiné number, 2. The alphabetic counter is
initialized at E, and the nu.meric‘ ‘counter at zero, Then both ar;a incre-
mented until the numeric counter -r.éaches 2, and the letter that was
reached is the answer. Subjects ofteh'-use their fingers in using this
method; for example, saying "E, F (firsi.fingerf: G (second finger), '

" .

o

A closély related method for subtraction éi"c:_blems is shown as
Method II in Figure 2. _ Here the counter is used to find the length of
the interval separating two letters, The letter that is to be subtracted
ir identified and is used to initialize the alphabetic counter. The
numeric counter is initialized -at zero. Then the counters are incre-
mented until the alphabetic counter has reached the other letter in the -
problem. The number of increments that occurred is translated into
a Jetter, which is the answer. For example, if the problem is E - B =

? , the alphabetic counter starts at B, the numeric counter starts at

6
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METHOD I METHOD 1

Input . Input
s, m o s.m
Translate: | 3 : - Set:
Number (5) —»zZ ) . m-»a
‘L' ) ' ; _ -lgh
Translate: - Set: O —6'x

Number tm) =y

!

Subtract: ' oo L
Z—y-»x . _ Increment a

- Translate: ' ’
1Icrement x
Letter (xX)—»2a s I men

v

Report .
- Answer: a ‘\
L _ . \
\I
k . Translate:
Letter (x)
» ""b
' . Report
Answer: b
Figure 2. Methods for solving problems: 7 + m = s, "n-_l + ? =s5s — 7 =m,
ands —~ m = ?  -‘—continued— K
7




METHOD mI

. METHOD 1V -
. Input ’ Input
S0 s.m
: Tra:islate: A . Translate:
Number (m) —»y i -

Number (m) —»y

e ¥ v

Estimarte: ..

. Generate:
y before s —»b Sequence before s
. { ] =, rp.. . r . s)
. Sert: b—>a . - l - -
} J Set: s—»2
] Set: 0 —»x o AT
: 4 Ser: 0 —»x
P .
T ]
( Increment a ‘ T *
1 - . " Decrement a
. . ,& - :

' Increment X,

Increment x

Report
Answer: o
1
- . Estimate: 1 Report
Increment b | | pefore b —»b Answer: b
| )
Figure 2 (continued).
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zero. Each counter is incremented until thie alphabet counter has
reached E. The numeric counter will have reached 3. Three is
translated to C, which is th= answer. Fingers are often used here
also for the numeric counting; for the example, "B, C (first fingﬂer).

D (second finger), E (third finger), C1I1"

A third rnet_:hod for subtraction is shown as Method III in Figure
2. Thia--;s eciﬁivalent to counting backward to find the answer, but
our introspections, as well as those of the subjects who were in our
experiment, suggested that counting backward in the alphabet of letters
is difficult and infrequent. Note that if it were possible to count back-
ward, a method for subtruacting would be like Method II for addition.

, Thejletter to be subtracted would be translated to a nummber, and the

alphabetic counter would be decremented a number of times equal to
that number, .For example, for H -'B = ?, "H, G (first finger), F
(second fingex_-.), "F'1" Without the capability of counting backward, a
:sirste;m can begin a forward count at some reasonable i::oint ahead of
the ta:rget letter and see whether the interval turns out to be correct.
For example, for H - B =_?, the letter to be subtracted, B, is trans-

lated to 2. 'Then an estimate is made--it might be E. The alphabetic

-couuater is _initia]:ized at E and incremented. After each increment,

two tests are made: '"Have I reached H? "' and "Have I made two incre-
ments yet? ' For H - B= ?, starting with E, two increments will
occur first. In the .version of Method III shown in Figure 2, a'ne;r
startiqg point will be chosen by incrementing E to F, and testing that

possibility. "Therge are plausible alternative remedies to t_hose shown

in Figure 2; for example, the discrepancy could be coiuited and used

to adjust the initial trial letter. Another plausible idea is that if the
initial try is wrong, another method, such as Method I or Method I, -,
could be used to find the answer. However, thée basic method of

estimating and testing is the characteristic that ciisting‘uiahes Method

III from the othér methods.
i - >




We anticipated the occurrence of Methods I, Ii, and III on the
basis of our own introspections and earlier work (especially Woods,
Resnick, & Groen, 1975). An additional method was used by subjects
in our experiment often enough to merit showing it. The main innova-
tion is a mechanism for generating 2 short sequence of letters that can
be recorded in working memory and used as a way of locating the letter
that is in a specified position. ‘It is apparently difficult to count back-
ward in the letter alphabet by retrieving information from long-term
memory. However, if a short sequence of letters is put into short-
term memory, it seems easier to determine which letter is in a
specified position. For example, to solve the problem H - B = ? using
Method IV, B would first be translated to 2. Then a short sequence
would be -.generated, perhaps "E,-F. G, H.'" With this seguence at
hand, the Bys‘te;n would find the letter that occurs two positions before
H. In the_version shown in Figure 2, this is done by counting backward.
Note that this method can fail. The sequence that is genera:ed may
-‘not be lopg enough to contain the answer. Figur; 2 does not show a
recovery procedure for this eventuality. One possibility would be to
try again with a longer sequence. A more likely possibilil,’ would be

to use a different method.

Experiment

Given a variety of possible methods for solving problems in letter-
arithmetic, it seamed worthwhile to cbserve a few subjeéts; to see
‘whether there would be stable individual differences and wﬁether_
different problems would be solved in reliably different ways.

LN

Method .

Materials. A set of 27 problem pcts was constructed. Each

fact consisted of a triple of letters including two addends and their



sum. The first nine letters of the alphabet were divided into three
subgets: small (A, B, C), medium (D, E, F), and large (G, H, I).
Each of the letters in every subset was.combi.ned with one of the letters
from each subset to form tl';e 27 problem fac¢ts. Thus, there were
three facts having the first and second adderds from the small subset,
three facts with the first addend small and the second medium, three
facts with the first addend small and the second large, and so on. The
individual letters occurred with approximately equal frequency in the
27 facts, ‘ i

Each of the problem facts was used to form six problems. Denote
the two addends as m and n and the sum as s, The six problems then
have the forms: (a) ? + n = s; (b)m +? =s;({c)m +n=17?;(d)? —_r_1_=_r£:_‘
(e) s -? =m:;and (f) s -n =?. A total of 162 problems were constructed

from the 27 facts,

The 162 problems were divided into three sets of 54 problems each.
Each set of problen;s had nine examples of each problem form, and an
approximate equalization was made of the occurrences of the various

letters in each set.

Design, subjects, and procedure. Subjects were 12 University of

Pittsburgh students ‘who received course credit in Introductory Psy-
chology for their participation. There wure two conditions with six
enbjects run in each condition. In one condition sﬁbjectsr gave thinking-
aloud protocols while solving a gét of 54 problems immediatély after
being introduced to the task.. Four of these six subjects returned for

a second experimental session the fouowixlg day when they received a
set of le practice problems and then gave protocols on a second set -
of 54 preblerns. Subjeéts 55, s86,. 87, S8, S9, and S13 were in this
condition, and thus gave a set 6f protocols before having a session of

' practice problems., Subjects S5, S6, S7, and S9 returned for the

second session, and thus gave a second set of protocols-after having

RS 3§




practice both on -the initial 54-item problem set and on a 108-item

practice set.

In the second condition, subjects were given a series of 108 prac~
~ tice problems after being introduced to the task. These practice
problems were worked with pencil and paper during the first experi-
mental seasion. These six subjects, S1, S2, S3, S10, S11, and S12,
‘returned for a second experimental session the following day when
they gave protocols on a set of 54 probiems. Thus, these subjects

only gave protocols after having practice on the 108-itemn practice set.

In the sessions in which subjecté gave‘protocols. each pfoblem was
presented on an index card with the unknown term indicated by an
asterisk. The subject was asked to give the answer to the problem
and then to explain how the answer was obtained, usually with the
question, ""How did you get it?'' If the subject's response did not seem
sufficiently specific, the experimenter asked further questions unt11
he was satisfied that enough information had been obtained to know
whether individual letters had been translated into numbers and what
. counting operations had been used. The sessions were recorded on

audiotape.

In the sessions involving practice problems, subjects were given
two sets of 54 problems as a paper-and-pencil test. In the condition
where practice problenis \were given in the first session, subjects
were simply asked to be as fast and accurate as possible and the
exercise was untimed. In the condition where practice problems were
given in the second session, the problems were presehted without a-
ﬁ.rne limit, but subjects were informed at the end of each minute of
wo:—k‘ and were asked to mark the problem they had reached then. In
tl‘\fe condition with practice given in the first session, the 108 practice
. pz-'-oble;rns and the 54 protocol problems were all different, constituting

the three sets of 54 problems that were constructed for the experiment,

12



In the condition with protocois in the first session, one problem set was
used for the initial set of protocols, the other two sets were used for

‘- practice, and one of the sets used in practice was also used for the

final set of protocols so that subjects did not give both sets of protocols

on the same set of pfoblems.

Results

Each problem solved by each sulyject was classified as to the
method used according to the subject's retrospective protocol. A so-
lution was classified as Method I if the 5ubject mentioned either tile
'lnurnerical value or a method of translation for finding the numerical
value for each of the letters given in the problem. For example,
Method I would be assigned to the solution of H - D = * if the subject
said, "D is four, and I remembered G is seven, so H is ons more.
Then I subtracted.' A solution was classified as Method II for addition
if some reference was made to counting up from oné of the Lterrns; for
example, for the problem * - D = H, "I counted up four from H." A
" solution was classified as Method II for subtraction if reference wzs
made to counting between the given terms; for example, for the problem
H - D= *, "] counted irom D to H and got four.'" Method IIT or Method
v >‘was assigned if a subject referred to a relation involving the size -
-‘of":t‘h."e smaller tei:m; for example, for the problem D - A = %, "C and
D are right next to each other," or for ‘the problem I - ¥ = B, "I
thought of G, H, I, so it's G. "

Initially, solutions were classified into Methods I, II, and IIl,
However, further a.nalfsis led to the conclusion that Method IV allso
occurred s-;Jfficiently often to merit its inclusion in thé analysis, and
the recorded protocols were e;camined again-and reclas sified. It was
possible to arrive at ;easonably definite classification of 92% of

the bolutions-;-' including four solutions in which it was clear that

13°
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either Method IIIl or Method IV had been us'ed,v trhough we could not deter- -
mine which.. The 8% of the s;'ol'ptions that could not be claasiﬁed_rincluded
some where the subject's explﬁnatiod was inh’i:fficignt, but also included
other forms of solution than the four categories we were using. Somevf
solutions -were based on recall of nearly the exact problem from earlier
trials, such as having ¥~ 1 = F by recalling * - F = L. Othér solutions:
" involved transforr'n‘a.ti.on of a problem into a more elaborate form, such

as a solution for I + D = * that involved counting from D to I (five steps)

‘and adding 5 to 8, which was obtained by doubling 4, the value of D.

R

Table 1 shows the number of solutions-of each type given by each
subject. (The four uncertain solutions are given as Type JII.) Choice

of metheds did not appear to be changed substantially by practice.

-

~Table 1 : A
Frequencies of Solution Methods

Subject Before Practice After Practice
I 11 Il - IV Unclassifiable | ¢ 11 11 IV Unclassifiable
S5 41 5 2 0 6 45 7 0o - 2 2
S6 13 31 0 4 6 0. 37 3 9 5
57 52 0 0 o 2 - 46 o o 0 8
$9 44 2 0 o 8 40 0 0 1 13
ss 43 8 0 1 2 '
i S13 4 3¢ 12° o0 4 '
<. - ; 39 10 0 o 5
Sz " | .. a8 4 .2 0 0
s3 : 20 26 0 8 0:
S16 0 50 2 2 ‘o
\ CHE ‘ 9 36 0 3 4
! 512 | . 50 o0 o 0 4
.14 b




Two of the zubjects who gave protocols without initial practice, Sub-
ject S6 before practice and Subject Sl3. used Method II on a majority
of probloms. and three of the aubject- who pra.cticed on 108 problems
) ba._fpre giving protocols, Subjects S3, S10, and S11, used Method II-on
the majority of pr.obléma. The four subjects who practiced extensively
‘b_etwéex:'l two protocol sessions used the same method in 2 majority of

capeﬁ in both of the problem sets in which protocols were given,

Analyses were performed to identify features of problems that
influenced choice of solution methods. First, consider the different
forms of problems. Table 2 shows the frequencie- of solution methods )
for problems of different form. There were amll differences between
‘the methods chosen for problems stated with Plus rather than minus
signs. The apparent difference be.tween the two problem forms requir-
ing addition was not significant, t(15) = 1.6, .E. > +10. There was a
migaificant t-indency to choose Method I more often for subtraction -
| problems with minus signs than with plus signs (last two lines of the
table versus linas' 3 and 4), t(15) = 3.1, P <.0l. However, the posi-
tion of the unknown term clearly had no substantial effect, ﬁs seen in
the, virtual equality of line 3 with line 4 and of line 5 with line 5.

Table 2
Frequencies of Solution Methods

. Problem Form I o - INK v Unclassifiable
m + n = ? 90 41 13 '
"7 — n = m 80 48 . 16
? +n =g 73 44 8 3 16
‘m+ 7 =5 75 48 3 7 11
s — 2?2 = m 89 29 s 11 10
s —n=1? g7 36 5 8 8

" 15




- In all remaining analyses, - data are presented only from sessions
in yhic.h the subject used mose than one solution metkod on a substan-
tial number of proﬁ:lem-. We d-ﬁned_nunntanti;l use &8s solution of six
or mc;i-e problema. with a niothpd,' and wa omitted data from sessions
.in which only one. method had a frequency of six or greater. The ses-
sions thus selected for further 'n.na‘lf-l- were the following: Subject SS_'
after prncﬂce. Sﬁbject S6 before p;ractice, Subject S6 after practice,
Bubject S8, S\xbj:act S13, Subject S1, Subject S3, and Subject S11.

!

The nfiqin methods are sasier to uae for some problems than
for others. Nfothod II is easy to use for problems requiring a small
sumber of coﬁnt-. We defined the number of counting spaces as the
smaller of two addends in a pr_oblein of formm+n=? 0or ? ~n=m
and as the number of letters between the two given leiters in the other
forms. The number of counting spaces thus eqﬁals the number of |
times that the incrementing loop -v_rould be used in solving problems
using Method II. The mean number of counting spaces was czlculated
for problems solved in sessions where different methods were used on
a substantial number of problems. - The average number of cpunti.ng
spaces was calculated for the problems solved by each method that

was used for at least six problems. The results are in Table 3.

Table 3

" Mean Number of Counting Spaces for Problems
Solved Using Different Methods '

Subject Method 1 Method II Method I  Mcthod IV

‘ S5, After Practice 5.02 1.14

S6, Before Practice . 5.62 335

$6. After Practice T 449 . 589
s8 : 5.14 188

s13 4.26 5.92 i
st 4.51 © 480 | ;
s3 5.70 281 ‘ 4.00
s11 4.78 392 '
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Note that for most of the aubjccts, the problems solved using Method II
were substantiallj easiexr using that method than were the problems
solved using other methods. The single exception appears-to be Sub-
ject S1, for whom the numbexr of counting spaces did not have a sub- -

stantial effect on the overall frequenciea of solution methods.

Theoretical Analysis

Modele of Individual Performance 1

Performance in each session where more than one solution method
was used on at least six problems was examined in detail and used as a
" basis for formulating a model of the process of selecting a method.
These modclc should be considered as summary deéscriptions of the
data; théy are not strongly constrained by theoretical considerations,
and the data do not provide strong tests of their validity. However,
they do provide a description of the choicea of solution methods in a
- way that relates the method to features of the problems and that.per-

mits rcl'a"t‘ively systematic comparisons between individual subjects.

The models were derived by.i._nformal examination of the features
of problema that were solved by various methods by each subject. A
list-'of‘the problems solved in each way was made, and these lists were
scanned to find shared features. The features that seemed salient
were then included in a model of the selection procesa. formulated as
| a decision network. Our ma.Jor effort was to account for the choices .
of methods that occurred a substantial number of t1mes. . However,
we included features in the model for choice of methdds that occurred
rarely if thc choices seemed consistent with general principleé that

characterized’ other ‘subjects.

F;gure 3 uhowu ‘the model mduced from the performance of two
subJecta- Subject S5, in the gession following practxce, and Su'b_]ect S8.
Theue two aubJectu used Method I prxma.rily. but used Met.hod II
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{counting up) several timesAeach. and used .Method IV (generate and

locate answer) a few times.

The first two tests assumed to.occur are tests that determine
whether the problem requires addition 4r subtraction. ,In all of the
models, this is assumed to occur through a simple proceass of pattern
recogntt:on, 1nvolvmg ‘the B:gn aof the expression and the position of
the unknown term. Addition is required when the expression has a
Plus sign and the unknown is to the right of the equal sign and when

the expresslon has a minus sxgn and f_he unknown is to the left of the

minus sign.

. Subjects S5 and S8 were consistent with the general trend dis-
- cussed earlier in using Method II when there was a small number of
counting spaces. For addifion problérns, this corresponds to having )
a small term giveh in the problem, and for subtraction problemas, it
corresponds to.having the terms close together--that is, having a
small gap between the terms. The tests fqr these two features are
labeled (a) and (b) in‘Figure 3, with Method II choren if these tests
are positive and Method I chosen if they are negative, The process
in Figure 3, like most of the rmodels we will present, does ﬁ;)t dif-
feTentiate between the two forms of addition problems, m + n = ? and
? - a =m. Recall from Table 2 that overall performance was very
similar for these two problem forms. Note that Figure 3 does not
~nclide a test for a small gap for subtraction problems when the
f expreasion%has a minus ‘sign. Subjects S5 and S8 never used Method H,,
with subtraction problems having minus signs, s'o a better fit to their:
data is obtainéd i.f the test for small gap is as sumed.to occur only for
those subtraction® prob‘ems resulting from missing addends. In the
subtraction problems where Method IV was used, the term to be sub- .
tracted was small--ln fact, 1t was always A. This tcst is md:.cated
as Test’(c) in Figure 3. Note that this test is not reached unless the
expression of the problem has a m:nus sign. Agam}E this agrees with
)
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. the data obtained with these two su'bjec.ts; Method IV was not used for
any problems ha.ving plus signs.

)

How well does Figure 3 predict the performance of Subjects S5
and S8? This depends on how one interprets the tests for small
terms and small gaps. One possibility would be to choose a cutoff
value for term size and gap size and assume that the test would suc-
ceed whenever the term ot gap was smaller than that \.ri'tical value,

- This approach seems inappropriate foxr the present sltuat:.on. Bub;ectlf
were not conasistent in that way. -Another approzct is to examine the
freqiency with wiich different terms and gap sizes occurred in prob-
lems where according to the model the tests would have been a.pplied.

These are given in Table 4. The data are pooled from. the two subjects.

Yable 4

Frequencies of Outcomes of Hypothetical Tests
by Subjects S5 After Practice and S8

Minimum Test (a) Test (c) . " Gap Size Test (b)

Term Yes No Yes “No Yes No

A 4 6 3 1 1 5 0

B’ 4 8 0 0 2 0 2

C 0 2 0 2 3 2 2

D 0 6 0 8 4 ] 0

. E 0 3. 0 4 s 0 6
" F o. 0 0 6 6 ) 6
G 0 0 0 6 7 0 -. 6.

K ’ o 2 ) 2 8 ) 4

I .0 0 0 4 .9 0 2

The results show that these features were relevant factors. No minimum
term larger than B and no gap larger than three were ever identified ae

amall. However, there were instances in which small lettexrs and
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gaps apparéntly were not identified as small by thé subjects. OQOne
inte;:-pretation is that these subjects had a relatively strong preference
for using Method I and used that method unless they happened to notice
that . a particularly small letter or gap was present in a problem. This
idea corresponda to an assumphon that the tests shown in Figure 3 are
‘not applied to every problerx-. Suppo%that the dashed line gure 3
represent possible paths through the decision network ths-t{‘iﬁﬁn/—-
with some p;roba.bility. Since the dasheé lines avoid the feature tests,

it follows that the features are not tested on some tria.l‘s'. Waer they
are tested, the process can terminate with a choice of Metioni i, o=

Method IV, but a choice of Method I will ececur for some p- 2oiema Ta

whic.h a small term or a small gap is present.

thure 4 shows a model that accounts for the P+ " “.rmance og
Subject S6/r. the problemns solved before practica. S6 had a preference
for Methrd II rather than Method I and aluo ueed Method IV on a few
probléins. On the.problems mvolv:.ng addxuon, S6 always used Method
II en t.h.e, smaller addend was A or B and used a mixture of Method I
- d Method II fop-larger a.dden_da; .see the first columns of Table 5.

Table 5
Outcomes of Hypothetical Tests by Subject S6 Before Practice

Minimum Term Test (a) Test (o) Gap Size, : ts/t (b)
; - Yes No Yes No Yes No ~

A 4 0 3 0 ' 1 3 0

B T2 0 1 2 2 2 0

e € 1 3 . 0 2 3 0 0

- -Di- . 1 0 © 0 1 3 1 0

E 2 0 0 2 5 2 1

F o 1 o 2 6 0 1

G o o 0 2 7 1 1
H o 1 o 2 8 o 2.

I - 0 0 0 1 o
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For p’robfi:_nis“"witl‘l a plus -uign and a missing addend, S6é usually used
Mt.tl;od ﬁ; t.h,ree- okccurrences of.Method I were n_ot "e.xplicabl'e. » The
arrané-'e_ment of tests shown for subtraction problems with minus signs
was i:hc:den_becauae S6 chose Method IV for all these pfoblema in which
an A cccurred and then appeared to disc;r:iminate on the basisg of the '

gap sizé; see the two sets of columns in Table 5 for Tests (b) and (c).

A somewhat simpler model accounted for Subject S6's perform-

S ance on thé problems worked after practice. Recall from Table 1 that

Su-bject S6's- overall £requexiciea of solution methods were somewhat
different:after rp-r.aétice than before. . The model for perform'ance' after
préctice is in Figure 5. After I:;ractice, S6 solved all addition prob-
lems ﬁsiné Method II. On subtractic:h_ pf‘o__blems, if the size of the
minirmum term was not small, Method Il was used. If tl_\e size of the
minimum term was amall; Sé used either Method IV (nine times) or
Methdd 11T (three éimesi. Table 6 shows that the di;acrimi.nat-i'on made
in -the test of term size was qulte aharp. Table 6 also shows t.he dis -
crurnnatl.on tha.t would be made at Test (a) if it were assumed that the )

" mize of the gap. ra.ther than the size- of the subtracted. term. were tested. |

Table 6 . , .

Outcomes of Hybothetical, Tests by Subject S6 After Practice
" Minimum Term Test (a) Gap Size Position of Teg (a)
: . Yes No - - Yes No
T A 6 0 1 2 ]
B . 4 0 2. 3 0
9' 1 3 3 i 2 2
D 1 0 4 - 4 3.
. E | 0 6 5 3 1
- F ” o 4 6 2 1
G § 0 2 7 2 0
H - 0 a 8 2 2
I 0 3 9 2 '3
il -
.23
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‘It seermns quite likely that the d&cision to use Method III or Method IV

was based on' the size of the minimum term rather than on the size of

=
o

the gap.

Figure 6 shows the rn.odel that accounts for the performance of

Subject S13, who mainly used Method 1I, used Method III on 12 p:ob-

‘lems, and used Method I on four problems whose salient features were

not clear to us. It seemed to us that the decision to use Method III
‘rather than Method II depended jointly on finding that the gap between
terms was not srnall, but that a small term was to be subtracted, as

shown on the right side of Figure 6. The occurrences of this Jjoint out-

: come are shown in ‘Table 7 as x's; note that they tend to be concen-

trated in the upper right portion of the matrix, where small minimum

terms and large gaps are located.

Table 7

Outcomes of Test Pairs: Negative for Small Gap and .
. Positive for a Small Term by Subject S13 ¥ E

Gap Size 1 2 3 4 5 6 7 8 9

Minimum Term

>
»
o

B x X x
C o o X X
D" . o Tt : ox ox o x
E . o X
F o o co
G b4 o 00
H o “ oo o
I o o _ o

Note: x denotes choice of Method 1. an outcome in agreement with features tested:
o denotes disagreement with one or both features. v
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Cur effort to represent Subject S1l's performance in Figure 7 was
not very successful. Sl had a strong pret_‘erence for Method I. Method
II was used on two problems of the form ? - n = m, but these two were
no;: similar in any noticeable way. Method II was also used on nine
subtraction problems, and although there appeared to be some relation-
ship between use of Met:hédVII an& the sBize lof the term to be subtracted,
\tm"eta.tion was not a strong one, as Table 8 shows. A possibility is
that S1 tended to use Method II when retrieval of the numérical equiva-~
lents of the letters Beemed difficult. actice in the task would be
expected to lead to storage in memory of a fairly large set of associa-
‘tions between‘letters and numbers, especially if Method I was used'for
most problems. If the use of Method Il was based on a failure to find
an association in memory durxng a brief search, there would be a ten-
dency for this to happen more frequently for problems with relatively
:-large terms, as occurred for Subject S1. Recall from. Tabl"l.e 3 that
Subject S1's choices of solution methods did not depend strongly on

the number of counting spaces in the problems. The model shown in

Figure 7 is consistent with that general feature of this 'auh.oject's per-

formance.
Table 8 .
Outcomes of Hypothetical Test by Subject S1
Test (a)
Minimum Term ™ Yes No
) A 2 1

B 4 0
C 2 1 "
D 5 2
E 3 o
F 0 1
G 3 1
H I 2
I 1 2
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The model developed for Subject S3 .is in Figure 8. As Table 9
shows, there was rather gooci diacrimination in the hypothetical tests
for the size of the minimum-term and .ra.ther poor discrimination of }

the size of the gap. Our'conjecture is that for pro.blema that did not

.have a small term, S3 ma.jr have used Method II whenever the gap was

very small and, if it was not, considered Method I and used it if the

numerical values of the letters.in the problem were easy to retrieve,

otherwire resorting to Method II. . : e R

i
. F

. " Table 9 - z

& i.— QOutcomes of Hypothetical Tests by Subject $3 ' .

—

. Minimum Term Test () Test (c) Gap Size Test (b)
' . Yes No_ Yes No . - Yes No
A 4 0 . 0 1 P o

B 2 o 2 2 2 PR

¢ , 2 1 1 2 "3 1 1

D ' 0 3 1 3. 4 2 o

E ° 1 0 3 5 1 .1

- F 0 3 o 3 '6 1 2

G 0 0 0 6 - N Y

H 0 1 0 5 8 0 3

1 ‘ 0 0 0 5 9 - 1 1

———

" The model developed for Subject S11 is in f‘igure 9. S11 used

Method II on most ;i-oble'mar- Method I was used on seven addition

————

problems and two subtraction problems. Although there was a rela-
tionship between choice of Method I and the size of the minimum
addend, there was some indication that S11 chose Method I when the

numerical values of the terms v‘é‘e_re known, as Table 10 suggents.
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) Table 10
Outcomes of Hypothetical Tests by Subject S11

Minimum Term . Test (a) | Test (b) )
: Yes No. ~ Yes No*
> A 3 -1 2 o
B 1 0 1 0
C ) 2 2 o 3 .
D 2: 1 0 3
E ) 1 o 3
F 0 1 o . 3
G . 0 0 0 6 A
H 0 1 0 4
1- 0 0 o 5

»

A Composite Model

While the details of the models for individual ‘subjects differed, it )

turned out that performance of all the subjects could be explained re#-

sonably well. . The set of arithmatic procedures that we considered

1n1tta.‘l.1y was nearly complete; Method IV was added in response to

performance of subjects. The selection of procedures by subjects

4]
who used mose 'than one method also involved a considera’ble amount

of similarity across subjects. In all the models we have presented.
" here, the features tested are the size of the smaller term in the prob-
lem ana the size of the gap between the two given termas. During the
deve‘lopment of theue models, various different features were included
ju tentative versions of models. For example, we conludered the
posnx‘bn.‘hty that some subjects were testing the size of 2 specxiu: term,
such as the middle term in an adchtion ‘problem, rather than the size
of the uma.l‘ler term regardless of its position. However, when we

examined the performance of subjects systgmatical‘l.y. we always
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came to the cornclusion that the data were not cxphimd any better by
_the inclusion of these alternative foa.turol.

It -oe:n__- worthwhile to. gxnniine the relationship between proce-
dural sélectlon and the sizses of the minimur term and the gap between
terms combining data across subjects. Combined data are more stable,
_l.n.d although ‘the conclusion drawn from them may not Aactually repre-

| sent the processes of any single -_ubject, they should provide a useful
churncta;isation of group trendl. The data used for this analysis were
the methods chonon in the eight sets of protocols for which indtvidua.l-
subject models were constructed. In the other eight cases, a single.
method was used almost uniformily, so little information could be
obtained about the process af selecting a procedure. The composite '
-n.xodel is shown in Figure 10. ’ )

' _Ralin‘bility-'of effects in tl;:lﬂle data was estimated using chi-
.lquaro tests based on frequencies pooled la‘cro-i_ -ubje&l._ . These
test nt:tistiq:-' are probibly not dhtributod as chi-square under the
null hypothesis, since oacix subject contributed;tevergl observations
‘to the data, and hence the observations were not independent. Om
the other hand, the test statistics ﬁlv_e an indication of the relative
sizes of effects compared with differences that might occur because
of .imple random variation. It also should be kept in mi.nd that the
compolite model to be presented here is a Hnd of summary of the
goneral trends in the data rather than a model that we thi.nk charac-
terizes the per!ornnnca ‘of individual subjects.

' Firet, consider préblems thl.t were solved by ad&ition, with

_ formats m+n=?and ? - n=m. Most subjects scemed to choose _
Method II, counting up £rdm the largoer term, for these problems T
more often when the nnaller of the two terms was small. Figure 11
shows the influence of the size dtﬂ% mintmum term on choice of a
solution method for these probl.aml. The data are the proportions
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- of all ‘problema having the various minimum terms that were solved,

respectively, by Method I, translating and addiqg.- and bLy Method II,
ignoring problem solutions that could not be classified. {Note that
Methods I and II were the only ones found for these i:roblems', so the
proportxons must sum to 1.0.) The dxfference shown in Fxgure 11

is not large enough to be stat:atxcally sxgm.ftcant X (6) = 7.58,

Pp>. 20; however. the effe-.:t 13 syatemat:.c, and it seems reasonable |

1%

to conclude that the size of the minimum term'was probably a factor .

in at least some subJect choices of methods for solving these prob- -

lems. In Figure 10, the test for size of the minimum term for addi-
* »

tion problems is shown as Test {a). We have né strong indications

of any cubatantial difference between the two formats of additi:.on

problems. In problems with the format ? - n =m, problems with

A or B as the minimum term were solved with Method IL more often )

(. 71) than was the case for problems with format m+n=? (,50)

however. the difference between the forrnats in choice of methods

wase clearly nonsignificant, ¥ (5) = 3. 50 p >.60. Because of thlB

absence of a difference, the model in thune 10 ahows a stngle pro-
cedure that is applied for pro’blems Wlth both the m + n = ? and
? -n= E formats, as was true for all the individual models except

those for Squects S13 and S1.

In analyzing the problams that required subtraction, two factors

appe'a.red to determine the choices of solution methods by individual

.subjects., One factor was the size of the minimum term of the prob-

lem: Methed III, estimating and verifying, and Method IV, generating
a sequence and locating -the“an__gwer. were.used:more_ often in prob-.
lems with small minimum terrn:. A second factor was the size of "_
the difference or gap between ghe two terms; Meﬂiod II, counting .
the size of the gap, was used more often for problems in which the;
gap was small. Two analyses were conducted wlth each of these

i
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factors. With problems partitioned by their minimum terms, fre-
quencies of Method III and IV versus Method I and IIrwere analyzed,
" and frequencies of Methodll‘versus Method II were th‘en analyzed.
With.problems p-artition‘ed by the sizes of gaps, frequencies of
N-Iethod II versus Methods I, III, and IV were analyzed, and fre-
quenciés of Method 1 ve:r."aus Methods III and IV were then analyzed.
No effort was made to sepa.rate Methods III and IV in the analyses

due to amall frequenc1ea of thexr use. . . TS

- There was substantial evidence that subtraction problems with
minus signs, 8 -~ n = ? and 8 - ?.= m, differed from m1ssing addend.
p—:obleinS. ? +n=sandm + ? = 8, in choices of solution methods
. by ;_lubjects, 80 these two sets of problems were analyzed sepa-
rately. Because of the differences, which will be documented
below, the model in Figure 10 has different procedures for choos- - S
-r.tng methods for missing addend problems {plus sign, then negatxve .
for ”rtght term unknown? ''} and subtraction proble;ns {(minus sign, : .
then negative for "left term unknown? "}.. There v&ere no substan-
.tla.'l differences, betw=en the two formats of subtract1on problems <
with minus slpna nor between the two formats of missing addend
problems; the varxoua test statistics will be reported as we present-
the analyses_. “Thus, in Figure 10, there is a single procedure for ~
" subtraction problems 'w-ith' minus signs and anothe~ si.ngle'lpz;ocedure
for missing addend problems, with no distinction dependiﬁg on the

the location of the inknown term. ¢

; Figure 12 shows the proportions of choice of solution methods
for subtraction .probfems with minus signs, partitioned by the size
" of the gap between terms in the problem, and Figure 13 shows the
data'for‘ 'subt;action problems with minus signs, partitioned by the
' mxn:.rnurn term of the problem. The effect in Figure 12 in which

%
. Method II was preferred for pf’“blems with small gaps, but not for
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larger gaps, wa.shsigni.fica.nt. A chi-square test of independence'
between size of gap and choice of Method II versus the other methods
ga#e xz(S) =21.13, p < .01l. (The two subtraction problem formats
did not differ significantly, x2(4) = 3.11, p ».50.) Choices between
Method I and Methode 1II and IV were not influenced aigni.ficantlyl
by the size of the gap, KZ(?:} = 1.92, p > .80. (The two formats did
not differ, X2(3) = 1.69, p >.60.) o

In Figure 13, the effect in which Methods 1/l and IV were used
more for problems with small minimum terms was reliable, x’2 (3) =
54.40, p = nil. (Difference between formats: X?‘(Z) =2.12, p > .30.)
Considering choices between Method I az;d Method 1I, there were
more choices of Method I for intermediate minimum terms (C, D,
and E): however, the choices between Method I and Method II did
not depend significantly on the minimum term, xz (7) = 11.06,

P > .10, and since the apparent effect was nonmonotonic, it seems
most reascnable to attribute it to chance, (Differences between

formats: -x2{4) = 1.66, p >.70.)

The procedure for selecting methods for subtrzctiou problems
with minus signs is shown on the right gide of Figure 10. A ten-
dency to choose Method II if the gap is small is represented by .

Test {¢), and the choice of Methods IIT and IV for small minirmmum

terms is represented by Test (f).

‘Figure 14 shows the proportions of choice of solution methods
for missing addend problems, partitioned by the size of gap, and
Figure 15 shows the data for missing addend problems partitioned
by the minimum term. The effect in Figure 14 in which Method II
is used predominantly for problems with amall gaps was significant,
X ?‘(8) = 28.52, _E-= nil. (The difference between the two missing
addend problem formats wae not significant, x2(4) =3.70, p > .40.)
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Choices between Method I and Methods 1II and IV were m.)t signifi-
cantly influenced by the size of the gap, xz(l) = .55, p » .40.
(Difference between formats: xz(Z) = .50, P.‘; .60,)

In Figure 15, the effect- in which MNethods III and ].'V were used
predominantly in problems with small minimum terms was signifi-
cant, )(2(1) = 12,46, p = nil. (Diffefence be:l};?éen formats: x2(2) =
1.25, p ¥.50.) Choices between Métixod I and Method II alﬁo were‘
significantly dependent on the minimum term of the problem,
x2(6) = 18. 00, p < .01. (Difference between formata: x2(4) =1,17,
p > .80.)

A selection procedure that repreaehts theqq;ﬁects is ‘shown in
* the central portion of Figure 10. Test (b) repfésenta the teﬁdency
to choose Method 11 if the gap is small. Test (c) represents a ten-
d.ency to choose Method III or Method IV if one of the terms is
smrall. Test (d) represents a test with a somewhat larger letter

as its criterion tl'_xa.n the test for a small term at Test {(c). - For
example, C and D probably would not be small according to Tesat (c),
but also would probably not be large according to Test (d).: Test (d)
is included because of the effect in Figure 15 where Method II was
preferred over Method I if the minimum term was large. One )
possible interpretation is that if both terms were large, subjects
were less likely to recall the numerical value of eithe_r term
directly. and choo\se Methoad II since in that method neither of the
terms given in the problem fnust be translated to its numerical

equivalent.

Now consider differences between subtraction problems with minus
signs and missing addend problems., Comparing Figures 12 and 14,
the pattern of choice between Metht;d II and the other mecthods dif-
fered significantly between the two sets of problems, 12(5) = 18.68,

—
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p_ <. 005. The dl.fference conatsted mainly in the greater frequency

of choos;ng Method I to’ aolve m1saxng addend problems generally.

Recall from Table 3 that this drfférence occurzed -and was. s1gn1.£1-

cant, where data from all subjects were analyzed. This could be " S
produced by the procedure in F1gure 10 in two ways. First, the

test for size of gap applied to missing addends might be more -

' lenient than the_test applied to subtré.ction problems;' Test (.b)'

might have a positive outcome more often than.Test (e). A sec-

ond factor is the inclusion of Test (d), which leads to use of
. Method II for some _problems in which the test for gap size has a

negative outcome.

Choices between Method I and Methods III and IV did not depend -
on gap size differently in addition and subtraction patterns, xz (3) = 1,09,
P >.70. Recall that these choices were apparoently independent of gap

size for both sets of problems.

Next, consider the dependence of solution method on the mini-
mum term of the problem, comparing Figures 13 and 15. First,
the choice of Method III or IV versus the other methods had a.___a‘i.f-- _ C
ferent pattern in-the missing addend problems from that in the sub-
traction problems with minus signs, xz(Z) =6.89, p <.05. In
terms of the model of Figure 10, this suggests that the test applied
to missing addend problems, Test (c), was a more strmgent test,
providing a sharper discrimination than the test applied to subtrac-

-

tion problems with minus signs, Test (f).

Finally, the choice betweer;' Method I and Method II depended on
the minimum term in different ways between m1samg addend problems
and subtraction problems with minus signs, ¥ (4) 16.99, P < .005,
Thm is accounted for in Fxgure 10 by the inclusion of Test d), which

'makea the choice between Method I and Method II depend on the size




of the m:l.nnnu.tn term in missing addend problems, but there is no .
correspond:ing test in the procedure applied to subtraction problems
with minus signs, '

o 'I'he relatzonshxp between the composzte model of Figure 10 a.nd
tbe .models of individual subjects' performance is fairly straightfor-
oy 'ward Although the composite model omits some details that appear’
in one or more of the individual models, it is approximately a combi-
nation of the components of the various individual models. A simple
combination of components would occur if for each feature of the )
proble:ns, individual gsubjects either ignored the feature or used it in
a way that was consistent with the other subjects who used the feature.
If choice of methods depended on a feature such as gap size in one way
for some subjects and in the opposite way for other subjects, then
pooling across subjects coulgi have the effect of cancelling out effects
that were pre:sent for individuals and the composite model would appear
simpler than the md:widual subject models. This epparen_ﬂy did not
occur to any large extent. Instead, the combination of data across .
subjects appears to have reinforced most of the effects that were ob-

. served in the performance of individuals and wnen the combination of

effects is taken into account, the composite modzl is more complex

than any of the individual models.

The composite model can be considered as a generalization of the
individual models in the sense that models of individuals can be obtained
by selecting apecific values of parameters of the composite model, |
For each of the features tested in the composite model, each individual
has some probability of applying the test and if it is applied there is
some criterion-value of the feature that determines which outcome
the test will have. Each feature test can thus be characterized as a
probability distribution of test outcomes (yes versus no) over the set of
values that the feature nae in the set of problems, and this probabilify
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distribution varies from subject to subject. Another source of vari-
ation among individuals would involve the séquence in which features

are tested, perhaps reflecting salience of the features.

When individuals are compared with the composite model, most
of the differences involve absence of features m the individual models .
that appear'in the comfaosite model. This could be represented in
most cases as a probability of one for one of _fhe outcomes. For ex- )
ample, the model in Figure 5 for Subj;ect S6 after practice is consid-
erably simpler than the composite model. Rather than Test (a), there
is uniform choice of Method II; this would correspond to a probability
of one of an outcome of yes at Test (a) in the composite. model. Subject
S6's model would also require that the tests for a small term in sub-
traction problems, Tests (c) and (f), should precede the tests for gap
size, and that those tests, 'I‘es.ts (b) and (e), should have probability
one of a yes outcome. This would 'produce the performance of Subject
S6 in which Method III or 1V was chosen when a small term was present;

and that Method II was chosen uniformly otherwise.

Figure 3 providesﬁ another example that cla;.rifi_es the relationship
between the composite and individual models that we inferred... Test
(a) :'Ln the composite model appears in th.e model for éu‘bjects S5 and
S8. The bias toward Method I ‘cm_.ﬂd easily be represented as a prop-
erty of the probability distribi;ti.&:i correspon&ing to the tesf. For |
missing addend problems Test (b) in the composite model appea.rs as
Test (b) in the individual model, Blt if the outcoine is no, Method I is
uniforraly chosen, This would require that Tests (c) and (d) in the
- composite model are nonfunctional for SS and SB. For subtraction
problems with minus signs T=st (e) in the cornposite model would be |
nonfunctional in the model for S5 and S8 and Test (f) would be present
and is shown as Test (é) in Figure 3,
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The various models of i.ndividual aubJects' perfonna.nce all can
be obtained from the composite model shown in Figure 10 in the man-
. ner illustrated by the two models described above, That is, the
individual models tl;at we inferred are obtained by deleting some tests
and by performing some changes in the order in which tests are per-

. formed in the model shown in Figure 10.

B : : Conclusions

A major objecti_.veﬁ"of this étudy was the developfngnt of models
representing procedures used by different individual subjects. The
models that we developed provided a reasonable account of the perfor-
mance. of the various subjects., The data base for each model, coa-
sisting of performance or 54 problems, does not permit very firin
concluaions that the features included in each model are an exa.r.'t.
characterization of the subject's congitive processes. More data
would prob.abiy show that scme features affected performance on a
very small class of problems and could be neglected, or that other

' features should be included to account for performance not observed
with the problems we used. On the other hand, a fair range of per-
formance was observed, and it may be reasonable to conclude that
the kinds of differences between sub_]ectl that occurred in this exper-
iment are representative of the nature of individual differences on

is task,

\The models that we developed differ noticeably, but are similar
in irni:ortant respects. In all the models, solution methods are chosen
on the ba.ais of some or all of a small set of features: whether the
sign in the e.x:preunon is plus or m.inul. the location of the unknown

term in the axpreaaion, the size of the smallex term given in the
problem, a.nd the size of the gap between terms of the problem., We
do not have atrong evidence that these are the only features subjects
‘use in selecting solution methods, but the models based on these 7
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features seem to givé a reasonable account of the individual data.
Furthermore, when the data of different subjects are pooled, choice
of solution methods relates to the sizes of gaps and the minimum
terms in systematic ways, suggesting that the inferences made‘about
individual subjects were not completely fortuitous. A composite
model developed to account f;r ge-neral trends in the pooled data may
"be Eonsiciered as a kind of prototypic procedure. It-seems reasonable
to consgider the individual subjects’ procedureé as variations on the
same general theme, differing in detail bﬁt all based on the same

general principles.

The results of this study :;;g:c: generally consistent with conclu-
sions that have been taken from studies c;f numerical computation.
Of courseq, in numerical computation the method of translating and
adding or subtracting does not occur. However, the occurrénce of
Method I for addition problems is consistent with observations that
in adding numbers, reaction time is approximately a linear function
of the smaller addend (Groen & Parkman, 1972; Groen & %s_gfiiick.

T
L

1977). _ -3

The relation between our results and the previous findings con-
cerning numerical subtractic;n are slightly more-c'omp}.é;i::". The
finding is thai;lfor subtraction problems of the form.s - n = ? (Woods,
Resnick, & Groen, 1975) and for rpissing addend';i'oblems of the
form m + ? = 8 (Groen & Poll, 1973), reaction time is approximately
linearly related to the minimum of two terms, the size of the term to -
be subtracted (m or n), and the size of the gap between the two terms.
It seems unlikely that subjects determine b’o.th the sizes of tLz minimum
term and the gap before choosing a-method of solution, eapecially
when the size of the gap is the answer. However, tests of the kinds
included in cur models .would also lead to the obsérved data. Method

OI and Method IV require an amount of processing roughly proportional

—
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. to the size of the term being subtracted. In subtraction problems,

E T al aat

Method I requires an amount of processing roughly proport:.onal to

the size of the gap between the term. If Method I¥ or Method IV wals
chosen when a small term is to be subtracted, and if Method II was ;
chosen when there is a small gap, then in a majority of problems thia

smaller of these two quantities 'would determine the time required for
processing. . ) . A w
We have not discussed one problematic a;pect of our models t.hat
relates closely to the process of subtracting numbers as well, The
models include teste for the size of a £ap betweéen terms, and we as~
surne that small paps can be detected prior to counting their exact :
sizes. A possible miechanism for this is related to recent proposala .
(Banks, in press; Banks, Fujii, & fl{a.yra-Stuart, 1976; Kosslyn, - ' :
Murphy, Bemesderfer, & Feinstein, 1977) that we have in.forma.tion
about ordered objects (presunxably including letters) that is hierar-
chical in nature. For our experiment, suppuse tha.t the letters A - R
_are stored in five or six categor:.es, perhaps with A B, and C cla.ased
as very. small, D, E, and F classed as anall G, H, I, and J classed
as medium, and so on. A mechanism for identifying small gaps wnuld
be a test to see whether the two terms of a problém are in the same .
category. This would not lead to a perfectly consi-tent classiﬁcatton.
A pair of terms could be in adjacent categorie,s and be classed as far
ﬁpart. yet be gloaern‘than some pairs that came from single‘ categories,
However, the judgment would be strongly correlated with‘ actual gap
size. In reality, it is u.likely that the boundaries between categories
are firmly fixed, and additional information such as adjacency of letters
probably is available regardless of the category boundaries. On the

other hand, it seems quite likely that subjects in our experiment ‘could

-

have used knowledge about the genera.l loca.tlons of letters in the alpha-
bet, and that seems to provide a plausible mechanism that would per-
mit small gips to be identified.
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A question on which we fzoped to get info;::rnation in this studw;,r is
the process by which the syntactic structures of various problern for-
mats are identified. The various forms of pr'oble'ms involving unknowns
in different locations have been uée.d in school arithn:_w:tic instruction,
» presumably to strengthen students’ understanding of the meaning of
arithmetic expre;sions. Our procedural models do not include compo-
nents that i’epres ent parsing in any interesting way. Ins.’_'tead, the

r

decision to add or subtract the terx;';\s is made by a simple pattern
recognizer that identifies an additior\i\pro'blem if there;ié either of two
specific configurations involving the gign and the location of the un-
known, and performs a subtraction préc_:edure in the other cases. It
would be very ha-rd tc prove that proced'qre's used by human problem

_ solvers are as simple as those in our rriddels, but the simple proéeas

that we have included is éu.ffi_cient for the task and seems to agree

well with our own introspections when we p"grforrn the task, -

Another formal issué that is related to our findings involves théI
. commutative property of addition and the inverse relation of additip‘:n
and subtraction. Commutativity is presupposed by Method II for addi-
tion problem:s, since the la}rger term is used.as the starting point of
2 o the count, regardless of its position. Our fihdi.ngé'-do not add signif-
.- icant’information to t.ha.t already available on this pomt (Groen. & |
Parkznan, 1972; Gro=.n & Resmck, 1977), except perhaps that our
failure to find differences between m + n=7? and ? - n = m may
indicate that the recognition of commutativity is mdependent of the

format in which an’ add:.t:l.on questton is g:.ven.

. ® .
| On the.ot.her hand there is interesting information-in our results

‘concerning the inverse relation of addition and subtraction. A aimple ’
sta.temk;nt of the inverse property is that m+ n=?-and ? - n = _n_:_l_a.re

alternative statemeénts of the same question, and similarly, 8-n=7?,

? +n=8, 8-?7 =m, and ‘m + ? = 8 all ask the same’'question. It .
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- find the answers in all cases involving the same question. Owur. results

~are consistent with that posaibility in the case of addition problems

3

at least in detail, between procedures used for solving subtraction
' problems and missing addend probluna; The imethod of.counting the
'size of the gap,' Method iI, .:was used more frequently for in:llai.ng
addend profalems. suggesting t.haf the gap between the terms might be
_ apprehcnaed x:n..ore’ clearly or directly for missing addend than for sub-
traction sentences. A pdasibility that seems worth considering is
that a vg]id reason for including the various forms of i.ncomplefa oune -

might be expected, then, that the. same procedure would be used to

m+n=? and ? -n =m, However, there apparently were differences,

ber sentences in school instruction might relate to increasing.ch.ild.ren'a

flexibility in retrieving arithmetic facts with varying retrieval cues.
- It scems Exn]ikely'that these tasks provide significant strengthening of
childre:ﬁ's-unqer standing of the syntax of a.rithmeﬁc, but a flexible

‘- sidered a significant operationil for¥m of understanding the inverse

relationship between ad\c_liti.o#:l. and subtraction.
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retrieval syatem related to various forms of questions could be con-
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