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. T o K EVALUATING CAUSAL MODELS - K U?

, The use of linear causal models in mass conrnunlcatlon research has
‘beén increasing over the bast decade. Because these models -can organlzeﬂx
the interrelationships o a large number of - variables, they are

. particularly useful” to communication research wh1ch must by necessity deal
with complex systems of variables. .
' Causal analysis -is ‘based on the ex1stence of-»a spec1f1c set Lof< -

. ‘conditions between: two or more variables. The philosophic’ requ1 nts. for
e : “causality provide the assumptions on which causal analysis is based. _These -
N ,{ ;2; - requirements’ imply three .different s ?ges in the causal analysis focess -
Y% . But researchers typically carry out‘only the first two stages; 1eav1ng
. e themselves open _to poss1b1e errors-.in conclus1ons drawn fron the resultlng . S
B causal model. . . < el
,This paper will first brlefly outllne the ph110soph1ca1 r 1rements e
for’ establishing a causal’ relationship.” The steps -in causai analysis will =" -
next be described, "apd each stage’ will be ‘related to the r 1rem<=nts."*
Finally, three very differént examples of causal analys1s' wil} be analxzed
The: power ‘of the omitted third stage of causal analysis in detectlng errors
- ¢ in causal order1ng and 11nkages will be shown. = . 7 ﬂ, ]
v . o . RB:)UIREMENI‘S FOQ CAUSA_.ITY
Jo L o~ 'F1rst, there must be spatia} contiguity between. the ‘cause and t:he
".effect, that is, the cause apd effect must exist together in physical- space °
(Mandelbaum, et. al., 1957% . This reou1rement‘ gules out maglcal "actlon at
a distance". - - ! '
Second, there must be a termgoral prlorlty between “cause and effect, ”
‘with the cause preceedlng the-effect in time and not vice versa. (Hume, in .
‘Mandelbaum, et al.,.”1957; Mill,- in Nagel, 1950) &f one, changes the level -
" of a cause var1ab1e,,there is a correspondlng change in the effect var\rable o
: .. . later  in.- time; if . the effect .variable is mar Jch.ted,g there is no v
) r‘/ ' . corresponzmg change in the cause varlable. : '
' " Thir the cause and - effect “variables . must ~TYvart.. Changes An the
. value of the cause variable must produce change T e effect vardable - .
which correspond ir magni _ude. (Mill, in Na,g@i, 1 - -rson, 1911) .-

. - Finally, there must be. Some necessary connec- - - s=Taen the. cause and
effect variable. Even.if all the other condit® o mechamsm K
by which the cause oroduc 1 the effect must | E w  ~~=dition '
‘rules out acc1dc cal —sariance or spur’ . > =z o= du. .. th

= ' .variables. be1ng ~ =" " 3 third variabl .-
., This requ:- iz - subject of a — = Sl o e R

_ (1n Mandelbaur == =z ¥ ynd Pearson @ - L S ‘

- " the ideéa- of »zr"  _: + ~==:=tion in caur S LTI rs
" thag 'the mect. o #0T oA was mer che  sa
g, cause and eff ¥ == + 7 o, in &  gume . tae:
K S “of sHume’s, © “ht ool . -5 were - sentic nE=—
-+ .. ".effect event ® cmez=2r 0 be si-ilar. G. 1 L2

o, -7 7 " concluded ti-t - - . & ~ary cc necti S =
mols sroninnction (cove T oA

“+rof i~ the correl.

<% . favor of obeT
|- . .-identical ev:~ :
R . =rmad 929) argued

IR B this ‘search
Sv o0 8, Jprovided the

¢ +F ing the "ecessary ~c =S 3*
.- is clear aearche* must hzve s - -l
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Pet/ween covarlanoe whlch occurs mdlrectlv as: a result of a causal cham
fmvolvmg pther varlables (and which may hzve a deflmte temporal sequence)
, and covarlance wh1ch is dlrect, and tempora ly ordered. - SRR

RN ! . e ‘,‘/, & ;' . - {(_-..
/ ‘ : - CAUSAL ANALYSIS RS R ¢ o
,~/ Causal ana*ly51s 1s ‘neither’ a stat1st1ca_ proce'idre, nor a research,

' des1gn. / it is an analys1s strategy whlch/ is relatlvrely independent: of the ' -

statlstlcal procedures used; and - the experlmencal or :Observational .design .

employed.‘ Unlike. a- stat1st1ca-l ‘procedure: which "s}concerned( only ‘with oo
establlshlng covariance . between varlables ' causa”l analys1s is based on the R
assumptlon that all conditions. for causal relatlonshlps are met. . R
: Let us first outline the steps‘in causal . analy51s, and relate them to EEE By
“the /necessary condltlons for establls"ung causal relatlonshlps outla.ned I
above.,”/ ' ol e e A
Causal analy51s has three clear—cut stages? " o /.. B S

. Spec1f1cat10n of the varlables and . relatlonshlps among them, and;

: the creatlon .of a: causal- dlagram which . graphlcally represents these
- relatlonsths. There are three: fundamental relationships which can. exist -
-between variables.- They are:' a) Causal, whlch 1mp11es the ‘Varlables meet ..
“the conditions of covariance, temporal sequence,' and ' necessary connection;
by Unanalyzed, yhich " implies that the varlables oeet t.he condition of
- covariance, but not the conditions of temporal ‘sequence or- necessary
" connection - (the'. relatlonshlp. between them- 'nlght be the result of their .
_common covariance w1’th an unspecified outside Varlable), and c). Null, A
1mply1ng that none of the conditions hold... = .- AP AE A

. . Causal relatlpnshl S a&” this stage are 51mply well—stated hypotheses, oo

of the form "X causes Y, ‘through the -mechanism . of . ...(ratlonale)l "l
-’Ihese can be- "graphically 'represeted by draw1n - an arrow from. the cause
variable .to the effedt var1able.‘ The arrow pcu ts in the dlrectlon of the

temporal flow (from cause to effect) o ' 3 v

Unanalyzed relatlonshlps are just sfoppy hypoi:heses, of the form "X '

- and Y 'will covary". These are represented’ by adouble-headed curved arrow..

"+ The two arrowheads - symbollze 'the lack of temporal sequence and the curved A

line’ represents the possible spurlous nature of the relationship. e,
Null| relatlonshlps are null hypotheses in the form of, "The = is no. i

relatlonshlp between X: and Y". They are graphlca] ly represente* by the“_ IR

-lack of any line between the two-variables. Sk, o '

In: th;,»Sg stage of ‘the causal analy51s, ‘the conrhtlons ~f  spawial _

oontlgulty,«“‘i’:emporal prIorlty and. necesséry connection are met. b .
: Soatlal contlgultyq is- mct in the’ researchet”s def1n1 ~ion of che -
problem. Cause wariablés and effect variables are defined so t=zt they are’. "

located in 'the same phys1cal space, and can thus - _.2ract wit> each other
by sonle phyS1cal mechanlsm. E . o
i P Temporal priority is ‘met:in one of three ways: L = o N
: o "a) It may-be imposed by experimenta} design. Zausal anz_ "is is an” A
R excellent way:.to analyze a /complex experimental . rmastigatior. “he time o fe
SN R seqUence of Varlbbles is under ‘the control of the '»‘errimentC: anc “thus T

can 'be unamlnguously asserted in. the causal diagram. ) .
: b) It may. be obvious. For" example, a persc.i’s educat.~:1 level.
- : obv1ously preceeds/ln time his, ’her currenﬁ linguistic. abilities. ariables’
' - which are not under .the cortrol of ,the researcher,' but have obv1ous
temporal orderlng, are’ also eaclly stated in the causal diagram. : '

,‘ .\ - A . 4
L-/ o I ‘.55‘ ] 8 PN o . . s B
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~. both: mode1§ are plav71s1ble,
amblgu1ty '

although it of
Sy ) “The next step. in causal analysis is to .estimate- the structural
«;.coeff1c1ents betwee,n var;ables for' each of ‘the hypothe51zed telationships.

’,_These coefficients are estlmates of the- ch‘ange toube expected in- varlable Y.

, c)w it may be tested for plau51b111t\1., Here is the place in~ whlch
/causal analysis excells MIt /1s ‘often-not possible- to 'nanlpulate varlables‘

“/to . control: their temooral orderlng, or t6 clearly determine which . variable

preceeds the- other ‘in time. /,But it/ is" possible to set up two alternative
causal “models in which the- temporal order of 4two. tlme—amblguous variables

.»i_.1s \reversed . If one of }:he/ Models is plausible,: ‘and the other. is ‘not, that
“is ev1dence suppprtlng sthe’ g mocSral otdering of thé' plausible model. If
| is noth1ng to do -except adm1t the -

Note thaj: thls way'/ of determ1n1ng te'nporal prlorlty réquires sorne

B method of evaluatlng the model whrich .results from: the first two stages of

causal ana1y51s.,", In currentb pract1ce, ’ChlS evaluatlon is ra‘rely c'arr,1ed

/-

_out/',".f,,/f/ / S A -

Causal ana1y51s/ /also requires that a theog:etlcal 11nkage or rationale

- be stated for each/ causal relatlonshlp, ‘as part of the creation;of the

causal dlagramal ThlS fulfllls the. condition of: necessary connectlon,
ourse does ‘not adgsure that the ratlonale is correct.

as a ‘result of, var1ab1e P
The coefficients ' can be. estlmated a: number of ways, but if the
'var1ab1es are at an 1nterval 1eve1 “of measurement, there are some Standard,.

-althcugh not’ /unlversallv’ agreed upon, ‘ways. of obta1n1ng these -values
' (Duncan,’1970) :

A The causal coeff1c1”.*:s are often e‘stlmated by’ standardlzed partial .

regressmh coe,t‘f1c1ents I-=kta. we1ghts) A ression- is ca}rr jed -mi for .
each - effect variable'. I~ the regressmn, he. effect 'variabl- .s the-
oepondent variable, an™ "2 independent (oredlctor) variables -z all
‘ yariables’ which -have d:--=rt causal links.to the dependent variabir -2 the
.causal dlagram 'Each === wzight -estimates- the change to be expac-zd,’'n Y |
(the dependent variakt™ =} 2= 2 result of one-standard unit ‘change - tn X
(predlctor) variable r r=--iz=zad with the beta weight. - ' ./

Unan: lvzeé relat - ips are best estim@ted with partial cc-r=lat n

What one .“:st do ic - -~onstznt all variables which micat ircer . ne -
between tms twe vari 7w oI interest, or which might.servy to zzrrdirite
the values of the t-D> (=22 Heise, 1975, Zor a cogentv set =% v. =8 or
‘ determining hese‘cc —ati-g paths). .

The estirztes - cov . lance coeff1c1ents ‘are often inct_:iec
publlshed cws;l noc:a . T ~-evailing ccnwventiorr is to _-,pec1f =z an

value the czzr. —order c---relar.  between the variables. This” o0 T
only -if the:e ALF N0 L TTIE 5. by which the variables can b~ rel T
Typically, =xoczncus Ve " 1il-" -re consniered to covary with ez 2oL
an unanaly-=3 ~anner. (. ~suample, suppose there are trree exx .3Ci3
. variables ~3E. 352X, T “:3) . all  of which- covary. Soec Ty " In2
AGE—SEX cceffis ert ~u 3 . po-order correlation is-¢learly ir—or . z3
- this observed ~oirele o ‘:‘.l des~the covariance path AGE--SES~--SF TThat
should be zpecifie: v =E—REX covariance which.is indeodenc- at
SES variatle. 'I.n w. -2l termg, a partial correlation o T
zero=order cor 7.z <hiz..d be used.

Incorrec” v 7 sefficients will cause errors.in <he ‘age -
of causal ~~ziys.s. » .. zince researchers often do- not . cart ~ his
last stac: of the . ’cess, faulty spec1f1catlon of " the- - nce:

coefficier - does not  -I to substantlal error 1n 1nterpretatlo—1

-
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Th1s stage of analys1s fulfllls thegrequn:ement of estab11sh1ng

.\'*:.;f

covariance between cause and effect variables. Covariance is estimated by -
regression beta weights used to compute the causal coefficients and\sgi C

‘partial correlation coefficients used to compute. the. unanalyzed covarian
‘-relatlonshlps. ‘The condition of covariance is met by significant’ values
. these statisties. <

The structure of the: causal model Created in the flrst stage will
exert a strong effect on the size and “significance of these: structurall'.

weights. This - mplles that some. ggest for the plausibility. of  the
assumptions of covarlance»(and non-covariance) made in stage. one should.be
carried out. It rarely 1s. - e ¥

3) The last step m causal analysis is to evaluate the adequacy Of,-
* the causal model. This step involvesAdentifying all the possible- -paths by .
‘which each‘ pair. of vatriables might, covary,. computing +the- amount . of
‘covariancé between the variables which each of these paths contrlbutes, ‘and
adding up the results to estimate the total relationship between the two,
".yariables. Elalock (1964) . presents oné procedure for this' evaluation -

based on predicting 'whlch partial correlations shoul@ vanish when
1nterven1ng variables are held constant.. 'The procedure . suggested here 'is

- mcre. general, and seeks to estimater the actual’ non-zege macmtude of all

covariance relationships among variables in the model.
' Variables may covarytwhen- a) one causes.the other dlrect"v- cr b)

when ore causes changes in. the® other indirectly via another - iz’ or
variabless; or c) when; both: variables have a comnon cause. v.- .3 . .- ”[‘he;
~agnitude of the direct effect of one variablé on anothsr = = -~ = the
T ztruettural caeff1c1ent. To find the indirect effect of arv - ~"z.. .y
sth-- 0 st multlgly the causal cooff1c1ents for a1l i~ . Tlawr T 2ps
in - .a ‘ ‘ )
R E. o 7ariance when variao-les shaxze a common.ce. " I5 sooehat
har:sl, T & smple set of two.rules. for determmmg cc-" - -mtite w=ths
cEn o= ~zteC: -
ne fmay travel in a ‘reverse causal dlrect'on in :-dinc : -=En,

zher - 4 to a forward causal direction. !But ohe may --= then <. zvel
L3E -everse causal direction. This rule~ig simply : * <hani=al -ay
: a common cause for the two variables under cor -‘%or_aticr_ LT
.- which:causal direction' is reversed from backwz - —o forw=ic .o

ot cause.  To. allow a second reversal would p+ .t an «Iiect

-2 - modify a cause ‘variable," wh1ch wqld. violat - the teaporal

.oy «~-dition. :

o) U ...nalxzed covarlance oaths, since they have no temporal dlrectlon.'

== Tied. ~ay 2e traversed in either direction. *

~wo wv.rizdbles may-'be related by  a number of paths. The basic'
tlon >f linearity in causal models. allows one to compute - the total.

& -+ of cne variable on another by %Jst adding the path.valugs for: all

._fferent’ paths by which they are coordmated " When one hag/done th1s,"

-r. 2sult is an estimate of the zero-order .correlation,
as usmotions of the casual dlagram, and the est1mates of /the stL.ctural
cc  cients. o

f the structure of the relatlonshlps among var1ab s is aCCurately,
re~: -sented by the causal. dJ,zagram, this value should “correspond  to -the.

ob: ::rved zero-order correlation. -Values which are substantially different

frcm the ‘observed values indifate that the struc%ure of "the causal 'model ‘is.

no’ supported by the -observed data. / ’ -
] . T ' . ) <
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"If one ‘makes the assumptlon that the correlatlons computed from- the

. ‘ causal déagram are really population values (that is, ‘that the causal model

. . is correet), tests for differences between observed and populatlon

: corrglations ‘can be made by=~simple. isher r-to-Z tests. In these tests, a

-.non-s1gn1f1cant result indicates thatithe computed 4nd observed values are

sufficiently close to have come from the same populatmr ‘and - thus the

model structure reliting the two variables is not incorrect.

: w It is important to’ reallze that the model structure has not neen

proven by these tests. There may be a large mmber of models which will

- accurately reproduce the ‘zero-order’ co-*relatlons. However, if significant

, differences between the computed—ﬁd chserved va~ues- e~ “ound, the model

«° which produced them can be rejected. Thusg cthe vrc,ﬁurﬁ tes “he

 plausioility, rather than the, adequacy = . ths causa. rocei. Ir )1isible
models-can be rejected, but plaus1b1e ones must be further =valuz:ad..

One way to test the overall adequacy of = mode” is o de armine th

average accuracy of thke .reproduced . corc. - ons, as ozl ko s
observed correlations. ‘A "goodness-of-" " frgurs an . Cozines o
squzring the ‘correlations to get esti =-ec - = e .ooine. the
abs: lute  value .of the difference " wee e - =T Erv o Thserved
ot cov-iance, and averaging “this value .-;ur all pair. = variabizs  Thas ¢
- n':e;;e? 4h’ch receizes a ".85 goodness—;;—fl* -ating n~: - averat of 15%
. rrz. -~ oredicting the covariance of zry paiz of war: ... . A mcwe! whic
b, e .- a .95 ra=ing would clearly be z bett.r rep-z.==r. oncf che Lata,
= if -ch models were plausible. ' e
N . ,
_ EXAMPLES OF CAUSAL MODELS WZTH EVALUF "IC
= first two stages of analysis are usuz Iv carried ~© - Dby.
ronli =tion researchers, but_the model evaluation s—zge rarelyis Tais
U T ally tests the implications ct the ascumpt or- arat the st__.:ure
o’ ~ odel made by the researcher. Any model struczare mav be spo- i lied”
i -= first stage, and structural coefficienzs can := ¢ ;zained Zez - in

' -cond stage. But with the evaluation stzge; tt_ r=sulting mocEi may ..
2d to violate one or more of the conditicns of ~=zusality. Obv:ously,
.«Msions drawn -from a model in" violation of the requirements of
‘Causality are suspect. .
Three examples of causal models based on real datz will be used to
S « illustrate the add1t10na1 information prov1ded by the evi:luation stage. ‘
. The first example *is from a. study of necaver.al communication
impairment in.brain-damaged patients (Duffy, Watt ad L ffy, 1978, 1579)
/ This may - seem a bit removed from mass commnication research, but the
anzlysis situations are actually very similar: * experimental manipulation
is pragmatically, and ‘ethically imppssible,. so all causal stat@ts must be

"made from observatlonal data;~there are a number of variatles\involved; and
' the causal ordering of some of the variables is a cubjiec: of ntroversy

b The other -two examples® are from mass communica-icn research in two

different areas: polltlcal corrrmunlcatlon and subcul'-urai media yse. -

’ / 4 \Nonverbal Communicative. Impalrment Models.
- The .first- three figures ceontain three models caucally relatlng the
_ fo lowing variables:. PICA (Porch Index.of Commnicative Abilities), an
o ex.of generalized symbolic ability; -RPM (Ravens Progressive Matrlces) r
‘ measure of general intelligence; MAT (Manual Apraxia Test), a motor skills
test;  PRT (Pantom}.me Recognition Test), a nonverbal recognltlon ab111t1es
1ndex~ and PET (Pantomlme Express1on Test), a nonverbal express1on 1ndex.

. e . . . . e M -
c . P * . . N . o . ' ‘ . : .
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Flgure 1 represents one " theoretical persoective pn the or1131nF of (

nonverbal commnication deficits. Simply" put, it states that deficiencies.

in* general. symbolic abilities, 1ntelllgence, and manual skills all occur

ssimultaneously as a result of a brain lesion 'due to injury or stroke, and-

thus there is no causal ordering among them. They covary becagse they are

" a result of a common ~3use. These - var1ablas in turn cause "€cficits. in

nonyerbal abilities. _ .
As the table :zoxi:ated with this model -:ows, -this is = plausible

causal statement. JUs_ng the “:aviously outlindl rules to determine unique:

causal paths, then add s . : effects of all paths bBetween pairs of
var1ab1es, produces estiz=~s -f the observeZ correlations which .do not
- differ significantly fr--m tr2 =ctual correle=’ was. In traditicmal causal

» analysis, this informati-on we 1'% not be avail-:zis. Nor would the goodness-
" of-fit wvalue. Conclus.*"ns c—=m would be —used upon the magnitude and-’

possibly the significar - lew= =5 “of- the st—-t.ral coefficierv 5 obtained
from the second stage -‘::‘ anal] is, and the =2s:um=2d causal =strurture would
tacitly accepted. - o ' :
¢ But ‘becdause we hziv= ™this additional ¢
' possible ta contrast ‘-_;: Zirst, rnod'él with & <F oretically come=:tipg one.
"Figure 2 shows this r: T- states that -z .redominant czus= va¥riable
is general .intellig%f::::-: >eficits in 1nte1_gr:"e caused by braln 1es1on
cause reductions in sy"f::o_lc ebility and mo=—=r :5<ills, wh1ch sussequently
cause deficiencies ir r.averbal skills. B .

The. table 'assr::arec with this modei ==-ws 'that —his 1s not a
plausible causal mc’ -1, as the covariances —v::icted by the model differ
significantly fromt _ =bserved correlations. . :.=arly, Model 1 is a better

-, representation of the .nserved facts.

- Figure 3 represents ancther theoreticat perspecti\'ze. It m.er'ely‘-

reverses _the causal order oF the - intellijernce? and symholic abilities

any conceptuallzatloh of intelligence,.and changes in symbolic. ab111ty thus
cause changes in measured intelligence. As the table shows, this:is a

 plausible statement. The goodness—of-fit value also indicates that 1t is a

better statement of the observed data than is Model 1.

. Compar ing’ the resultsyt of the second.and third- models leads to" the
conclusion that deficits in symbollc abilities probably cause deficits in
gendral intelligence,:; and not vice versa. We are in the rather astounding

position of being able to offer  evidence for causal ‘ordering from-
obBservational data taken at a single time point. It should be emphasized'-

_that this is possible only if the evaluation 'stage of analysis is carried

out. The structural coeff1c1ents of the secand model could be used to draw

conclusions, but these conclusions would be in'error, as they would be

‘based on a causal structure' which was not capable of - representlng the'

observed dat‘a.

Adolescents and PDlltlcal Mass Cormmmcatlon - _
This causal apalysis-was carried out by Quarles’ (1979) Figure 4 is

“the causal diagram: for this” model of the ardtecedents of accurate

~-21_.akive informzt.on, it is-

: varlablef\ﬂ:‘ne rationale here is that symbolic abilities are central .to

_ perceptions of- candidates? . positions on 1ssues. Educatlon (EDUC) , .-

Polltsq.cal interest of respondents. (POLI) and interest in the campaign by
respondents (CAMI) are assumed to be exogenous and to covary. The values
reported in the dihgram are .(incorrect) zero-order coefficients. They were

’ replaced by part1a1 dorrelatlons for the analy?,ls.

Lo e s . . . . . Lo
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. observed data . B _ .

complex model with non-obvious structures like this onet As

Increases iIn“any of these exngénous variables. are assumed. to cause
increases in newspaper use. (NEWU), "which in turn causes increases “in

political- system knowledge, such"as. knowledge of the length of terms of

“senators, the name of representatlves, etc. (SYSK). Campaign interest and

education are also assumed ‘to. cause- increases in political system ™
knowledge. . All variableés are presumed to cause increases in the accuracy

with which respondents could identify ¢ampaign issues (ACCU)

As the table associated with Figure 4 shows, - this is a very plausible
model. N&he Qf the predicted zero-order correlations differs 51gn1f1cant1y
from the observed correlatlons, and the fit of this model to the data is
excellent, with an average covariance error of less than 1%. .

The evaluation of  this model has added some credence to the

‘assumptlons of temporal prlorlty which were made by the résearcher. There -

are a number of other time orderings which could be justlfled, however.

" For example, a plau51b1e argument could be¢* made *for reversing the time

ordering of newspaper use and political system knowledge. A stronger' case

- for the causal conclusions which were drawn from this data could be made.if

the alternatives were. 1nvestlgat'ed' and found to be podrer at predlctlng the

Use .of Television B By Blacks B o

“Allen and Bielby (1979) provide the next example. This causal ‘model,

outlined in Figure 5, is an example of a very complex situation. Four
exogenous ' variables are defined, edlcation (EDWC), socioeconomic status:
(SESY, AGE and SEX, all-of which- are assumed to -covary. .The tovariance
coefficients were not reported. in the original research,‘*but were
reconstructed as partlal correlations from the, zero-order correlation

"_matrix and entered in the model ‘evaluation stage.

‘Bducation is assumed to have a direct causal &ffect on all other

© variables, which weré black identity. (BLID), the sense of personal contro;L

over life (PERC), anomie, or alientation from white society (AyOM), total

" television-viewing (TOTV), black orla’f:ed public affairs telev151on viewing

(BLPR), and the perceived bad points of black situation comedles (BADP) .
Black 1dent1ty is a function of. age and education, and’ in turn produces
etfects 1q total itelevision viewing and perceived bad points. Personal
control 'is a function of educatlon and SES @nd produces changes in total
television viewing levels: Alienation is a functlor,\ of educatlon and sex,
and causes differences in black. public affairs v1ew1ng. All variables with

- the exceptlon of SES, personal control, and.gnomie produce effscts 1n the
*the ‘perception of bad points of .black situatio comedies.

The  causal ordering” is justified by ' the authors, fulflllmg the
necessary connection condition for causality.’, But there remain a number of

rather arbitrary causal relatlons,h s. For example, it -could argued
‘that black public affairs V1ew1ng :Siould preceed. black identit €S inla
learnipg process. As the model is sktated, there is no; relation hip at a],l

:betwee* black identity and black public affalrs v1ew1ng. N ~

r It is partlcularly necessary. to carry out the evalua 1on~st@{e in a -
2 results in
Figure 5 show, the authors of this model did an admirable job of creating a-
structure which was- consistent with the reality' of the observed data.
However, there is qidle® str:,klng difference béfween the correlations observed’

- and those predicted by “ the model The * obsedved relathnshlp betweer"
personal control and-anomie. was ,33, but the model predlcte?i a corre] ation .

o R 3’ : ' ' g o » . '- ' . ~
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of only -.02! . A look at the structure of the model indicates why: % anomie © -
‘Wpand personal control are assumed to be unrelated, so any correlation
" between the variables should be spuridus, ive.," }:he result of covariance
- - with common cause variableés. .~ T o L
~ \The spurious paths could not provide covariance  of the magnitude-
observed, so it appdjrs that there might.be a ¥eal relationship between the
b two variables whic s overlooked by the awthors, It is- certainly
. plausible to think thdt a sense of personal control and a feeling of anomie
should be directly related in a pegative fashion. e c
. It would be interesting to recompute.the structual coefficients, with
the addition of this causal path, and then to reevaluate the model. To be;
~sure, this is a’ somewhat atheoretical way of approaching causal modelinhg.
s But it is also.unsatisfying to be in the gituation of drawing conclusions
fram a model with‘a known flaw. = - s - :

K

‘f‘

CONCLUSIONS e :

.. These examples have illustrated the additional yower which.evaluation .

- of models brings to causal analysis. It enablesthe researcher to reject
implausible - model structures, to find evidence of temporal ordering of,
‘yariables, to detect missing. relationships in models, and possibly to
permit self-congratulation for creating a good theoretical model. .

. Tt seems clear th#t the philosophical requiréments for establishing
casual relationships imply that this eval@ation stage should be carried
out. ; The, conclusions drawn from a causal model are only as good as the
structure- of the model., Tt is necessary’ that - researchers test the
plausibiljty of the 'assumpkions made in creating the:structure, lest they
draw cohclusions and implications from an- invalid set of .postulates. B

Except in the simplest models, this evaluation must be carried out

.with the aid of a computer. The numbef of indirect: paths-by ‘which

variables can be related increases exponentially with the number of causal
and unanalyzed links included in the model. As an example,. the Allen.and

+ Bielby model produced about 8000" coordinating paths between variables.
. S Reproduced correlations and significance tests for the models 'in this paper |
' were produced by a comp;}ter‘program which id available from the Author upon

request. o . T . : ' St
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) o .  Nonverbal Communication Impairment — Model 1 ',’

_ o
n ) b s E .
. ¢ 2
ORIGINAL AND REGENERATED CORRELATION COEFFICIENTS
- _PRT  RPM PICA  PET MAT ‘
PRT . 1.000 0.489 0.716 0.676 0.346 - . 4
REGEN 1.000 0.432 0.707. -.0.621 '0.404 |
. SIG  1.000 0.648 0.905 0Q.545 0.671
M 0.489  1.000 - 0.599 ¢ 0511 0.490 ,
 REGEN 0.43B 1.000 0.518 0.420 - 0.376 -~
SIG. 0.648 - 1.000 0.458 0.460 ~ 0.372 .
' e | ' (. » | »
PICA’ }67316- 0.599. 1.000 0.892"' 0:638. AR -
 REGEN 0,707 0.518 1.000 _ 0.883 0.560 : |
. sIG  0.905 0.458 .1.000 ~0.789 0.443. '
T~ L , B | ./
- per’  0.676 0.511 0.892 1.000 '0.703 |
REGEN 0.621 *.0.420 . 0.88% = 1.000 0.653
SIG - 0.545 - 0.460 0.789 - 1.000 ~ 0.556
MAT 0.346 0.490 0.638 0.703 = 1.000
REGEN 0.404 0.376 0.560 0.653  1.000
SIG  0.671 0.372° -0.443 0.556 1.000
.GOODNESS'OE FIT = 0.9368 - T ( _
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FIGURE 2

L ’

Nonverbal Communication Impairment -- Model 2 -

Ll
’
L
- ' :
1.
Y 0
-~
. A}
’ *
4

D) RAVARNE " ) -
A ORWGINAL AND REGENERATED CORRELATION COEFFICTENHS i :
D PRT REM , PICA CPET MAy L
pRP e 1000 ,0.489 - 0,716, 0.676 0.34&§ - :
REGEN» 1,000 0,486, "0.714\ 0.582 0.238 .
., sIG 1,000 0.982° 0.982 ~ 0.325 055 . .
© .~ R __ 0.489-. 1.000 0.599 0.511 ° 0.490
A REGEN 0.486 1.000 0.600 0.512 ~0.490 o
- S1G  0.982 1.000° 1.000 1.000  1.000 - f
PICA  0.716 0.599 1,000  0.892 . 0.638 '
 REGEN 0.714 0.600 1i000 0.813"°'0.294
/SIG ~ 0.982 1.000 1.000  0.061 ' 0.004
 UPET . 0.676 0.511° 0.892 1,000  0.703 . , .
. REGEN- 0.582 .0.512 0.813 1.000. 0.433 -
«— SIE 0.325, 1.000 0.061 ,1.000 0.010 :
" mAT  0.346, 0.450 0.638 0.703  1.000
U REGEN 0.238  0.490 0.294.  0.433 1.000 . ,
_ ¢\ sIG : 0.455  1.000° 0.09¢ 0.010 1.000
e GOODNESS OF FIT == 0.9049- = fsx.“,_ ,
" ‘ ' L S e -.-‘.:.'J- ,)%. ’\'\ .
" ]f-Z S e
° e e
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bai’cbmmuﬁﬁcation Impairmefit —— Model 3.

1.000- - 0.486

11.000 . 0982

0489 1.000
.0.486  1.000

0.982 -1.000

04676 0.511
0.635 ~ 0.486
0.648 © 0.834

0.346  0.490

0,457 0.384

-0.402 " 0.407-

-

Looo 0.as0 0.716"
- 0.982: " 0.648

© 0.599 . 0.511

0.716-° 0.599" 1
10.714 . 0.600
| o0.982 1.000

- GOODNESS OF FIT = . 0.9704

=

0

+635

0.600. . 0.486

'1.000"; - 0.834.

10,910 - 1.000

0.638 0.703

0.640 ° 0.715

10.986 0.880

PICA -~ PET -

.676"

T

" ORIGINAL AND"REGENERATED CORRELATION COEFFICIENTS
. PRT -, RPM .

0.3867

0.457 , .

©-0.402

I70-49Q ;‘f{ < :

©0:384 &

0.407 -

' 0.640

. 0.986

4

0.715 "

. 0.880 "

1.000
- 1.000 - -
. 1.000... "

N
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-1

1 0.330

0.440
0.437
0.961

.0.250

0.239
0.859

0.450
0.449

.1.000j

0 '380 «
0.382
0. 975

%

0.328.

0.972

1.000
1.000
1.000

1*&&1_ __.—.__—-g,a_..p&... 2 ety

. A2
- FIGURE 4 (Continued) * <
, o N
ORIGINAL AND REGENERATED CORRELATION COEFFICIENI‘S
: , ] ACCU Emm_ POLI QWL SYSK
b ACCU- 1.000“ 0.366*  0.400 '10.320 -%0,420 -
"REGEN 1.000. 0.355 0.396 '0.337 ~0M31
SIG ,1.000° 0.929. 0.943 :0.787 0.843
- 9 I ' N o v ' v ’ )
: "EDOC -0.360 - 1.000 ©.180. 0.090° 0.340
... REGEN '0.355 1.000 0.160 . 0,079 0.338
- 'SIG .. 0.929 1.000 0.763 0.870. U978
ot - o .
<« . POLI ~ 0.400 0.180 .1.000 0.470. 0.390
S8 ~ REGEN 0.396 -0.160 1.000 0.464 0.384
©© 7 _SIG. 10.943Y 0.763 -1.000  0.911 0.924
¢ — K -t '\ - ' ¢ l.. ., N b.‘
Do - S 320 *0.050 0.470 °1.000 0.110
— "*& " REGEN’ 0.337° 0.079 0.464 11.008 0.204 -
.n?' L §IG// 0-787 ~ 0.870 .0.911 -1.000 . 0.160,"
. Som >, T e . o A
LR . < . N VR :
4+ -, 7~ SYSK .'0.420 0.34p - 0.390~;_0.110, 1.000
‘;kﬁ.-;?.: " RBGEN  0:431 ° 0.338 0.384 " 0.204. 1.000*
.. . SIG/ . 0.843  0.978.° 0:924 '~ 0.160° 1.000
A U IR o T e
o~ . v, 'NEwu. 0.440 .0.250 0.450 0.380 0.330
: = REGEN ,0.437 - 0.239 = 0.449 0.382% .0.328
SIG  0.961 0.859 -1.000 0.975'- 0.972
. . ) . . [N . o
GOODNESS OF FIT =  0.9941
]
6 .
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s UFIGURE 5 (L - ed)
.&2\— .' f ) 5 !
R GRIGINAL AND REGENERATED CORRETATTON COEFFICTENTS
'EDUC:  SES . AGE - .SEX  BLID. PERG ANOM BLPA  TOIV  BADP
_EDOC  71.000 0.470 -0.393 *0.089.: 0:270  0.169 ~-0.140 . 0.286 =0.319 0.395
REGEN' 1.000 0.441° -0.354 = 0.074 0.253 0,166 -0.140 0.281" -0.310 0.385.
SIG  1.000 ~ 0.554  0.465 '0.811 0.772 0.963 1.000 -0.629. 0.864 0.851 -
ses . '0.470 .1.000 -0.317 0.053 0.164 0,197 -0.105 0:178 -0.274 = 0744
CREGEN 0.441 -1.000 -0+184 °0.042° 0.I21 -0.194 -0.083:.0.124° -0.258  0.202-
SIG ' -0.554 1.000 0.572 0.86p 04471 0.963 0.490 ~0.370 0.784  0.474
AGE ~ ~0.393 -0.217 1:007  3Q75. =0.381 ~-0.057 : 0.017 10,202 -0.37L , 1
REGEN <0.354 -0.184 1.0 06457-0.370-" =0.063. ~ 0.054 0,159 -0.349 *
SIG  0.465.° 0.572 “14000 858 0.829 0.922 0.542 L 0.465  0.679 -
§ i - R ) , , \. . v" Coe .. 4
 /SEX 0.089 »0.053 0.075 1.000 G129 0.057 -0.141 0.035 -0.020 -0.050
" REGEN ' 0.074 , 0.042 -0.064 _1.000 . 0.031 0.014 ~-0.140 0.046 -0.026 -0.069 -
SIG - 0.81L “0.860 0,858 "1.000 ,0.108 ©6.481 ' 0.986 0,932 0.918 0.761
I AR N A e C
BLID  0.270 ,0.164 --0.38~ ° 0,120 ~1.080 -0.031 -0.06C 0.151 -0.228 0.296
REGEN 0.253 - 0.121 =-0.370 0.031 1.000 0.043 -0.03" 0.07L »=0.229  0.288
SIG ~ 0.792* 0.471 0.829 | 0.108, ﬂ'ooo 0.226 © 0.70° 0.190 0.982. 0.893
_— ' A _“ : N oo o - v \-,
PERC  0.169 0.I87 -0.057"  0.057 20031 1.000 —-0.325 .106 -0.184° 0.130 - -
' REGEN 0.166 ‘0.194 -0.063 ~ 0.014--- 0.043 =1.000 -0.033  0.047 =0.394 *.0.096
 S1G  0.963 ..0,963 .0.922 0.481 © 0.226 1.000° ¥g.000 . O. 332, 0.869  0.577.
" aNoM -0.140 :-0,105 ‘0.017 ~0.141 -0.660, ~0.326° 1.000 ~<0.184 0.132' -0.085 -
REGEN' -0.340 *-0.063  0.054 '-0.140 =0. Q;? ~0.023/ . 1.000° -0.18§ - 0.044 =—0.060"
$ 516, 1,000 0.490 © 0.542" 0.986 0.707 0.0 1.000; 0.989 0.147 0.582
..v‘ ‘ ‘ - g . - .'A o . "‘.. '.q_ . , .o ‘.1
BLPA 0,286 ©.0.178  -0.118.. 0.035 0. 151‘ i%gﬁ —0.184- 1,600 ~0.184 .. p.pea
“ “REGEN ' 03281 - 0.124 -0.100. 0:040  0.071 -0 ~0.18€  1.608~-0.087 -0.226 .«
SIG - 0.929  0:370 . 0. 771 . 0.932° 0.190, . 0. 33é {6 1:000, 0.108 ~ 0511
fory - Loi3le 0,274 < 0.202. ~0.020 -0.228. ~0.184 03132 -0.184- ‘11000 0.3
REGEN'=<0;310 0,258 . 0;159 -0.026 =0.229 =-0.194  0.044 =0.087 -1.000-..
. SIG. -i«pf%54 0,784__ 0.465 0.918 0.982° 0.869 0.147, 0. 108, 1.000
BADP Y 0,395 0. 284" 4B, 471 -0.050  0.296 0.130 -0.085 0.264 -0.366.
" REGEN .0.385 ,.0.202 450,349 .~0.069.. 0.288 '0.096 -0.060 0.226. ~0.344
% sxc‘ * ‘851 0. 47w 02679 .. 0.761 0.893.° 0.577 . 0.6f.  0.511 - 0.684-.
GOODNE‘SS oF FI'I‘ = 0. 9897 ;(/__7'v
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