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" ABSTRACT
. —_—

« This is a report of a study of ranking algorithms used in=

a Boolean environment. The ranking algérithms are decomposed .
. ' . . : >
into term weighting schemes and similarity measures. Represen-

tative term weights and similarity measures areiselecteé from
those known to exist in information retrieval environments. N

The ranking algorlthms are tested us;ng documentg submitted by

specific clearlnghouees to the Current Index to Journals. in
"

]

Educatxon data base.

Y L)

b't

The study used information need statements fram iadividuals'

with interests congruent with the data bese. After'gearches’ .

were conducted by professiona}‘searbhers,'the'retxieved do&uments-
were judged for relevance by the persons submitting the original

infarmetion_need statement. This proviqed the ihput'to study -

the ranking algorithms. ‘ . y

L
.

The algorithms were analyzed according to their ability to
f

‘move relevant documents toward the begznnxng of the output lxet. \

The coefflcxent of ranklng effectlveness (CRE) was used to
measure this ability. The study found that when us;Q?.a controlled
vocabu}ary'or the free text, it is possible to signifiCantly
imp;oee the order of the output. The‘results;alse indicate

that ranking is at best about 20% effective with the remaining

80% not yet tesolved. I& ie suégested that the factore .

currently used in rankxng algorithms are not likely tc make

ranking cloSer to 100% effective. Rather,new information is

likely .to- be required.

e
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' INTRODUCTION
L. . ' B P
.Ra?king the output of an-informatdon .system on the
‘ - critexion of ‘robable relevance to the query is considered an
. . ) 4
A oo optimal stra egy in information retrieval (Maron and Kuhns,
" 1960 Gabhar t, 1975; Lancaster and’ Fayen, 1973). Ranked output

attempt to provrde the user with information indicating that

the closer a dooument is to the beginning oﬁ the output list,

the more like;Q'it is- to be relevant to his query.

. » - . -
- * . . - . ) R . *e .‘ -’ S

In:the- context of a document retrieval system‘l a ranking
algorithm defines an ordering on a set of documents, ordering
the doeumenta according to their degree of similarity to a
query. In the simplest cdse (a binarf decision rule) the
document set is ordered into two classes. those satisfying the
retrieval criteria -and those not satisfying the criteria. More

. complicatea ranking'algorithms may be defined in order to provide
' orderings of greater detail, creating u» to N classes of output.

where N is ‘the number of documents. retrieved.

. The absence of a systematic collection, classification,
- and comparison of ranking algorithms was Roted by Sager and
Lockeman iSager and Lockeman, i9765. Subsequently they began
N ~ the taek‘of systematically exploring ranking algorithms. They

._»/

1 The phrase "document retrieval” will be used lthcugh
cue "computerized reference retrieval system” is a more -
: appropriate description of this type of system\’
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identified components which could thecretically\be ccmbined to

form 990 different ranking algorithms; unfortunately only 14 of
these algcrithms could actually be tested given their experi-

mental conditions. Their results were constrained by the fact

that the ranking algorithﬁs were teetable in only one retrieval
environment (defined below) and they encountered other difficulties,
such as preblems with relevance judgments (Sager and Lcckeman,-
. :1976, p. 243). Thus, work on the careful examinaticn of ranking
o a ‘algorithms was begun, but. much thecretical and empirical work

o remained.

1 | .
Ranked output has been a process of unknown effectiveness,

requiring heavv user effcrt or occurring only in the context of
SMART-like systems. In the SMART-like systems, the ranking
process cannot be isolated from the retrieval- ‘process for
particular investigation. Inverted file gystems, on the other'
-'handf traditionally keep information wpich only allows simple

. ranking and often requires a great deal of user effort.
Innovations in the Svracuse Infcrmation Retrieval System
(SIRE) (McGill, et. al.. 1976), allow numerous and sophisticated
ranking methods to be studied in an inverted file context.
A - Specific components of ranking algorithms and the retrieval
environment can be isolated and .Simultaneously varied so that the

efforts cf each ¢omponent and each combination of components can

. ' be abserved.

This 'is a report of a study which examined 504 differént

" 1¢ | g
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-+ ing‘slgorithms in two different environments. The study ;es
SV na: f%gsgzi::ember 1, 1978 through August 31, 1979. The
) L report consige he environment and the components of ranking
i L algorithms, the relevant literature, the methods used in this

study and the results &nd implications of the collected data.

® = . 8

| S . . '
. COMPONENTS AND ENVIRONMENT OF RANKING ALGORITHMS

‘A fﬁndamental model of a documentfretrieval eystem‘is' .
“shown in Figure 1. This meodel is not new, but it provides an )
essential framework for the understanding of ranking alqorithms r
There.are many other models which view the information retrieval
..proeess from other perspectives with different components (e. g.
' Seracevio; 1968, p. xii). The model in Figure 1is different in
.that the components and piaoe of rank&ng algorithms in a retrievel
e system are clearly included. This model clarifies the ‘relation-
' ships between’ certa n processes. For example, it shows the
_complementary and enalooous roles of defining a query for an
information need and the role of defining the set of descriptors
- for a document. From. this model ‘it is clear that the schemes
for applying different weights to terms in the query or document .
A . representations can be isolated £rom each other and from 'the
4 .formation of the representations. Further, the model clarifies
. the isolation of the similarity measure from the weighting and

: descriptions. The five key elements comprisihg a ranking

¢ s

algorithm and its environment are:

a) FORM OF DOCUMENT REPRESENTATION (DR). Form of document
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repreeentation refers to the manner of selecting the descriptors

(1ndex terms) by which the document will be examined by an

z‘algorithm to -determine whether to retrieve or not to retrieve

"the document. Indexing language variables constitute a large

-portion of Docuuent Representation variabi}ity;

-¢

A document can be represented YWy any combination of
classification codes or index terms assigred manually or auto-

maticz'ly from a controlled or uncontrolled vocabulary. Terms

may be e\*yaoted from the document or portions of the document

(e.g. title, author, abstract,‘oitetions). There are also | “
variations in the form, structure, depth and breadth of

indexing languages.

T~
Tt~ s

~—— .

The product of-the\oocument representation process, for

~ .
.

any document representetioa_aﬁa\anx\oocument, j, can be thought

of as a document'veotor Dj = elj a24 a3j "'amj' where

0 - if document j is not indexed by term i

:
]

1 if document j is iudexed by term i. .
o X ]

m=. number of index terms in the uocaburary
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Term Doc. 1 Doc. 2 Doc® 3....:..Doc. N
’
) Apex 1 d 0 ver... o
) Apple "0 1 .
Baker 1 . 0 B T |
‘ Bun 0 0 1 e 1 .
\
. . . . . cevene . k
. .\ . . cecese &
‘ e\ . . . cecee . '
term M 0 1 _ o . ;.i... 1

*

FIGURE 2 - INVERTED FILE

The vector terminology.(e.c; "document vector") is
applicable to inverted file systems as well as to SMART systems
In Figure 2 a row is referred to as a “term vector - noting the
presence or absence of a particular term across all documents.
A column is a "document vector“ - noting the presence or absence
« of each term in a particular document. The process of indexing °
. X a document may thus be deecribed as the creation of a document

vector representing that particular informstion item.

b) TERM WEIGHTING IN THE DOCUMENT REPRESENTATION (W) .
Term weighting schemes determine how much emphasis is placed on
the occurrence(s) of each index term Sager and Lockeman
identified 22 such schemes (Seger and Lockeman, 1976). The

elementary weighting scheme is, of course, "unweighted". This
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scheme assigns a 1 or 0 for/@he presence or absence of a tem,
respectively. More;cemplex schemes may count the'number of
occurrences of the term in the document, normalized by such

'taetors as the number of terms used to represent the document,

the frequency with which a term occurs throughout the &ata base,

the overali frequency distribution and probabilities of the term

occurrences, or the. term's pattern of co-occurrence with other °
terms. The term.weighté‘max be eescribed by.a vecter-of co~
ef;icients 1y .wzj w3; -+ «Wps) for the correspondgng‘ document
representation vector. A'weighted documens repfesestation vector
Dj=w1alj Wadz4 W3agy -.. Wpdng is develuped by tse element by

element multiplication-of the two vectors. 'Aéditionally, ther

elements of the document representation vector do not ﬁecessarily"

have to represent index. terms themselves, but could be underlying
factors discovered by analysis of the text of the collection
g

(see Switzer, 1965)'er other selected attributes (see Qleveland,.

1976) .

c)- -FORM OF THE QUERY (QF}. “Analogous to the conversion

of a document to a doeumeqt representation, an information need
must be converted into a query.. Queries are 9a£egorized'here ]
' as_selonging te one of two ferﬁsﬂ Boolean or "natural® languegez.
Naturally, the qdery formation process results in a request

expressed in the same language as the document representation.

2 Natu:al language querxes may be considered as 1dent1ca1 to a
Bool@an query consisting of the same set of te€rms, all
connected by ORs with some subsequent processing (McGill
et al. 1976).

-

A,

} | - . ‘ ) . . 7 -
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Thus, there are theoretically two guery forms (Boolearh end

' naturel language) for each document representation form. 1In

-

‘either case the query can be represented by a vector corresponding
to the document representation vector (i e. having the column
vectors represent the same terms, factors or attrihutee). Other
factors which may influence the query fofydtion include the nse/
non-use of an intermediary, the form of the man-machine dialog,

L4

relevance feedback techniques, thésauri, adjacency operators and

generality/epecificity of the querr.

. % d TERM WEIGHTING IN THE QUERY (TW). Weighting co- o

efficients may be assigned to query vector elements as they ere

to document représentation. vectore. Query terns n be weighted
equally, according to their frequency of occurrence' in the query ,
manually, eccordlng to the eearcher 8 perceptions of the importance
of each term, or, in situations nsing relevance feedback, as’ a
fonction of the term's pattern of occurrences in relevant ana

non-relevant documents (Yu and Selton, 1977). | .

~

e) SIMILARITY MEASURE (SM). A similarity measure is an

. algorithm Which compntee the degree of fagreement beteeen entities.

For this etudy,‘the concern is with a query“vector and document

-representation vectors: There are many vector association '

measures deecribed in the literature, (see for example, van .

,Rijebergen, 1975, 31-34; Reitsma, 1968). One simple‘neasure

yields a 1 if ;2 (Q,.D;)#0 and 0 if (=, (Q,.Dg)=0.where Q and D
are the Query end document representation vectors and m'ie the
number of terms in the vocebulary. More complex measures may
take into account- terms not present in either the query or

Vs
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document representation vector in ‘addition to nuymber of terms,

frequency and probability data.

Ranking algorithms are composed of the three units, in
Pigure 1, QW, TW and SM. The two units DR and QF constitnte the
environment of a ranking algorithm. The ohjeot of a ranking
algorithm is to prediet the relevanoe.of,each document'and‘plaoe
the documents in.descending-order to predicted relevance.. Thus,
as the cutput list is read from beginning to-end, each document is

. more likely to be relevant than those following it. }

Panking algorithms do not alter the composition of the set

of documents retrieved by a query. That is, in a given environ- i
mépt (QF and DR) and a given data base, a document retrieval

stem wiil'p*oduce the identical set of documents in response to |
a ouery regardless of the ranking algorithm employed, provided
that a cutoff value on the similarity,score-is-not being used to
restrict.the srze of the‘outpht-list. Conceptually, ranking
algor*thms work after the retrieved set is formed to effect the'

. order in which the documents are'displayed.
- : > .

This is grecisely the way the two-step retrieval process
has been implemented in the Syracuse Information. Retrieval :
. | Experiment (SIRE) (McGill, et al., 1976; Noreault et al., 1977).
- , First the retrieved set is identified as those documents which
satisfy the Boolean logid of the query. ‘then the ranking
algorithm is employed to compare the similarity of the

document representation vectors of the retrieved documents to

P o .‘ 1 "J )



the query vector. The documents are then rank ordered for .
output. 1Inh a recent study, the efficxency and effectxveness

of this method were demonstrated (Notgah-t et al., 1977).

This process is in contrest to linear associétive processing
retrieﬁel.systems (e.g. unclustered@ SMART) (Sparck Jones, 1973).
In these syssems;.as in the case of. two-step systems using a
cutuff value,, the' nature of the ranking algorithms can affect

the set .of documents-the user réceived. Using a cutoff value

places ;}eater importance on the role of the ranking algorithm.
s . r

.
] [}
+

KEVIEW OF RELEVANT LITERATURE

.

thle there have been numerous evaluations of document
retrieval systems and dszerent aspects of document retrzeval |
.systems, seger_and Lockeman‘s (1976) view that a systematic
evaluagion (or even conceptual organization) of ranging

algorithms has been absent from the literature is confirmed.

There are methodologlcal reasons why -definite statements
.about the’ relatxve performances of ranklng algorithms were not
made. These will be dlscussed ‘below. However, a s;gnif;cant .
reasen for the lack of kgowledge is theoretical. That is,
until Sager ‘and Lockeman' s explxcatzon, the concept of iankfng

algorithms ‘was not well enough defined to be carefully examined.

It is easy to be critical of the methodology in information

retrieval research. Without going through a case by case exam-



ination of past evaluation studies some recurrent problems can be

1poicted out. First is the problem of the small size of data bases

usually used iq this research. This inhibits the generalizability
of results beceoee the queries used in these studies are often not
representative of q;eries that would be made of a lerger data base.
For exemple, cdnsider_a data base of 1,000 documects,'and a query

-

which retrieves 30 of those documents. If the data,base is a

frepresentatiﬁe semple of a larger data base, with say 30,000

documents, then that same query passed.egainst the larger data base
should be expected to retrieve about 900 documents - not the kind
of qﬁery often used in operational settings. Another problem is
that of human variables confounding gystem variables. Examples are
poor indexer reliability, sea:cher inconsistency, and poor agree- -

-

ment between and among user and expert relevance judges.’

For example, SUPARS researchers coﬁcluded’that a large
portion of the variance in system perfo:méhce mey'be due to factors

extrinsic to ‘the system - the manner in which documents are defined

as relevant and individual di?%etences among searchers “(Katzer,

| 1971; pp. 38-39). The Comparative Systﬁms.Laboratory group

concluded that o

... The difference in retrieval -as exists

- between languages of equivalent length. can -
almost entirely be attributed to-human
decisions in indexing and question analysis.
In the study of iifferences in retrieval
of relevant answars, where the relevant
answers rétrieved by index file C and |
missed by £i? F were examined, it was
found that at least 75% of the incidence
of missing can’ be attributed to the human
factor - to human decisions, idiosyncrasies, .
inconsistencies, interpretations, etc. _
(Saracevicy 1968, p. 130). N

- T 1y

~

~———

o
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Keen (1973) reported 42% inter-indeker'consis ency, ‘\\\
77% intra-indexerrc0nsistency (after 20 weeks), 32% agreement
among'relevance Judges and that 69% of the documents judged

relevant by a requesto; were also Judged relevant by expert,judges.

s *

Other methodological reasens _for the lack of success of
‘evaluations to explain rahking algorithms are 1) an examination
of rankinq aigcrithms lias not been thé’main goal of any empirical-
research.beszdes Sager and Lockeman's restricted effort, 2) in
some cases the system variables nave not been isolated or controlled
so as to determine if there are pffects due to specific system

components. This mpy be due both to the experimental design and{

-or the nature of the dependent variables (perfcrmance measures).

and 3)thatvariab1e§ contributing to ranking algorithm performance

havesnot been considered in broad contexts. That is, these

variables must be considered at different_leveis of component and
envi:onmental variables. - . ) ' ’

*

. , . .
Evaluations br cemparisons of total systems are too general

to allow conclpsions to be drawn about specific .system cemponents._

This is particularly true for studies of eperational systems, but
true for experimental systems also. For example, in the original
SMART vs. MEDLARS comparisonr(Salton, 1969) wﬁgle manua& and
automatic indexing were the focus of the . -comparison, other factors
such as the form of the query, term weighting schemes and similarity-

measures may'pave had some effect on the results.

Recall, precision and fallout measures may be suitable as

descriptive measures of a system's overall performance, but they

-

-

Tl =0
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are inadequute for dpvestiger.ons of the effects of specific’ ’
. ) systems cogponents.  These measures are sensitive to varianmee' )
in many system Coapon .o Lo it iz on‘y wx*h the greatest ,
.- . ‘experimenica! i, . 7. .« measuces can give testim ny to '
. . 1 .
the performance OFf 4 oLnfium componenti. | _ ’
. . . ) ’
- 5 ' r [
T For exompio, oo pigurs o Retrieval methods A =nd B
" & . - : L]
could have ooty © - [precidsico, graphs yet be retrieving
entirely d.» srept o0 07 o ments.  Jsual performance measures.
. would not convey that 1nfarnozion, which is of. value to a system
designer or evaluetor. . L f
_ . - :
’ - LtGnRAL . - T i o MEASURE DIFFICULTY | _
. . *' . T - .
L ) \ S . ‘ iwrrieved by System A All Documents -
N ‘,f\ - "__._,...'-—""_"“"‘ - R — M\T" T .
- . — . N\ 4-\ . r,.dr( \\\
K iy R 1 \
- T . ' . :
Non-- . , } ¢
relevant N . < -
N 24
ocumentfﬁx ¢ Relevau.
/ ) ' .. Document ;
- N\
4
- -

'r}evﬁd by System-B

The mustep:.voo - o+ L. vm is that nf restricted range
of investigeticn., ®orme 7 s coment representation, index term
. ,

. weilghting, cinilacity w.o oor o gad query modifications have all

« been seritinicoed. Une a0y, in most instances, the other

s

variabloo are ogpo 0 e JieadvYiciently eonsidered (cf. Reitsma
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and.sagalyh, 1968; ﬁinker et al., 1972; Cleverdon and Keen, 1966;
Keen, 1973; Sparck.Jones, 1973; Salton, 1975). This Qoes not
imply that such studies have not achieved results which bear on
the performance of ranking algorithms. Studies of index term
weighting (e.g. Salton and Yang, 1973; igviéwed by Sparck Jones, .
1973) show aﬁbfguous results but indicate that inverse document

' . frequency and discrimination value are valuable weighting factors,

and tkat tera frequency and document length may bhe useful variables.

Studies of document representation have found‘signifidagt

performance differences due to index language variables (Saracevic,

-

1968; Cleverdon ang ngn, 1966; Keen, 1973). A sample of results

‘from’ document representation studies indicate that uncontrolled

vocabularigs,work'as well as controlled vocabularies, that single )
term languages are éﬁperior to other types, that ;heré may be an
optimal depth for indexing languages and éhat machines and humans
are generélly betteé at judging relevance when.théy are given

Aore text to work with ke,g. title vs. full text). In general,
studieg have found indexing languages to be a variable of minor

importance (see Saracevic, 1968, pp.119-130).

L] [y

Yet Swets logked at 50 differené retriéval methods over
threé different.systéms'(four different collections) and found
that there were very small differencés in the pérformance of
different retriéQal methods within'a collé;tion as cpposedhto'the
larger perfé;mance diffefenées between collections. These differ;

ences are attribuped to the difference in "hardness" of the voca-

Bularies in the subject area of the collections and to differences
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- in the ways relevance judgements were made (Swets, 1967, p.28).

Studies of éimilarigy meaéures'have generally concluded
that there are only minor differences among their performances.
The cosine correlation has become the preferred measure (Reitsma
. - and Sagalyn} 1965; van Rijsbergen, 1975). Still, conclusive éests
of similarity measures for performance,differences.have.not been
- conducted. Similarxty measures have’been studied as measures of
‘assocxatxon in the context of clustering items in a vector. space -

rather than as a query~document matching function.

Ly

One must regard all of these results with caution. ﬂﬁe»to
the reStrictéé raﬁgeé.of other variables within which the key
variables were testea, it .is upkncwn:if observed difﬁgrences
would remain cons%stant in differen;_envifonments and if apparently

. : equivalgnt'metﬁqu behave diﬁfergntly in non;siwila; sett1n§§.3

In cother words, ﬁﬁéré might be interactions among variahies

complicating one's'ability to discern key effects.

One is skeptical of "nd differencé“ findings. While the
. variables may not have a differencéion the employed perfor-
mance.meashres, one might deteét.an effect on other dependent

variables. (See example on Page 4, figure 1.)- Therg is likely

. - to be a great deal of noise present in experiments. Given the

-

. .
. £ - . 'Y
e ..

3 Saracevic's (1968) study is somewhat of an exception - a
. step in the direction of the currently proposed work. 1In
his study, the. variables "source of input" and "form of
index language" were covaried. However, different term
weighting schemes and similarity measures were not used.

v ’ ' -
N

( .

"W
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factors that influence recall-like ﬁeasufés,.plus human variance
in indexing ang relevance assesséentg,eit would not be éurprising

to find significant differences overwhelmead by noise.

It should be noted that a simulated document ranking and
cutoff procedure was used in the Cranfield II_séudy (Cleverdon
and Keen,’1966) to determine if that procedure would affect
the.pegformance of index languages that were being studiedlq

Unfortunately, the study was not a study of ranking algorithms.

It was executed by hand, uadpg only oﬁe ranking method, and was

. « , .
based on search co-ordination levels rather than textual’ statis-

tical data. The data base consisted of 200 documents. A recall-

t . : .
based performance measure was used which was not suited to

. comparing ranking algorithms.

Sager and Lockeman (1976) defined the ranking algorithm

~composed of a query term weighting scheme, a doéument'term

weighting scheme an8 a similarity m.easure.4 This conceptual
sgructurg, a§ mentiaﬁéd}Previously, is vital to the stué& of
the‘fankﬁng process. They identified some 22 term weighting
func;ioné for documedts,:s guery term weightingsschgmes and 9
similarity me;surés,_yet this list was not exhaustive. Also,
the algebféic relatiohships among rénking algorithm components.

‘r . . -
required further exploration. Lerman found that many similarity

" measures are menotonic witq respect to each other. (Lerman,

-

1970, cited in van Rijsbergen, 1975, p. 31.)

Al

4 They also included the fourth trival phase of placing the

docurents in descending order of similacity to the query.

3

Tt 2y
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Sager and Lockeman (1976, p. 17) note .that “ﬁénking

h |

g | élgorithms cannot improve the results of retrieval, but pq}y
those of display." They aséume a two-stup model of retrieval’
(without cutoff) as described earlier. Systems in which the setl.
of‘documents given to the user consists of alL'doégments having
a non-zero telationship with a natural language query meet the*
above definltlonx However, some’ ranklng algorithms' define a]
orderxng such ‘that all documents have some relatzon to the query_
(e.g. distance in a multxdxmens;onul space. See Katter; 1967;.

- Switzer, 1965f. In fact, the only situation in which ranking

- algorithms exist funptionally independent of the ‘r;atrie\‘ral“setu
formation ‘is when the set is formed by the search logic, and ranking
6ccurs afterward. Thus Sager and Lockema focused on the pr;cess
of ranking the Butput from Boolean queries (this is not meant to

a

extlude other logical operators).

in contrast to the previously mentioned support shown for
" ranked outbut, it has been argﬁed that there -are logical fallacies

id the ranking of output from Bodlean searches (Bookstei. and

i

Cooper, 1976; BQDkSttJH, 1977) and that ranklng options have not

*o - been’ utxlxzed by users on systems which had them available (McCarn,

-

1976; Rickman, 1972).7%

' The =gecond peoint will be dealt with first. The ranking' P
methods which went unused required consxderable effort on the part .

. of the user to manually assign weights or prlorltles to query{

terms cr to make other related judgments. It should bé noted
: e . P
that the me¢thods explored in this study reguire no extra user

L

.f' -
) . . .
.

.\‘l F L 4
. . o 92
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eféort béycﬁdpthat which wnuid be part of ‘a conventional Booleah
search. ~ Also, qﬁtil ghe SIRE' ranked oatﬁut study (Noreault et al;,
L . 1977) there was littlé évidencé that the output from Boolean
. searching could be-gffectively ranked according to probable

relevance.

-

L]
~
L ’

- B As for logical perils.TBpokstein notes that any known,

~

syégem of ranking'Boolean search output has logical inconsiéfencies
due to the cht‘that the same query coulé-be,represented by"
'diffe:ent Boolean ;tatgménts’Which would result in the same ranking
metﬁbd[progucing diffefen; document. orderirngs in respdnée to the
samé query (conceptually the_sa&e query). Also, iqc@qsiséeﬁéy may
arkée from the fact that it,is.uncle;r~hpé to deal with ANDS,‘ORS,
Snd NOTS; specifically, does satisfying different requireménts of
the loggé mandate different weig;ts? Whaé about the absence.of 5
word when it is NOT supposed to be present? How much should that
count? o ‘ ' . 4
These criticisms of rankiﬁg algorithms are"iogicélly
correct. Howeverg the documents are not being raﬁked éccqrdihg
‘ to their degree of agreement with the 'search statement..’ Documents
either do or do not meet the'requirements for inclusion” in the
retriieved set. The documents are then ordered along'a gseful ’
dimension - in the case of the 1977 SIRE.study, by degree of
sim@iarity to a,vectof composed qf.the terms used in the éuery.
. : Any cr{téfia that séek to measure the degree of relation to some

¢ . aspect of the information né%d, or in any way predict relevance

are valid to explore and use. Bookstein correctly asserts that

.
' L}

. -~
. ¢ -

Q [}

2,



to rarnk documents on degree of conformity &o the logic of ‘a
Boolean ¢query is logically inconsistent. 1In féct, to do so-
without a probabilistic or fuzzy logic designed for that purpose

would be logically incoherent.
e
Second, any ranking method is employed not as part of a
scientific theory of meahing or logic, but as a pragmatic tool to
aid in the sacisfaction of an information need. Logical consis~
tency is not required of many human tasks; satisfactory'performance:

\J

is required.

The Noreault et al. (1977))§tudy referred to is an example
of an empirical examination of a ranking algorithm othgr thap
Sager'é aﬁd lLockeman's work. Noxeault et al. found that a cempletely
automatic algorithm was able\ to rank the output.from Boolean searches
effectively on probable relevancé with no extré user effort and
little incremental system cost. In that st.dy thé environment of
the ranking algorithm was characterized by Booleag éuefies created
by an intermediary and a stemmed free text vocabulary from titles
and abstracts with 150 common words removed. The ranking algorithm
consisted of query terms weighted by their number of occurrences
in the query, documeﬂf éerms weighted by their frequency of
occurrence in the tiéiz.and abstract, and éhe cosine correlation .

as the. similarity measure.

APPROACH AND METHODOLOGY

The approach taken here embodies a philosophy towards the
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study of document retrieval systems. The study cf infgfmatiop
retrieyal is in_its infancy. There are fundamental aééects of
compuﬁerized document reérievél systems about which little is-
known. Stpéies of overall system performance and user satisfaction
are, of course, valuable. But similar emphasis needs to be §lace6
on the functiocning of various system components.

t

J An emphasis on isélating.a;d testing specific system
V)Fomponents does not dictate studying each individual component in
.an iso}ated environment. One of the important aspects of this
‘rese&:ch design was the plan to isolpte, control and vary the
_levels of several system component vatiables at ﬁhe éame time so

that main effects and interactions could be studied.

Sager and Lockeman's three component model was expanded
for this study to include two environmental classes of variables
(Figure 1). Just as it was important to vary the levels at which

*» ranking algorithm component variables combine so that a statement
¢

*

‘could be made about relative ranking algorithm performances
within the particular enviromment in which they were tested, it:
was' important to test the ranking ‘algorithm combinations in

various environments.

For examéle, in,&n environment in which all documéﬁt

. representations are the same length, it makes little sens€ to

- " “employ a term weighting scheme or similarity measure that normalizes
. by the length of the documént representation. Fregquency with which

a term occurs in a document representation is likewise not a

Y
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[
meaningful variable in a vocabulary of subject index, teyms or

-

classification codes 'assigned by indexers. ©

Unfortunately, there are too many variables within the
five variable classes in the model and too man§ £;§els of all of
these variables ‘to encompass in a single comprehensi%e £és£.
Further, this is a study of the ranking process, not the entire
retrieval process. So, some envirommental factors have been
simplified for the étudy. | |

€ '

RESTRICTIONS

P

The quer§ form used‘in the study was Boolean.querigs.

There are several reasons for this. 1)  The study was designed

to impact system designers working with the currenﬁ state-of-the -
art. The vast majority of operational systems today provide for
Boolean seafching. Thus, in terms of query form,'our results
should be generalizable to that population. 2) ?he study measured
the effect of ranking algorithms oﬁ already formed sets. Aé .
mentioned previously, the natural lanéuage.systems used ranking
algorithms to define these sets. 35 Methodologically, the

. measurement éf the effeciiveness.of competing ranking algorithms

" becomes difficult if natural lénguage queries are inéluded. thuéal -
language queries may retrieve sets of chuments so }argg tﬁat a
cutoff must be used to restrict the number of documents thé user
has to examinef. This poses problems for comparison of retrieved
sets. Also, no query weighting schemes which’required user

assigned weighés were used.
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,algOrlthms found most effective. The effects are lxkely to be

22
The study was performed on a cohmercially available data

base, Current. Index to Journals in Education. Document represent-

atxon forms were seleoted from those exxsting on the- date base.

There is always a'question about the generalizatlon of
results obtained from experimente tion ou'e‘single data baee.-
Cooperi(197c) warns informetiou retrieual researchers about the -
excessive number of variables to be oonsidered.. §wets’ (1967)
observation that the performance differences between collections
was far greater than those between different retrieval methods
within a collection was noted earlier. One expects that there
w111 be no dramatic changes in different collections in. the ranking
L
attributable to factors reflected in the document representation '
variable. ' However, replications in different collections would

lend credence to the stability of the results.

METHODOLOGICAL REQUIREMENTS

- The nature of the dependent variables (performance

measures) used to test the effeots of the ranking algorithms is

an important considération. Any measures used must_specifically
measure the_ranking algorithms* effect and not reflect othex

aspects of the syetem. The measure should test only the chaﬁge

in ordering due to the ranking algorithms. For ase of understanding,

it is also desirable that the measure be a 51ngle number rather

than a curve. The Coefficient of Ranking Effectxveness (CRE) as

. described-in Noreault (1977) was oesigned for this purpose. .

31



An essential factor in this study was eracuse ’
Information Retrieval E geriment (SIRE). 1Its augmented

. _ \
inverted file design (see McGill ‘et a1.,.1975)~a11cwed\§he

. | . two-step- processing of queries, using a variety of. rankin

algorithms (QWs, TWs, and §Ms). STAIRS tas a comparable—

'A capability but is less flexIble in this regard. Sager and
Lockeman used STAIRS and were unable to vary QW or. SM or use.
'seven of the 22 TWs they described (Sager and Lockeman, 1976,
p. 13) | ' . o

OBJECTIVES OF THE STUDY

1) To assess the relative effecti#eness of alternative

l

methods of ranking the output from Boolean queries,
(that is, alternative methdds o f predlcting the relative
'relevance of retrieved documents) Specifiqally,

a) To assess the effectiveness of various term

. weighting schemes (within and acrogs DRs) ;
* . b) To assess the effectiveness of various
similarity méasuies‘(within and across DRs).

2) - To determine the-relatlve costs of implementing and using

- ' each ranking algorithm (component).

L)

* ‘ : 5) To determine‘specific file modifications necessary for

¢onventional inverted-file systems to implement particular

ranking algorithms.
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.  PROCEDURE | ‘
L 3 ‘ ‘Briefly, the procedures foliowed in this study were:

1) To secure the use of a suiteble data base. The specifioé
fof the data base will } described later in this report.
2) To obtaxn the cooperation of a suitable user pOpulation. One i
| hundred seventy three interest statements were acquired.
3) Review the term .weighting schemes and select a representative
'group. Twenty one were finally selected. .

" 4) Revzew the similarity measures both algebraxcally and by
simiilation to select a representative gréup. Twenty fourf
were eventué%l& chosen for inclusion in the at&dy.

| 5) The statistical propertiesnof the'tert were ‘calculated to

| produce the wexghting factors and sxmilari‘} measureﬁ_

Q* : 6) -Characteristics of the data base were identified so that
» cost data could be acquired. .
7) Programs were modified as jecessary. . M
8) The data base was_loadeq and preiiminary data was collected. °
9) Intermediaries were trained to use the-aystem. The inter-
mediaries were kept blind of the system's ranking abilities.
llO)-fnterest statements were obtained rrom users, and/aséigneé
 to interﬁediar}esﬂ ':f.
e -.' li) The intermediaries tra;elated the interest statements into
Boolean queries. The/intereat statements'were transiate&
into the appropriaté document representatxon. |
12) Documents retrzeved were merged and placed into a random;zed
‘ order. This list was given:to the user for relevance

' \
judgements.

3%

. .
[y * o~ P Y
.
.




25

13) Similarity values‘were computed between the query and the
document. Documents were\then rank ordered.
. 14) Ranking effectxveness scores were then calculated.
. - . 15). Cos_t data fc§ the rank::ng algorithms were assmbied. _
16) Diffefences and patterns in the data were searched out.
'17f *€cnc1ds£onsvwere drawn andyeppropriape post-hoc‘ccmparisons

were performed.

/o . REVIEW AND SELECTION OF TWsS

This section reports on a review of the TWs found in - -
IR literature and oh the selection of a sample of TWs for

1nclusxon 1n the experxment .phase of the project. The experiment

. calls for the crossing of TW and SM in the envxronments of both

& A\\J?Rs described above. . |

. Since Luhn (1957) suggested that a termm's frequency of
occuftence in a document might be of value, in addition to its
occurrence, abcut forty different TWs have been described in IR

pliterature. The previously most comprehensive list of TWs was

-5

provided by Sager and Lockemann (1976).

‘. ' Studies dealing with term weighting have had a variety
of purposes, including recall or precisioc enhancement, selecting
"good" index terms, term clustering, end ranking effectivenese.
The TWs in these studies (see TW Bibliography) form the population .
from which the current work samplee. _

Cértain types of TWs were excluded from consideration.

A\

-

These include manual weighting (e.g. Maron and Kuhns, 1960),

25 ,
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term cfessxfxcatzon schemes (e.q. SParck Jones and Jackson, -
‘1970), relevance weighting (e.g. Robertson, 1974), use of co- k_
occurrence data (e.g. van Rijsbergen, 1977), aue methods requiring |
complex estimation of dist;ibution'parameters (é.g, Harter; 1975).
The first thgee'types.ere.not reesenably applicable to state-of: ‘

the-art autematic IR s&stems.- The latter two’ have potential |
application, but are excluded from the: present study because of
their cemplexity and the effort required- to implement and execute

them on an ‘operational system. . .'

[
-t

Even with the restrictions above, over thirty unique TWs

. were found. These measures differ on three basic’dxmensions.-

1} The use of frequency information as opposed to binary

. ) e
(presence/absence) - information about terms occurrences.

TWs using frequency irformation are labelled "F" on Table
1l belou.

*

L
2) Consideration of document length, (labelled "D“)

3) Consideration of collection frequency, (labelled "c").

Table 1 contains a list ef the major TWs considered. fhey
vary as described above, as well as in the measures used to
represent the camponent terms, operators connecting the terms,
and scaling factors. The TWs in the literature have been based
on theoretical grounds; the terﬁs of the measure hge releted in
order to represent ﬁheoretically‘defineq relations. Yet the matrix

.of possible permutations of the terms is rather well filled in.

Thus it seemed appropriate to define some new TWs to fill gaps
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*

in the matrix. Also, some obvious simplifications are
- suggested.

Py

h

_Table 1 iééludes a reference for each W, where " ;
o apprcp;iéte, and the TW's form on the ;hree dimensions. Other

" comments about each TW are reported, including reasons’fog the
. TW's inclusion (denoted by an *) or exclusion from the sample ’
. for experimentation. &he sample was designed to allow

generalizabiliﬁy to the population of TWs identified.
' g

IQ addition to the specifié'results mentioned in Table 1,
some general tendencies hafe been noted. ColLect#on frequency_
has been successful, while the effects of within dEcumént-
ffequency and document length have been ambiguous (Sparck
Jones, 1973). Both TW speci}ic and TW class differences

were examined in the Qresent study.

3o
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TERM WEIGHTINGS'

TABLE 1

£ * frequency of term 1 in document n.

t
d1 * number of poltiusu of term {.
k

® number of tokens (term eccurrences)- {n docunenc:n. (= J ¢

28

= number of :ypes (untque terms) in document n.

M
1n)

N : i=1

Fg = frequency of term 1 {n data base. (= 1t
¢ na=l

N ® number of doeuwentg_in da:a base.
M  ® nunber ‘5F terms in dictionary.

M

n]

P = pumber of pontingq}in dats base. (= ) d,)
i=}-

{ : N M

K * nunber of tokens in date base. (= I z

- nel 1-

FORMULA (W, =) .. REPERENCE

1 Sager (i§76)
2y L " Sager (1976)
n .
log :n :
10 t

4) 10 - gne e( ) Sparck Joﬁee
VPt oy m“ " & Bates (1977)

3) 2-

1 1n)

COMMENTS

”Unweighted.“ Simplest
and most commonly ysed
method.

D. Simplest constdera-
tion of document lensth,

D. Obvious transforna-
tion to diminish effect
of long documents.

*
©

D. Integer formula..
Where TOT(X)=next
highest multiple of
{0 above X,

D. Nonuxntogar veraion

- of '60
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TABLE 1 ,
N FORMULA M, = . REFERENCE . . COMMENSS
.. ‘. - \\ . . . s . - '
‘%ﬂ\‘ Y * 6) ‘1n . ‘ ) Sager (197¢)  F. Simplest .consider-
A ’ g .o . - ation of within
N . document frequency
¢ .
' *7) log ‘15 | _ ' Sparck Jones F. Diminishes effect
| T ’ oL (1973) . , of many occurrences

~ in & document

1

-~

* 8) 155- Seger (197¢) _° FD. Simplest consider-
n ‘ - " ation of within document
3 . , E frequency and document
. /\\\ _ : - length (using frequency
. e Y o * information).
* 9 i;iui- . 9,' —— FD. Like #8.but dimininhes
. n ' AR , ‘impact of document léngth,
- . 10K - o | |
10) £, (10-intpt %)) Sparck Jones & FD. Same as #4 but using
- in .SOT stgkh)' Batca'j1977) frequency information

FD. Non-integer versjon

. k ¢
N
m 1,Q- MAX () )

of #10,

*12) ;%- Saeger (1976)/’/(6. Simplest consideration

. 3 « of collection frequency. .
13) ﬁ ——— C. Same as #12 byt
ro8 ¢, diminighes {mpact of
) high frequencies.
*14) loséﬁl) Saeger {1976) C. Based.on the informa-
 § & Robertson tion content of a term

(1974) sbout a document, Salton,

.. Wong & Yang -(1974) {nter-

pret this ss los(fl) + 1.
i

()
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TABLE 1

;, FORMULA Wen ™ _'-wzm-:gcx COMMENTS _
¢ o . ' . | T i o . )
. | _15) 103-% ’ o e—t—— C. Percent of postings

belonging to a term.

ol " R ) a - : : ] . a . ' )

| _ | 16)  Glog 89,41 < Sparck Jones C., Integer formula

g o ' .. (1974) | for #14. whero G(X) =N,
‘ . - vhere 2% ley g™,

17) -1;)3 i'-(- T Sparck Jones FC. #15 with frequency .
i . & Bates (1976) information. - N
fin‘ . ~
* 18) T Sparck Jones FC. #12 with frequency
i ‘ (1973) information.
) | F, ( . |
* 19) ¢ thd _ Sager (1976) FC. Available on IBM's
i ' b - - STAIRS.. Increases with
higher ratio of occur-
rences per posting,
P | fZ | ) : ] -
- . 20) -;‘-'1 s.scr.(1976) + FC. Mixes levels, fre-
. i : - _ Quency informattion {n
. P . . fumerator, binary in
N : : denominator.
' . 2 F - | .
21) fin ‘=5 - Sager (1976) FC. Like #19 but more
.. - d‘ , sensitive to withipns

document frequency and
8lso sensitive to high

postings.-
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TABLE 1

REFERENCE

Sager (1976)

o

Sparck Jones

(1973)

(D

31

COMMENTS

FC. Opposite effect of
#19. Increases with
fewer occurrences per
posting. :

FC. 014 with frequoncf
inforwation, but mixed
levels. Salton, Wong &

N
Yang (1974) uge fin-log(d1)+1.

o~

. -

FC. 417 fully weighted,
or less £23 without °
pixed lavels.

- FC. Like #18 but diminishes

impact of collection
frequency. .

DC. Najve combination.

~ Simple considération of

document length and
collection froquency.~

DC. Like #26 but
diminishes effects of
document length and
collection frequency

DC. Not mentioned any
vhere, but 1a simpler i
than #26 or #47,
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e . TABLE 1
. B
. FORMULA (W, ) REFERENCE ¢ COMMENTS
1 d1 ) |
* 29) rathd) Sager (1976) DC. Differences between
n term's role in document
- and in the collection.
1
tn : D
305-—?r—-- Sager (1976) DC. Reduces to T d
e n 4
D ‘ which £2 a linear
‘g transformation of #¢6.
14
tn D
* 31) . Sager (1976) DC. Poisson Standard
' di ' . . deviate (#37) converted
- D for binary datas.
. o “
rin - X
* 32) % F : Sparck Jones FDC. #26 with frequency
nt information.
. * 33) _tn FDC. #27 with £
T ——— . —_— . w requency
log(knri) information.
f ) .
. 34) i——kﬂy— —— FDC. #28 with frequency
n 4 infor?atton
' fin P!
* 35) Y 7 Edmundeon & FDC. {29 with frequency

. o 'n Wyllys (1961) information. Found
‘ effective in their study.

}

40 7



s 37) -2

1]
“ B T

39) log——mitoem

TABLE 1

REFERENCE

Ednundson &
Wyllys (1961)

Edmundson &
Wyllys (196)1)

Edoundson &
Wyllys (1961)

Edmundgon &
Wyllye (1961)

33

COMMENTS
N

" FDC. 930 with frequency

information. Found
effective in their study.

.18 linear transformation

of ‘320 '

FDC. Poisson Standard
Deviate. 1s #35 with
difference standardized
by an estimate of
standard devistion.

J

FDC. Found ineffective
in thefr study.

FDC. Pound ineffective
in their study.



REVIEW AND SELECTION OF SMs

. SMs that potentially could he used to rank documents.

whrch haveﬁbeen retrieved by a Boolean query iﬂhlude any function
which assigns a number to a pair of vectors based on their
similarity. Selecting a representative sample of SMs presents
'more'diffrculties than does the selection of TWs. Thé main

reason for this is thae very few of the SMs advocated for use _
in IR have been ereared for the purpose of measuring thée similarity
of documents to qeeries, and very few actually have been used to

rank order documents for output.

The SMs reviewed here are those that have been proposed or
used for some IR activity, or are closely related to such measures
ir form or by reference. Many of the SMs come from the field of
Numerical Taxonomy. Of these, some have been uscd for various
purposes in IR,'Euch as camputing the similarities between terms

A

or between documents for clustering.

Before selecting SMs for experimentation, it was useful
to assemble a list of potential SMs. Of course, this list is |
not exhaustive, since the SMs come from such a diversity of areas.
It was meant to be comprehensive in terms of those SMs mentioned ¢
in the context of IR, with certain restrictions.' Certain types
.. of SMs were excluded, namely those which are explicitly for

measuring the similarity between groups (e.g. clusters of

docu:::;g)f/meesures requiring the changing of the nature of the
’ ~attr e space (e.g. measures dependent op a factor analysis),




T ——

35

* : / . )
measures, that place each item in a category rather than assign
a score-to each item, dnd iterative methods. This is not a

major constraint since it leaves within our domain a rich

¢

population of SMs to which we can generalize. ;

-

A list of sixty-seven SMs is in Table 2. SMs marked by
a. + or an @ were used in the'clustering analyses described

below. SMs marked by an * were selected for the main experiment.

h§-
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[ §
X
¢
L

@ denotes bipnary measure
= used in simulation 1 |

= used in simulation 2

= used in main experiment
= 0 if xi > 0, 1 otherwvise

= 0 if Yi >0, 1 otherwise

FORMULA

48+ 1)

[

@+ 2)

@+ 4)

B 5)

e .
s _ =

2y

¥ )T 2
. zxi . :Yi

S‘y - zxiwt

z(xi-x)(vi-v)

S » 4
n - -
Y x5 - 2(v,~H)?

ad - be

v(a+b) (a+c) (c+d) (b+d)

* weight of term { in the document (X)
= weight of tera i in the query (Y)

= nuttber, of tercs in dictiomary

= denotes similarity measure 5

-

= denotes dissimilarity measures

REFERENCE

Torgerson (1958)
Overall and
Klett (1972) -

Overall and
Klett (1972)

Sneath and .
Sokal (1973)

Cneath and
) Sokal (1973)

- COMMENTS

Cosine.

Vector or inner product

¢

Mean Cross Product.
Monotonic with #2.

\

<

Pearson Product Moment

Correlation.

Correlation for Binary

Data. Equivalent to 4.

-

[y |

9¢
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| . TABLE 2 _
P_OR.W ‘ ’ REFERENCE COMMENTS
*8+B 11) “Sxy ‘- -'—d—;;—t-’ﬁ ) ' . Jones & Curtif Marca and Ruhbns'.
4 y ' . (1967)
- L T a T
tXiY1 axivi -xivl -xivi Maron & KuQns
- " - (1960)
. ad - be ' . |
@B 12) sxy " 5d + be . ‘ Sneath and Yule's. Numerator is
o ' L. . - Sokal {1973) determinant of £ x 2
. ot e . p utrix.‘& Y,
AR AEAREAH ) | | -
a TV ~xt . t .
XY, Y S XY KT

B13) s = -—=d-be | Tague (1966) Formula for converting

 ¥M(atb) (a+c) binomial variable to
standard normal form.
Equivalent to #1.

_-' ) X,y - ZX;Y;- Xy, « IX,Y!

. e i | i 11
o g ]
i M(zxix1+zxixi)(xxiri+:xivi)
o 34) 5 = Std=boc ‘ ,
) S = -~ Sneath and Bamann's. Found monotonic
xy ) . . Sokal (1973) with #7 in binary
tyt | vty ' simulation.
(_ XY, +IXIY - IRIY, zxivi) .
M
~
(%)
‘ (-]
N\ ’ -
1e . A
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. TABLE 2
FORMULA REFERENCE COMMENTS
'l;l 15)' S = 28 g Sneath and Dice's SM
xy  2atdic ¥ Sokal (1973)
) 2 “1’1 | ) | | .
Z 2 : .
Vol e Var? o :
’ [ ]
+3 16) S‘:’r "3 : Py : Lerman (1970) Kulzynski's. Found
sonotonic with #15 in .
binary simulation. -
my, )
- ; . .
zx‘\ri + £Xi\'i /
4817 s =2 Lerman (1970) Sokal and Sneath's
+2b+2 :
xy at2b c. ' -Found monotonic with #15
p . in binary simulacion.
in?i , .
- , ) '
( IX,Y, + 2IXY + 2EX Y. ,
,
‘ -
+B 18) sxy '% (;-:-b— + ;:—t-) | Lerman (1970) Kulzynski's. Arithmetic
. g mean of ‘shared percentage
of X and Y.
.1 ¢ zxivi .. :xtri :
1] [
2 Ili\'i-f zxivi EX‘Y‘ + IXth o
(V-
£ . 4 :".

-




FORMULA

" TABLE 2

REFERENCE

Lerman (1970)

van Rijsbergen .

(1975)

Lerman (1970)

Jeones and
Curtis (1967)

COMMENTS

" Ceometric mean. Modified

correlation coefficient.
Equivalent to f1.

Distance conversion of
Dice'’s sM. (#15).
Monotonic with #15.

Russell and Rao's.
Equivalent to #2.

Recall of Y for X. If
late] < |atb] then 1t
is equivalent to #27.
For binary data is
sonotonic wicth f1.

5i8




B 24) .

B 25)

*34B 26)

‘™ Ma
xy (a+bd)(a+ec)

- d - ¢ .
FORMULA -
- a8
+B 22») s:y 4T
(i :x Y,
X, v + vxtrt
; a P a .1-p
B 2)) S‘y - (. + b) (‘ . c)

xy - "1 G T e o)

M(a - %)2
- (a + b)(a + ¢)

)2

xy
i} H(SXiY1 3
(zxiv‘ + ’X Y )(“X Y

i1

+ zx Y! )

)

TABLE 2

]

REFERENCE

Jones and
Carcis (1967)

Jones and
Curtis (1967)

' Ball- (1965)

Ball (1965)

Jones and
‘Curtis (1967)

TR

COMMENTS

Recall of X for Y.
If 4utc| > {atb]

then {t is eduivalent

to £27.

is monotonic with #2.
- : .

General fomm.

J

Koche® and 'wong .
Equivalent to #1.

Abraham's. Equivalent

, & to f1.

For binary data -

e
J/,rﬁ\r',



FORMULA

(x., Y))

PN - in 1* 1§
@2 sty oin (2X,, .‘:Yi)

-t
Ix, - 2!
i i
8) S = -
) xy £l R
' oin (X, Y.)
I( S
max (X, Y)
*3+ 29) S =
IX. Y X, ¥
xy 2 M 2H2
2 2
2Mx - (X, - Y,)
Mx sy ~ TKy 5 YY)

TABLE 2

REFERENCE

- Sager and

Lockenann (1967)

Sneath and
Sokal (1973)

Reftsza and
Sagalvn (1968)

Sager (1976)

Sneath and \

- Sokal (1973)

B

- COMMENTS

Overlap. If [a+b| > [atc|
then {t is equivalent to
#22a. 1If |atdb| < |a+c]
then {it is equivalent

to 22bo /

Gower, R, » the maximum
value of ‘term 1 in any
document.

N = pumber of shared .
terus. For binmary data
is equivalent to 2.

Bennet and Spiegel.
N = number of documents
in collection. .

]

Cattell's Pattern.
Simfilarity. Found monotonic
vith #7 ia binary simulation.

[
N
_.~ 59




FORMULA

- £(X, + Y,)8
R T
'+ 32) s o

o

XY,
+43)) § =
. xy " IX + LY, - XY,

B3¥W) § =

B3) § =

EXiY‘

*@ 3) S =
¥ wx? ooyl - oxoy

i i 14

LY

- -*--‘

“TABLE 2

REFERENCE

Reitsma and
Sagalyn (1968)

iy}

Reitsma and ‘
Sagalyn ??968)

Sneath and
Sokal (1973)

Tague (1966)

Sager and
Lockemann (1976)

B e e S

e —————— e W b | I

. L3

. L] ‘ '

COMMENTS

¢

Average weight of shared

terms. :

Be=1 if X1 > 0 and Y1 > 0,
= 0 othervise.

N = number of shared terms.

for binary vectors is

equivalent to #2.

Parker-Rhodes Needhda.
Found monotcnic with #15
for binary si=ulation.
For binary data, is
equivalent to #34.

Jaccard's. Intersection
divided by Unicp. For
binary data is monotonic
vith #15.

Doyle's. Equal to #34.

L]

Tanimoto's. For binary
data is equivalent to
€32 and #34.

128 4

.1

N

-®



FORMULA
)
N XY
+3 5 = r— 14
] 2, V2 § .
g+ vy -lxy,
ad-l;c

48 38) s

xx,_:.m.,(g.tngl L

......

. tyt _ vy - '
_ IX. Y, © IXjY “KiYy ¢ IXYS
. T X! T T fy .
M max(..le# XYL IXKGY, 4+ IX.Y) y
+4839) s _ = 2(2d - be)
Xy M
/ 2(cX, Y, - ‘zx‘\" - X!y, - IX,Y!) \\
&_ 14 O S 0 14 /
' HZ\ . }‘;
| ' _2(ad - be)
* .
@B 40) sxy.H(Za«t-b-fc)
R tyt _ eyt . r gty
2();1:‘?1 IXJY; - IXY, -« IX Y)) \
—gr Py []
H(2£X1Y£ + _x‘\‘ + zxtvi) y;

T e et e e et e

TABLE 2

REFERENCE

o

Refitsma and

Sagalyn (1968)

1

_Kuhns (1965)

ﬁulms ( 1965)

Fuhas (1965) -

LS

- for weighted vectors,

LL N ..W-:":‘es_'f

COMMENTS

Interpretacion of #33

sonotonic with #15. .

_Rectangular distance
above independence.’

- Found monctonic with #1

in binary simulation.

Separation above
independence. Honotonig_
with £11.

-

Coefficient: offthe
Artihmetic Mean

14 4



C B 82 S =
o) s

>
»
2 ®

" TABLE 2
FORMULA N

. Bal) s = 2(3:{ - be)
xy  M/(a¥b) (a*c)

. iyt - pxty . e

zxit‘ XY XY, 82{1\'1 ,

] X3
uf(zx‘fi + ::xi\'i)(zx‘\r1 + zxil‘) )

ad - be

M- ain(atb -

"{ 2 ( !z"
a:‘b) s @FC - a:: )-.

REFERENCE

Kuhns (1965)

¥ %

Kuhns (1965)

COMMENTS.

Angle between vectors
above independence. For
binary data is monotonic
vith 11,

Probability dir.gvence 2
sbove independence. Found

‘monotonic with £11 in

binary simulation.

Probability difference 1

‘'sbove dependence.

. o tyr _ ’ - ¢
_ XY, mﬁi XY, .*:x!\:L \
e R oy +xapn?
[ ] - ¢ -
M- win(IX, Y + EX{Y, = . IRY 4 EX Y3 o )/
4B 43) Sey ° od - "; 5 Rubns (1965)
H~m(a+b-ia;L,a4c-£—a;c—)) ]
. fyr ) . e
_ X Y, XYL XY, IX Y \
. | Ry, e :x'ri)z (zx,v, + 'xx{vi)z
e - il et ¢ -
mf(zxtv‘ + IXY, - » EX,¥, + IX Y} - )/

Found monotonic with #7
ie binary simulation.



TABLE 2
FORMULA
‘oMb 4s) s o Jad - be
' /;‘- + cs;
- oyt - U « ™ [)
i} /txiYi zxivi .gxiyi ﬁ‘“xlyi
e - ¢ e y - [}
e _-___iim“‘ivi zxi}i * -fzxivi IX.Yy
- ad - be
8 43) sx)f M.min(a + b,.a + ¢) '
w
. ® Tyt ...( . . '
.”_ IX, Y, XY IXJY, IX Y
. 1 - X'y © ' . .
\ M minCX Y+ XY, XY+ oK)
1d - be : ,
®@8 46) S - 8
‘ . a_ _ (a+b)(a+c>)
M(1 (345) (atc) (Jatdte N )

N

REFERENCE

Kuhns (1965)

Kuhns (1965)

Kuhns (1965)

~ COMMENTS

Yule’s coefficient of
colligation. Found
very similar to #12 in
both simulations.

Conditional probability

sbove independence.
Found monotonic with #11
fo binary simulation.

Proportion of overlap
above independence.

. 'Y' - ’ « TY W
IX,Y, IXJYS - IXJY, - XY . \
¥ | ' (XY, +IXIY )X, Y, +IK,Y")
s S S B Sty ¥ B L , y

()
oo

9

—
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TABLE 2
FORMULA

ad - be

o sty © (a*>) (a*c)

14 ity i'q
¢ ' ¢ - '
(XY, ¥ IXY)) (X Y_+ .xi\")!/

( XY, - IX'Y' X'Y "“1"1\)
-

48) S“ aMInM+ alna + blndb + clne +

dind - (atb)ln (a+b) - (atc)ln (atc)-
(b+d)1n (bH) - (c+td)in (c+d)

* [MInM + alna + blnb + clnc + )
dlnd - (a+b)ln (a+b) ~ (a+c)ln (atc) -
(b+d)1n (b+d) - (cHd)ln (cHd))/(M1nM -
alna - blnb - clnc - dind]

49) s
Xy

50) sxy-\/x- a - 11,2

I(X,Y)

REFERENCE

Kuhns (1965)
h!‘

%e

Sneath and
Sokal (1973)

Orlocci (1969)

Orlocei (1967)

COMMENTS
Index of Independence.

For binary data is
monotonic with #1.

. Mutual Information of

Xand Y. I (X;Y) equals
I (X)+1(CY)-1(X,Y)
where I (X) = information
on, X, I (X,Y) = joint*
i{nformation on X and Y.
Not readily applicabdle

. to weighted vectors.

Ratio of mutual to joint
information. Equals
I(X;Y)/1(X,Y). Not
readily applicable to
wefighted vectors.

Rajski'’s Coherence
Coefficient. Not
readily applicable to
veighted vectors.

0
(o |
LY




FORMULA
+.51) S
xy
@+ 52) S
xy

TABLE 2

I <X X, ° X Y,.)
..&-1 =1 2k 3k
Z (X(x Zw ))
k=1 i=1
.,,-;'_"’: -
100 xscxi,vi) 10 zxivi . ExiY‘
log P(i) log P(i) |
log P(1) -
~

k2

e~

REFERENCE

d

COMMENTS

: Hhefe: H = number of
documents fn collection.

D = pumber of cer=s in
document {X). = = pu=ber
of terms in Ouery (Y).
xik = frequency of docu-

ment (X)'s 1th terz in
document K. Angle letween
average term of docu=ent
and average term of query
over space defined v
documents. Requires ex-
cessive computation.

Where
B=1]14f xi > 0 <« Yi

= 0 otherwise. P(i) =
aumber of postings of term
i. For binary data is
equivalent to #18.

-
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FOF MULA

M Ma = (atb)(a+c)’ - -’2!)2
xy  (a¥b) (atc) (b+d’ (o+d)

+8 53) s

n([u:x Y - (:x {

ARG RIS RHTIRE- L

TABLE 2

REFERENCE

Jones and
Curtis (1967)
.Reftsma and
Saga’vn (1968)

(zx‘v‘nx\- XY “xv)(gx g YD X, Y'wx Yi/
2 2
Nqnzx‘wll ) = ol zvi; u ’ )

€@ S4) S:y - 3 1;4 ® ; > Reitsma and
| »:x1 IY| Exi “1 Sagalyn (1968)

Ga Gz - @ -
@ 55 nx - «’z(xi - vi)“f Sncath and

‘ y Sokal (1973)
}

COMMENTS

Stile's. For bdbimary
data is eguivalent to
#5 and f4.

Their interpretation of
#53 for weighted vectors.

L4

Euclidean distance.
Hinkowski 2. Equivalent

to :x2+.w?-z/zx2-zx" . <:osxy

2 2 .
and tx + ’Yi 2ZX1Y1.

Found monotonic with #31e
ip both sizmulations.

R
o

6V



TABLE 2
FORMUZA | ' REFERENCE COMMENTS
. . ' )
%@ 56) D = Ef!i - Ylt : Sneath and City Block distance. -
X " Sokal (1973) ' Minkowski 1.  For
dbinary data is equiva-
lent to #55.
57) p_ = é'ztx‘ - Y‘I Sneath and ~ -Mean Character Difference.
Xy : ) Sokal (1973) Equivalent to #56.
2+ S8) D = é»z(xi - Yi) Sneath and Average Distance.
Xy ' Sokal (1973) :
/I(Xi - Yi)z , ‘
39) D = v ‘ ‘ Sneath and Euclidean Distance Average.
Xy Sokal (1973) Equivalent to #55.
5\
60) p_ = f“i(x -Y )2 Cormack (1971) " General Euclidean Distance
xy i  § .
‘Form. W can equal 1,.or
1 1 -
—a » OF -
o T Max(Xgy - Y)
for all j.
6) D = [E(X, - ¥ )PIIIP Sneath and General Minkowski Form.
xy 11 Sokal (1973)

&

70 ' B 74

0%




FORMULA

M + .':(x-‘ - xi)z'

4 62) 5 =
A T +elX - Y)?

hxiv

i )

| Ix, - v !
. [ ] D Rt
@+ 63) ny 2((x e )J
i i
¥
X ~-Y
1 i 1.2
. - —— R S
&+ sa)’ D: M z(x Y )
i i
\
b +¢
B 65 'ny 2a + b + ¢
e 2t+td->b-¢
8 66) sxy a+d+b+¢
eyt ' -
) txiri + ‘xiYi ZX‘Yi ‘
~artort el - )
£XiY‘ + 'xiYi + ..1(th + XY
4
43 67) s atd

xy a+2b+ 2+

1

IKY, + 37 7y

1°4 i°i

“-—“P‘*",l ’ ' . e byt

I P |

NBaTAiTa
+ xiY‘K

i/

\ .

TABLE 2

REFERENCE

Cormack (1971)

Sneath and
Sokal (1973)

Sneath and
Sokal (1973)

Sneath and
Sokal (1973)

Lerman (1970)

Sneath and
Sokal (1973)

COOMENTS

Coefficient of Nearness.
Equivalent to #55.

Found monotonic with £7
fn binary simulation.

Canberra Distance
For binary is equivalent

to #7.

Coefficient of Diver-
gence. For binarv data
is monotonic with #7
and £63.

Nonmetric Coefficient.
Equal to #20. For
dinary data is equiva-
leat to #20, #15.

Barman's. Equal to f14.

Rogers and Tenizotc's.

Monotonic with #9

and #7.
7

. e e o e

L4

»
—

p
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SMs marked by a B are designed for use on binary vectors.

Binary measures are descrided in terns of the two-by~two table
shown below. (Table )).

. f
£

X ‘where,
1 [ Z XY :
1=1 X, = 1 if Doc x contains term &
. i 5 £y ‘f 0 otherwise
‘fl XY X{ e 146X =0
' 04X =1t -
c d Iy’ 1
Y‘ ® 1 {f Query Y contains term {
121 XY 0 otherwise
x 1x* Yiel4fY, =0
M 0 1f - i
de- ‘Il X Yq M = number of terms in fndex

Belcew many of the binary measures nppearo a generalized

version tntendcd for use on wetgh:ed vactorl. The translation 4s

not alvays obvious (cf, Reitema and Sagalyn, 1968). In each case

the weighted version wae constructed so that the binary measure 1s

& special case of the wetghted version and so that the chardctertottcp
of simfilarity beins measured are preserved as ‘th as possidle.

The ftrst point means that when applied to bdinary vectors, the

binary SM and 1ts generalized counterpart produce equivalent

values. The @ccond point refers to the intended behavior of the

SM. For example, a + b + ¢ + d’could be interpreted as a con-

etant, M, or as sn sdditive function of the vector lengths, |X|

and |Y|. In such cases, an attempt was made to preserve the in-

tentfon of the binary SM. )
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A reference is also given for each SM. This reference
is either to the measure's introduction or to a discussién.or
analysis of the measure. Preference was given to more accessible

sources.

The SMs listed in Table 2 may be divided iﬁto four typeé
following the typology of Sneath and Sokal (1973). “Association
coefficients” work with qualitative data and measure some
variant of the amount of agreement betweeh the two items. The

binary SMs discussed above fall under this heading.

“Correlation coefficients" covers such measures as the

Pearson Product Moment Correlation and the cosine correlation.

Such SMs measure proportis;ality and departure from independence.

"Distance measures" obviously measure dissimilarity,
smaller values indicating greater similarity. The notion of
distance implies a space in which diéténce is measured. The
distance measures described hére do not-necessarily cbey the

rules of Euclidean spaces. Distance SMs are denoted by a "Dxy"

instead of an "Sxy" on Table 2.

"Probability coefficients" treat the likelihood of
agreements as well as the presence orﬂifzkét of agreement as
considered by the other measures. Such\SMs jinclude information

theofétic values.

After compiling this list, it was desirable to narrow it

down to a group of approximately twenty for the main experiment.
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Comparison by inspection and simple algebraic manipulation

enabled some reduction of the list. SGme formulas were found

to be 1dent1cal, having been described in the literature by

different names or different terminology (see example No. 34 and
No. 35). Other pairs werd found to have joint.mtnotonicity,.
(i.e. the rankings they produée are identical). .SMs No. 3 and
No. 2 are examples of this. Many relationshipé among SMs were
more subtle. Two simulation studies were run to identify,

a) pairs of SMs which are monotonic even though thig might not
be obvious through algebraic comparison, and b) clusters of SMs

which tend to produce similar rank orderings of documents.

The first simulation used binary information about the

presence of terms in documents (i.e. TW No. 1). This limited
L

ethe conclusions that could be drawn from this study, but simplified -

*it considerably. An aim of this simulation was to decrease the
number of SMs considered to be unique. Specifically, if a measure
which was intended for use on binary data was found to produce
identical or similar rank orderings to another-binary SM or to

an SM intended for weighté& vectors, then a binary SM could be
dropped from further analysis. In the first case, there is not
suéfieient reason for translating an SM beyond its intended
applicétion if it is not even u?ique within its 6wn sphere. 1In
the second case, thé binary SM is found to be a special case of

a more general SM.
-,

4

The simulated products of these two simulation studies

were the document orderings that would be produced by the various

~
RV
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SMs. For the first simulation, an artificial binary term-by~-
document matrix was comstructed. This matrix consisted of a
simulated sample of fifty “documents" and fifty “terms". The
presence/absence data was created using ra cm’humhe:s. The
numbers were drawn from distributions appro imately the same as
those observed:hxtﬁe free text DR of the CIJE data base. Thus,
the parameters describing the indexing breadth and depth of the

simulated sample approximate those of the CIJE data base.

The first simulation consisted of submitting "queries”
(artificially constructed to have the same distribution of words

as would be found normally), and determining the rank orderings

of the fifty documents that would be produced by the various SMs.

These orderings were compared by computing rank order correlations

between the ordered lists produced by each pair of SMs. These

correlations were averaged over fifteen simulated queries.

The pattern of correlations can be seen in the graph

below, (Figure 4).

s
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CORRELATIONS BETWEEN SMs
BASED ON BINARY SIMULATION OF 15 QUERIES

\
FIGURE 4

-

(},zzb,zsﬁigl 1,22a,38

(5;14,31,43.62,63,64.66,6}) 40

15,16,17,33,37,65 ' 12

. 18,52 1\ig} L | (23,39,42,45
CEOOERO Bt

.

* Each set of circled number(s) represents one unique SM.

Edgés represent correlations 2 .7.

IToxt Provided by ERI
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These correlations depart slightly from the central aim‘
of the study. They are based on a ranking of all fifty
(simulated) sample documents, whereas the ﬁain study is only
concérned with ranking documents which fulfill the logic of a
query. In practice this means ranking documents that at least °
have one term in common with the query. Some SMs differed in
this simulation only on documents which would not normally be'
retrieved. In these cases, the SMs were gxouped as equivalent.
The egfect of this diffeienee is that 'the correlations are

generally lower than they would bg under retrieved set ranking.

;ome SMs (Nos: 6, 26, 48, 49, 50, 51, 58) had
conspicuously loﬁ (near zero) correlations with all other SMs.
As a result of the analyses to this point, twenty-nine unique
SM‘types may be described. These are {isted in Table 3. Some
SMs listed as unique were found to have very high or perfect
correlations with other SMs in the binary simulation. SMs
designed for weighted vectors were retéined because they might
differ more when weights are used. Note that SMs such as Noé.
40, 44, 12 and 4 (5, 53) are considered unique at this point,
despite high correlations, because of potential differences on

weighted vectors.




UNIQUE SMs AFTER BINARY SIMULATION

TABLE 3

SM No. (Others Monotonic With It)

1 (13, 19, 22, 24, 25, 38, 41, 47)
2 (3, 21, 22b)

4 (5, 53)
6 .
7

(8, 9, 10, 14, 43, 66, 67)
11 (39, 42, 45) |

32 (15, 16, 17, 20, 33, 34, 35, 37, 6§§F

-

.52 . (18)

55 (59, 62)
56 (57)

4

* Found monotonic with No. 55 in weighted simulation.

58
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In Table 3, the SMs presented outside the parentheses
are either unique, or represent several SMs which are |
equivalent, but,_as_a group ave uniqué from other'sxs. The

SMs representing groups were selected on the basis of gen-

erality (general over Boolean) and éhmpﬂiational simplibity,

A second simulation study was performed using frequency
information (TW No. 6) instead of binary information (TW No.

). The fréquency information was added to the fifty-by-a,

'fxfty matrix used previously in such a way so as to model

the term frequency dxstribugxons of the CIJE data base.

Again, the correlation between the document ‘orderings created

by the SMs. were averaged over fifteen simulaﬁed queries.

This sxmnlation study looked for relationshlps among _
the heretafore unique SMs. The correlations obtained in
this study were much lower; very few were as great as 0.4.
Based on these low correlaﬁions, we may conclude that the
document ordeFings produced by these SMs were different

from each other.

Two relationships were observed-in the second simulétion
which helped select a sample for later experimentation. .
SM No. 5, which was nat included in the first simulation,
was found equivalent to No. 3i Also, SMs No. 12 and No. 44 .

\
agaj.n displayed a very strong correlation () 9).

<

- 8y
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.This left twenty eight SMs in the sample. For reasons
such as high correlation or computational complexity, some
of these SMs were excluded from the sample used for further

experimentation, bringing the sample size to twenty~-four.

Iinclusion and reasons for exclusion are noted in Table 2.



DESCRIPTION AND LOADING

{

OF THE DATA BASE ‘“-—-

INTRODUCTION -

This section describes the data basejand each of the
document representations used for this studyQ The data base
is a subset of the ERIC CIJE (Current Index to Journals in
Education) . The document representations chosen were (1) .
terms from the title and annotation, and (2) the ERIC

descriptors for each document. These representations were

selected as representatives of those available in commercial

data bases. . -

Additionally, this report presents a comparison of the
CPU use and storage reéuirements for the loading of the data
base. %fhis is the computer costs for construction of the
dictionary to make the syétem available online. None of the
computer or labor costs involved in the construction of the

data base are included.

Description of Data Base

The data base for this project consisted of 10885
records from CIJE. The selected records are from four
clearinghouses:} Tests, Measurement and Evaluation (TM),
Information Resources (IR), Educational Management (EA), and

Teacher Education (SP). At the time of acquisition (August

85

. e ey  —
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1978) these were the most recent records availabe from ERIC

in eﬁih of the clearinghouses.

The distribution of the records among the (- learinghouses

3 of Total Records R
‘Ba 3.8 3461
IR . 26.9 2928
SP 28.8 3135
™ 12.5 1361
TABLE 4 -

RECORDS IN DATA BASE BY CLEARINGHOUSE

These reflect the propeortion of the ERIC CIJE data base |
developed bxyeach of the clearinghouses. Records were selected:
by.identifying those dgvelbped by the four clearinghouégs .
over the period of the previous 24 months. No other selection

criteria were used.

Each of the document representations, controlled des-
criptors and free text, was used to create a separate invérte&
file. The free terms, from title and abstr;cts, were ;ompared
to a étop list containing about 150 common terméiand then the
remaining térms were steﬁmed (TARS, 1976). The stemming
algor%thm reduces the ngbe; of freé terms. This in tprn

reduces the need to identify all work variations for

retrieval. Controlled descriptors were used as developed by

8
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the ERIC professionals. For purposes of system compatability
imbedded blanks were removed. Easch controlled cescridtor was
truncated at 24 characters. This insured the uniqueness of

. .~ each descriptor. This same process was conducted at the time

Cj’ of the search and was transparent to the intermediary.

Statistics.describing the characteristics of thé data base

for the controlled and free terms are presented in Table 5.

Controlled Free

‘Average number of terms in a record . 6.45 . ° 20,39

Averagé number of unique terms in
a recprd ' 6.45 16.77
.'Average number of postings in a 'erm 18.21 17.62
Number of unique terms 3855 " 10361
TABLE 5 '

DESCRIPTION OF DATA BASE BY REPRESENTATICN

Construction of {he Inverted Files

As noted earlier, an inverted file was constructed for
both the controlled descriptors and free text document
representations. These files were constrxucted using SIRE

. (Syracuse Information Ret;ieval System) . S;RE (McGill et al,
1976) was developed at thé School of Information Studies for
expgrimentai use. This section will explain the process used

in constructing the inverted files.

(R
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SIRE uses a three-step process in building the inverted
£i1d. ‘ |
1. Each record is processed'éequentially. producing a
dictionary of the terms in that record. The output

from this .step is a file in which each record consists

of a term, frequency of éhe'term in document, and document
nusber. Other small files are produced at this point
which contain poihters and document length. The SIRE

program which accomplishes this is READIN (See Figure 5).

-~ = :
2. The next process is to sort the file produced by READIN

into 51phabecicqg order on the term field. This step is
| ‘accomplished by two prégrams, SORT and MERGE. (See
Figure 6).

3. The final step is to use the sorted file to\ produce an
inverted file. The program to accomplish this is

MAKDIC. (See Figure 7).

These processes were used to construct the inverted file
for the ‘free terms. Modification of the process was required
for the controlled terms since SIRE was designéd to hardle
individual terms with a length of up to 12 characters. Since
controlled terms were often phrases or combinations of words,
more than 12 charactérs were needed to assure thaty each con-
trolled term had a unique representation. This required
inserting a new step between READIN and MERGE/SORT which

converted the controlled terms into codes and constructed a

Q ‘ | Sb
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conversion table. This conversion'program is to be called

CONNUM.

s

Comparison of Construction Times

13

The CPU usage and total cost for each of the programs
used in the construction of the ‘inverted "file are provided in
Table 6. These figures are most useful for comparison of |
relative costs 5% the two document representations. Actual
costs are dependent on the particular configuration and . .
chérécteristics of the computerrinstaliation. Ih particular,
the cost of this SORT procedure is inflaéed since the SORT
and MERGE were written locally and are less efficjent than
comme#tially available packages. All programs are written in
SAIL (Stanford Artificial Intelligence Languagé?, an ALGOL-GOI
variant, on a DEC-10. '

N
The comparison of the controlled and free text shows

that the controlled is less expensive to build and store.
Specifically, only 60% of the CPU time and 90% of the space

to store the dictionafy were used for the controlled descriptors
as compared to thé-free text.

The controll~d vocabulary is a less expensive repre<
éentation, in terms of computer usage, than is the freé text.
Computer costs for building and mairtaining a document
representation based on free text would be greater than those

for a document fepresentation based ‘on controllied terms.



- Controlled Free
'READIN _ 210 N 460.33
CONNUM 267 - -  CPU time

in seconds.

SORT 264.58 667.16

MERGE 44.69 169 .87

MAKDIC : 7.66 16.97
Total 793.93 1314.33 ‘

TABLE 6

PRbCESSING TIMES FOR FILE CONSTRUCTION

4 .
File Sizes (36 . - words)
Variable Fixed Total
Con._rolled 85,632 1,105,430 1,101,062
Free 213,632 1,105,430 1,319,062
‘ ’ )
TABLE 7

COMPARISON OF FILE SIZES
The fixed file size includes pointer files and the

CIJE data base source. The variable file size is the inverted

file, which will e different for the different representations.
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File is in order of increasing
Within a
document each term occurs only
once and records are in alphabetic

ordexr on terms.

FIGURE 5. OUTPUT FROM READIN
J {
[ Term Freq | Document 1
Term | Freq | Document 2
ot .. . .
Term | Freq- | Document 3
Term | Freq | Document N

FIGURE 6, OUTPUT FROM MF" “E/SORT .
Term | Freq | Document No. File from Figure %as been
. .- . sorted into increasing
. . . order on term.
Term | Freq | Document No. i
FIGURE 7. OUTPUT FROM MAKDIC .
Index Inverted File g
[Term_|No.of Terms |Pointer Term] Posting [Point
K [ ) . [ Eg
- . - . L e Q_(' Y.
. . . Term Posting P teér
Doc. Ro. Freq.
By
. . A
L
%‘
File is produced from file in Figure 6 and is the

inverted file

which SIRE‘used.for'retrieval..

8.



COLLECTING INTEREST STATEMENTS

rd
The Computer Index to Journals in Education is a data

"base with a broad group of potential users. By selecting the

_ clearinghouses on Tests, Measurements, and Evaluation.

e
Educational Management, Information Resources, and Teacher

Education, the group of potential users was narrowed
coﬁsiderably. The final uaérs were fromVSyracpse University,
Ccfnell University, and the loc;l syraduse gecgraphic area.
They included students, faculty, and local professibnals.

In order to assure the users of complete anonymity, Qp

specific demographic data were collected.

Users were individuals witﬁiactual information require-
ments. A psuedo-service was esta.lished and qpéropriate )
announcements were made of its avéilability inJélassrooms,
through mailings, and by word of mouth., A cépy of he
announcement flier is included in Appendix B. Information
request statements we¥e collected on the request forms
included in Appendix B. The forms were acquired from 25
Qctober, 1978 throughlls February, 1979. A total of one
hundred seventy-three information request statements were
received, searched, and sent back to the user for relevance
judgments. One hundred f&fty were returned with completed

relevance judgments for a response rate of 80.9%.

The study required a comparison of representations and

a measure of tHé system's ability to rank relevant documents

) Ty
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-

within a retrieved set. ' If a specific retrieval set contains
o&ly relevant documcats, then one is unable to measure an

* ‘algoritﬁm's ability to place relevant Jocuments before non-
relevant documents. The same is true for a search which

e retrieves no relevant'dbcuments. Thus for the purpose of

this study, in order for a query to be useable, one relevant e
and one non-relevant document had to be retrieved from each -
representation. Of the 140 searches which were returned with
relevance judgments, 68 had at least one relevant and one non-
rel¢vant document in each'representaélan.- Thus, 48.58 of

the completed searches with relevance judgments were useable

for the study of ranking'algorithms.

.

A sample of the returned output along with the
-E instructions to users for relevance judgments is included
-9

in Appendix B.

INTERMEDIARIES AND SEARCHING

* -

The three intermediaries were selected because they are

¢
¢

professional searchers. 2t the beginning of the study, each
o intermediary hae beeh searching the entire ERIC data base for
. ~ at least one year. The.intermediaries were given a brief
" training eessibn'on the use€ of the SIRE system and a one; page
* deecription ef the appropriate commands for thils study
(Appeﬁdix A). These instructions did not include any des-
cription of SIRE'sS ranking capability nor any of the natural

language ‘features for searching. Thus the searchers were kept

1 / - .
ERIC - DY
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r

unaware of the goal of the study and were unable to use tech-

w

nigques which might have contaminated the study. Searchers were

instructed to perform high recall searches.

Each information request form was duplicated 80 that it
could be sent to one intermediary for searching in the con~
.trolled vocabulary and to one for searching in the free temm
'vocébuléry. The information requests were assigned randomly
. to the intermediaries. Each interﬁediary-was instructed to—
"conduct a search ig‘theappropriate vocabulary, controlled or
free. By random selection, sixty eight information requests

~were searched -by the same intermediary in both the free and

the controlled vocabulafy. Each of the remaining one hundred .

five wagggéarghed by different intermediaries in each of the
vocabularies. Twenty three queri?S'in the free representation
and twenty seven quefies in the controlled representation were
andomly selected for reliability checks. Each of éhegg
IZEnformation request statements was sutmitted to all of the
intermediariés for a consistency check on performance. The
documents retrieved by the originally designated intermediary

were returned ¢o the user for relevance judgments. Documents

retrieved by the remaining two intermediaries were used for an

examination of the overiap of the document gets.

The output forms returned to users for relevance
5udaménts were limited to fifty documents. The thirty three
queries that retrieved more than fifty documents were reduced

to fifty by randomly selecting from those documents in the

N\
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full retrieved set. The retrieved ouiput was pléced,iﬁ a
~ random order prior to return to the user to control for any
order effect. A statjstical test for order effect was -
conductéd. For all practical éﬁrposes'nc correlation was

found. The correlation between position on the 1list and a

posifive relevance judgment was .01l.

s

In most cases retrieved output was hand dellvered v the
user. Some out;u; was mailed and in some instancés, it was
Picked up directly from the office. A form letter was developed
requesting the return of the evaluated output after a reasonasle
period of time had passed and the relevance judgment had not
been returned. This is included in Appendix B. This proved
to be an effective means of increasing the return. Sixty two
_reminder letters we?e sent out, resulting in the return of

thirty nine evaluated output forms or 62.9% of the reminders

resulted in returned forms.

Users were asked to evaluate each retrieved reference
on a scale of } to 4, where 1 indicated direct relevance to
the information request, and 4 indicated no relevance to the

. information request.

. The data required for this study were the ocutput documents
and the associated relevance judgments. Each information request
was kept as an independent unit. For each request, data was

-t . céptu;ed‘indicating the documents retrieved, the relevant

documents, the non-relevant documents, and any documenis which

-

r
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\
were not raturned to the users. Relevance information was
stored as the original 1 to 4 values assi&ned by the user.
HoweVer, for the study this information was dichotomized to

indicate the relevance and non-relevance of a document to A

 particular request.

QUERY PROCESSING

Query processing included the acguisition of interest
statemenés. clerical procedures prier to sending the information
request . to intermediariee, the actual processing (searching)
by the intermediaries, computer programs to eollect' pd
rearrange the references, preparation of the output‘and judgment
informetion. delivery of the references to the.uaera for eval- .
uation, and return to the project office.for input. The ‘
results ef-this entire process were the data required for an
analye{s of the ranking algorithms Thus, the key factore
are the requests and the charaeterietics of the output

-

developed from the requests. &

To characterize the requests and the output, one begiqe‘-
with the foxm of the requests. Fach user was xeqhested to
submit a two or three sentence statement in plain Englxah\
deecribing their information need. In fact, most requeste
were two r three sentences, with the outliers ranging ‘from
a few desceiptive words (as if selectea from a controlled

vocabulary) to as many as ten sentences. Each information



.

' terminated. No controls were put on ‘the length of the search,

odo

the average than either Searcher A or B.

» . - ’ ]

———

request form was delivered to the appropriate randomly

selected intermediary There was no direot ‘contact between

the intermeézary and the user- Each request was ofocesseo !
according»to-the previous instructions and when the inte~- |

r

mediary was satisfied with the output, the search was

_either -in time or,numbgr of commands.
_ . * ‘ :
N The data in Table 8 shows the operational character- .

istics of the searc¢h process. The average number of references °
retrieved in.response to an information request was '18.7. This = -
ranged from searches which’' retrieved 0 items to those which

)

retrieved 170 items.

~In-the free representation, 17 of the 55 usecable gueries- T
retrieved more than 50 documents or 63.6% of the queries

retrieved 50 or less documents. 80% retrieved 55 or fewer

ents and 89.:1% retrieved 72 or fewer documents. The
_ N

- -

‘controlled representation shows there were 68 useable gueries

!‘\

with 35 or 51.5% retrieving 50 or fewer documents. 80.9%° -  —

retrieved 72 or fewer documents and 89.7% retrieved 103 or -

less documents. »T&ere is a major difference between one
searcher and the other two searchers in terms of the number of
items retrieved. Searchers A and B retrieved an .average.of
N ) .b

‘4 3 documents per query while Searcher C retrieved an ayérage

of 7.3. Thus Searcher C retrieved 69.9% fewe:'documents on’
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- K , Difference - Difference
-7 Difference , . : in Relevant in Precision -
Number : Between : : Between . " Between
. of Average ‘Controlled Average Controlled | Controlled
" . Searches Retrieved ~ _and Free Relevant and Free Precision - and Free
' Frée . 27 . 25.1 +5.3 7.6 +0.6 .37 -.04 -
A Controlleqd ¢ 25 . 19.8 ’ : 7.0 .41 . '
. ‘Total | 52 - 22.6 7.3 -39
"Free 28 29 | 46.3 8.4 0.7 .34 -.21
. B Controlled 26- . 22,7 2.1 ‘ .55
Total ,54 26 8.7 .42
 Free, . 25 7.3 0.0° 2.7 -1.0 © 40 - -.24
C Controlled- 27 7.3 3.7 .54
Total 52 7.3 ‘ 3.2 ,47
. v
b} ’ '\.
" TABLE g
> SUMMARY OF SEARCH CHARACTER"STICS
. i )
- - gb L




On the other hand, "the total precision performance fxgurea
‘vary by only 88%. The conclueion is that there is a- significant
- difference in the documents retrieved by the intermediarres, hut

the difference in performance measures is slight.

r

The searchers differed significantly in their performance
. when examined by representation. Searchers A end B clearly
" retrieved more documents in the free representation than in the-

.controlled. Searcher C performed identibally in both repre~

3

T sentations., However, the number of releyant retrxeved documents

N _ sﬂows that searchers B and C were able to use the controlled

i . . .
representation more effectively. o \
A . L

hod

The lack of agreementvamong documents retrieved across
across represeerations and searche ‘<c1ear1y does hot'affect tﬁe
precision achieved by-tne intermediaries. Precision ranged from
.34 to .54. Within the free representation, the observed prec-

* ision ranged from .34 to .4C. Within the controlled represen-.
tation precision ranged from .41 to 54. The controll repre- ¢
sentation provided consistently better precision 15 this study .
cith a searcher difference-between repiesentations ranging from’
.04 to .21. One a priori factor constant among the intergediaries
is their previous experience w;th the ERIC control;ed vocabu-

‘o
‘o lary. This may influence the direction and/or the magnxtude

of the observed data.

. .
x 2 .h

o To examine differences in the documents-retrieved b& :
searchers, an overlap study ﬁes conducted'using the 33 queries
identified for the reliability data. The results of this

study are shown in Table 9. g

- A s
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- - ', o . SJ" * . Diffarent .
s Representation g Same | ‘== 9%
e Free and tontrolled Different 14% 58
- * @ - .
’ TXBLE 9 ~ o

OVERLAP PERCENTAGES
- . ) The observed overlap is very small.'iin fact, these °
figures could, be explained by chance. By chance is meant

CRRE )

"that the representations are independent with respeqt to their
) descriptions of reievant documents'and their descriptions of
- nen—reievant decuments. That is, both representations may
perform similarly in uiacriminating the relevant from the non-
relevant documents. chever,.within relevant or non-relevant
subsets there is no relationship between the way the documents »
are described. It is ‘as if retrieval using either representation
was'done\by randomly sampling frem the same sets of relevant and
non-relevant documents. Thus different sets of documerits (ﬁht
- the same relevant/non~relevant~percentages) are retrieved by .
' each. Another explanation may- be that the. representations are
. C : systematically different. Thatmis: a searcher knowing ‘that one.
2z the other representation is being used, will sfgtematically
retrieve ydifferent documente.. The .data from this study does
‘; “ not allow for an,in-depth.examinatinn of tﬁese-fin&ings:' Further
.data focused on tnis topic are requireq for a‘eemplete underb
,,‘staﬁdinq of these preliminary findings. |

A3 v

\ A
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The complete records,of searches were retained, thus

A Y

allowing explqraterf enelyses.te bhe perusedz T%o of the more

_ interesting features were discovered by lobkfhéhfor fa~tors

. ' which correlated with precisien. Neither the number of "OR®
operators nor the number of ”AND“ operators correlated ‘
significantly with the precision measure. However, the ratio

S
oﬁ_“ok“ operators to "AND" operators does correlate positively..

AND = .29

* 3 . »

Specifice}iy: . OR

In other words, there is-a positive relationship between the
number of "OR" operators releeive to'the number of "AND"
operators and ptecislon. The intermediaries appear to begin
. searehes by Qeveloping.cenceét Elasseé by linking terms to-

¢ geu‘;r wiéh.”OR" operators. Once these concept classes have
been establiehed, they are linked together by "AND' operators
fer retrievaL. It appears that the greater the-aevelopment
of these concept clasces (word groups co;nectedvb%f“ogﬁ'

operators) which are connected by:"AND” eperators,fihe-higher .

N

the precision of the search will Be;'

e
in another analysis, it was found that the more display

- . operators the 1ntermed1a:y used, the 1ower the preciaion value
would be. The correlation between the display operators and

the precision was - .45. In this case, it may be that the less
”suxe the intermedxary was of their search strategy,: the more
often "the person'would take time, to isplay retrieved references.

The result being that the display commands would be a-measure of

e
10/,




intermediery uncertainty which was. reflected in the precisicn
of the search While studies of this sort are. interesting
-and will -be cngoxng, they are not central to the undsrstanding
of ranking algorithms. . ' ’
cht Responses . R -

The, evaluated ocutput fomm from the. query processing
was usually returned to the project office. The return rate
was 69.98. The 30.1% that were not returned were érimarili
..for‘the users' perscnal reésops. However, three‘;ueries were
lost.due to intermediary“input errors and ccmputer hardware
prob}ems. In both situations timely returp to the user

L - , .

was %ade impossible..

. » . -

A software problem caused the loss of forty—five
searches from the free representation, but not from the
controlled representation. The initial 128 Queries’ were
processed normally. Subsequent documeqts retrieved by the
free representation were 1ncorrectly retaxned and thele were
not delivered correctly to the users for evaluation. The .
‘data were udrecoverable. Thus "the data from the free

vccabulary tests reflect 128 information request.

? -

Comy



MEASURING THR

- EFFECTIVENESS OF RANKING

‘N w e : ¢

The method of evaluation of this study is the coefficient
- of ranking effectiveness (CRE) and an analysis of the factors

affecting the.cost of ranking algorithms

Cooper suggested that the essential function of .a retrieval
System is _not to divide the data base into retrieved versus

L
non~retrieved sets, but rather to establish an ordering among

documents based on their relationships to tﬁe query. He nro-
posed to measure the effectiveness of a system\by its ability

to rank order documents - placing relevant documents neat the
beginning of the list (Cooper, 1968). His measure is’ the pro-
portional reduction in the nunber of non4re1evant documents

that have to be looked at before the query is satisfied, over

the ‘number that would have had to be examined if the documents i

were arranged randomly. Unfortunately, this measure requires <t

'knowledge of all the relevant docunents in a data base.

”

An approximation to this measure has been developed which
. can be computed.frOm a' sample without total kno&ledge of the
data base. This measuke is not considered to reflect a general
assessment of the retrieval system 8 performance, but rather,
it measures specifically the effectiveness of the order in
which the cutput is ranked as opposed to unranked {randomly
ordered) output. The. i?sfficient of Ranking Effectiveness

(CRE) is defined as where m. is the expected
CRE-= MR '
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mean rank of the relevant documents retrieved if the outpnt list -
is randamlyrbrdered. M, is the expected mean rank of the relevant '
dpcuments retrieved if the output list is perfectly ordered, and

- ) R is the observed mean rank of the relevanéldocuments retrieved.

| (m -mp)'is the discance between the expected mean rank of the

relevant: documents on a randamly ordered list and their expected

mean rank on a perfectly ordered list. The CRE measures the
proportion of this distance that is accounted for by’ the observed

mean rank.

If the relevant docuééptg_aée randomly dispersed through-
out the}list, then their expe&ted mean rank {over time)'will be
the same as thé‘péan‘rank of all the documents. - The mean of
-the. number one’;ﬁrough n Afor n-docume;ts on the list) equals
(n+l) /2. '

]
-~ ] I
' .

If there are k relevant documents and they are at the

top of the listy then their mean rank would be (k+1)Y2:

: . = (n+1)<27§
t toe : n+ - 'm

- by gubstitution;
. ' = n+l1-2R

) 4

= n+l-2R
n-

CRE is computed per search. To obtain a mean CRE for a system's

performance over a number of searches (for example K searches):
. Q ,' . ‘ IQ:) ¢

P,
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k !
B = CRE,
o CRE, = i=1 .
./ 'Y : . K

. " \
o CRE ranges from one through negative cne,'bxe‘being perfect
ranking, and zero representing randcmfdisperélen. A score below
zero_indiceﬁes that the system is performing worse than chanpce.
This means ‘that the :elevent documents have a low score, and in
order to correct for this, the eysﬁem wculd‘just ecrt.the list

= low to high instead of high to low. .

From its definitional formula it can be seen that CRE. is
interpretable as percent of error accounted for: it represents
the percentage of th;itotal possible improvement (£fram random
to- perfect) that has been ‘realized by the system. ‘Since CRE
is a linear transform of = mean and CRE is a mean of CREs,

CRE can be expected to be‘ncrmally distrxbuted as the number of
searches on which CRE is based increases. [(The expected value
of TRE)= (The expected Value of CRE) = 0_._]

CRE is relatively insensitive to either the density of

relevant documents in the data base or %n the retrieval set.

Comparec'to Cooper's measure, it does not require knowledge

of all relevant documents in the data 'base or knowledge of a

- specific_number of documents the user feels will satiefy his

query (Cocpe;, 1968) . Another possible measure is Salton's

normalized precisicﬁ (Ssalton, 1968). Studiesbshcw that it is

v° o sensitive to the density of relevant dccumente in the retrieval
set and the appearance of non-relevant dccuments after'the
location of the last relevant document, and that it is very

' - 10,

e -
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4

sensitive to early occurrences of relevant documents. .Hence,
it measures something other - than is desired in our eveloation.'

which is aimed at the ability tc rank already defined sets.

Finally, CRE has an intuitively appealing linearity; a eforeﬁ

- of 0.5 indicates the mean rank of relevant documents on the

list is halfway between what would be expected hy chance and

what would constitute perfect performance. .

'Recall measures will not be computed in this study for a
number of reasons. One reason is that users do not alwaye want
to see all of the relevant documents {(Cole and McGill, 1977)

Other reasons are (1) the belief that relevance is not an

" absolute assessment, but ratlier is a perception of the user,

and (2) recall taps aspects of a system's.performanoe which

: 4
are not within the scope of this study (e.g., coverage.of ihe
collection). . h )

<

The evaluation required that the relevance data be avail-

able and that certain document, collection, and term information

- be available for analysis.. The)relevenoe deta was kept in a

V4 N )
file organized by searxch, and‘ehen by document retrieval. The.

ranking algorithms could then be executed and the results':. '
campared to the document relevance information. The coefficient
of ranking effectiveness and its standard error were calculated

dxreotly from this inf>rmation. _

The SIRE system automatioally keeps type, token, and sum

of square information for terms in documents. That is, for each

-

10,



83 .

.
.

document, the~inggrmation about the number of unique word

-~

. stemsi the number of word stems, the frequency of each stem,
\\\{'”" " and the sum of the square of the\frequencies of each term in .
the document is/stored. mhis is explained in. detail in McGiil

et. al. Docunent length and co-lection information were also

necessary for this study This information was captured at

N L&
L 3

thegtime the® document was input to the system ‘and retained

\
. s for use * ith the similarity measures. , The similaritv measures

. were calculated for each document ‘potentially selevant to a

query The cdefficient of ranking effectiveness and"

¢ t

) associated descriptive information was immediately available

and stored for comparative purposes. The procedure 18?

presented in Figure 8 on page 84.
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FICURE § - . el
. -t R
. CALCULATION OF THE COEFFICIENT -
‘ OF RANKING EFFECTIVENESS . )
R
] 'S L
Invert File '
, ] produced by
! Queries SIRE with
. created using SOS freq. data
with first using .
name and ending -
with fin comband. + .
. : Document' @gth -
. : contains types
s ‘  |Term Weights -, and tokens |
. . . use ,SIRE with N .
new front end - S
and modify weight
. calculate in |
. N - |Booleen, SAI * Vo i
. L ]
¢ : j : . Output from READ
. : o Texrm Weights contains dictionary
weighted vector .} -\ for eacit document
'for each document frequency .

to each query

‘ . ’ < - - .
e ‘ : e ' i . Document Length \ /.
. Similarity produces document \
. Measures length for particular ‘

 term weighting scheme

. Similarity Measures

; .- - contains similarity,

' : R ' measute of each doc
’ to each query

* ¢ ) ‘ i L
o . /“|Calculate CRE Relevance Judgments

contains rel. judge.
for each doc to

. edach query.
’ s . » - .
: : Data File ‘CRE File
., Informat{on TW, sMf,
. ’ from the project , CRE, means of rel.

and non~rel. and SD/°

- 10,
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OVERVIEW OF RESULTS

+ The specific results of this study wil‘ be presented

in ﬁhe following two sections. These results indicate little
or no differences emong term weighting' schemes in the con-
trolled‘vncebulary. This is, of course, an expected outcome.
There are significant differences among the eimilariﬂy "
measures. There are eighteen measures within two standard
errors of the maximum observed value. Thus, while clear

- differences do exist, there is a ciass af measures which are
not statietically distinguishable. Within the free represent-
ation, classes of term weighting and similarlty measures are

identified whiéh~perform significantly better than others.
i Withih classes, no distinctii possible. However,

additional cost'information ::\:i;;IEEaeto assist in the
selection of a ranking algorithm. The cost data are
concerned with increeeetal and relative costs associated -
with processing and storage. &# perseﬁ using ehis_report |

is advised to include a consideration of term weighting,

similarity measure, and cost.




-
~Se

There are clearly. some schemes which are not useful.
But of the effective schemes, there is little basis for

selecting one scheme over -another. Thus, one will be well

advised to use simple but effecti;e schemes. "

.

RESULTS USING THE CONTROLLED REPRESENTATION
--\—___I‘_*_

.. The CRE values for the controlled representation are

presented in Table 10. Each cell value is a mean of 68

individual CRE values obtained from the useable queries for

this study. See page 87 for Table 10.

19,

86



rARE . NS . N _ . y : . | - .

- § .,.wm“.wwwﬂumﬂymTMﬂmmmﬁm g v
Wiisistisiibitinitntecii |
Witk
icicci ik
diticitisiiitiiziiiii DRRN
Bliciicicc itk _
| T
Rl EARRRTT
O Bsiciisdiciiasii LA
B Ot O L)
T TR
R diiticatutintn iERN
diciisisnitiiaiik
Biisiiiosiuiiainadss LIRS
“ . muuﬁﬁmx F |

Similarity

Measure
Number




2 .

¢

e

The analysis of the term weighting schemes is presented

in Table 11 (
,
Source of Degrees of :ISuchf Mean N '
Variation Freedom ’ Squarei Squares L . F
‘ \ . )
AMONG 13 0.027 0.0021 . 0.55
WITHIN 322 1.2 0.0038 |
TOTAL 335 1.3
g
_TABLE 13 .
| ANALYSIS OF VARIANCE RESULTS '
CONTROLLED REPRESENTATION
TERM WEIGHTING SCHEMES .
. | .
This analysis fails to indicate any. significant
difference among the term weighting schemes. This is not

w

surprisxng since the weights for controlled representations
are determined by using dichotomous information about the
presence or ébsence of a term. Thus, evaluation of dif—

ferences is limited to thé comparisons‘of similérit& measures-

RN

The values for each cell were examined for.differences
.by siﬁilarity measure and for differences by.terﬁ weighting
scheme using one way analysis of varicnce. -The results of .
the analysis by similarity measures acros: term weighting

schemes are presented in Tableiz. A\significantfdifferencé



-~ .

" indicate that ‘the selection of a term*weighting scheme '

at the .01,level is indicated.

t

on the averagé than others.

»

89

Thus, similarity measures can

- be selected which will give,significantly hetter serformance

&

is not an important consideration.
similarity measure is an important consideration.

to ¢larify the selection from among- the similarity measures, it

ANALYSIS OF VARIANCE RESULTS
CONTROLLED KEPRESENTATION

_ SIMILARITY MEASURE

Source of Degrees of Sum of Mean
~Variation | Freeqogh ‘Squares Squares F
AMONG 23 " 0.89 0.039 33
WITHIN M2 0.36 . 0.0012 |
. TOTAL 335 " 1.3
‘ : A #

In a controlléd vocabulary environment, these results

IS

The selection of a

In order

is necessary to look for equivalence and disparities in. per-

ﬁormance.

CRE values from the similarity measures (KIRK)

A

-

N

. R

‘Tukey.'s HSD (Honestly Significant Differences) was used

shows the differences among means.

-

. to determine siqnificant'distinctions between oairs of mean

Table 13

-
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; Simila:ity\ Significantly Significantly
Frequency Measure Different Different
Number From . From Means From Means
Mean® Occurrence Tahle 2 Greater Than " Less Than
-.078 1l 29 All Others None Lowey
.0036 1 80 .0516 -.0404
.0071 1 Random : .0551 . ~.0409
.049 1 6 . 097 001
'0056 1 58 0104 I 0008
075 1l . 31 ' .123 027
.083 1l 32 .131 .035
.090 1 7 : _ .138 042
.091 2 27,56 «.139 " - .043
.11 4 12,44,63,64" - None Higher .~ _ . .062
513 -3 2,4,40 ° None Higher .082 "
.14 3. 11,30,52 None Higher .092
TABLE 13 - L o S

SIGNIFICANT DIFFERENCES '

BETWEEN CRE MEANS FOR :
.SIMILARITY MEASURES

CONTROLZED REPRESENTATION

)
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The critical significant' difference interval is calculated at
the .05 levél with \

C = 3.05, : MSw

'; ) * . -

t p———

where -
L X . '

C = is the critical significan; difference limit
Ms;’M(is the mean seguence witnin cells
i = is the number of term weighting schemes

| 9,05 = is the studentized range statistic

estimated at K=24 N-K=o

Y

A

-By obserxvation the single best’ result was achieved by
~ the combination of similarity measure 52 with term weighting
scheme 31. However, it is clear that similarity measures
1, 3o, ‘52, 2, 4, 40, 1, 36, 46, 12, 44, 63 and 64 may all be <
performing equivalently. From within this eollection there is
no reason to expect one to perform better than another. It wifl
- be euggested that in the absence of’ better informatien, the
similarity measure whieh is the most efficient in storage and
conpntation is currently the most desireble from the above eet.

Methods o: determining storage and precejging effieiency will

be disqussed in a.  later section.

Yy {\ J
L . -
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L

RESUﬂiS'USING THE FREE REPRESENTATION

L

The CRE values for the free representation are
presented in Table 14. *Each value 1n the table is the
‘result of 5§ indxvxdual CRE values obtained from’ the useable

¢

queries. ' ",

The analysis of the term weighting schemes is

- presented in Table )s. .

116
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Sind~, : TERM WEICHTING SCREME NUMBER :
laricy '
Measure , i f ..
Sumder f 1 12 [ s j7 |8 |o 12118 118 019 {22 J 24 |25 26 {27 | 20| a1 ) 32 331 3 37 | Nean
- - ll21.1201.209 1. 1051, 2211 0301, 170! 08B 2231 197].207] 167 03010691 .0€81 . 098] . 0561 . 186].093] 127 ]| 110~
WD 2091106221 [o0st T tol saa T a5 WITIR T RT R IRY] NIRRT
20111 +03014027]+028/+034].068].065].062]+020]5037].025]-023 -0601.032].085].0841.058}+023]+019] 0681 .D17
413 . 1354, 1401 1311 .1597,0341,0621.063].147].0591.1 .1191.0361.068] . 1241, 070 . 116].138],125].001 0
1 042}1.086} .1511.1371.127].172].128].123].141 21561.1081.1641.078}.0321.1271.061] . 121) . 102 1750 125] 1570 12
— 22 H.0PLf.1677.182 [ 066) © |.173].101].003].101] 171 .092) . 1611, 149].072].091].0811 1051 61 o L.
ojreussl 102 . I7S ] 1S6Y 1371 .1897,036],103].035].182].109 +1691.1531,036 1038150551, 128].0721,034] . 123 149 | 101
27_(-0711.0911.674}.073].096].088].067].055].073].069].068 »0301.0501.0421.100].083].058] 048] .111].002] 0580+ 072
29 0 1+0731 091 (+091f+144]v165|v126]v1211v136]=132]2055 210915052} +1181v110]+064]v105}+0751+159]1%122]130 " <106
30 1.062} . 116] 15211371, 127] . 1731.1250. 11911521154 20331.1581.076].02G].128].061]. 71201, 112].175] . 125] . 1580 121"
21 1. 0501+049] . 127 . 1391, 118 1841-016] 071" 550 21141.0391.1131.069] 0 1.038].048]+016).114].165]= 1111 0111 a9
32 8 0 1.0260.0911.589].163].162].085].108].137].127] 0551 1221 035 :0021.1097.065}.105).105].164].123].161] 096
36 1l.061].091) 18], 187].053).190].1011.109] . 132 . 2081 0581 150 213311287 .116].061].073].096].177].032] .08 . 117
-060] .p82] 181 . 169].114].166]1.086 -0921 .123].1791.082].169].147].029 1,066 . 069 09311467} . 1011 .14
4_f1-0811.1500 .1821.1641.003] 173 101.093] . 101117110921 161 .1491.0721.0917.081].105].6131.161] 6 J.1191 108
46 1.0611.1051.175].1681.021].173].101] 090! -116].176] 081 - 16811471, 0421.072}.161].130].038]. 139161011 08
230 [1+0641.04671+128 Iv118]+v1411-0688 .0081+063] .009 v1431+0381+107]+108].033 :0181.030]+053]+077)v003 ]« 13114074 <057
32 _ 106210341 . 11971,1201.102]. 115].057].124] . 114].132].078] -142] 053 2034 1,100§.0457,086].050].133].086].100 1 091
Randon 4.049]+013]+006 1-0507.0391.018}.0211+034]+078]=031] 00 .036].034].010[071]=0111=0431<071 ¥067]+085] ~0 +01
591, 093] 21011.,0871.0991,0601.0601.0651.097].0291.0801.005;.0621.069]1.0811 035T 0% 097].084) 053] .075
38 40390 117].1110.105].118], 104].034].060] .0465].106]. 0301 0041 003 .0291.072}.090].033].028].1031.076].050 ). 074
§3 .06471.0591.0427,0427.637].058].063].05/].058]. 0461 6481 056 .055].059.057].0 . 058].639] .05 .05
4104710591 .0451.0441.039].0581.0631.052) .058F.047] 048] 057 .0561.0591.057].060].057].066].060].039] 0521 059
Mean °).0461.068/.1011.098].063|.116].058].069{.072].206].056].208!.080 «0431.0641.057{.067]|.055].104].082] .082 )| .074¢
. TASLE 14

»

NATRIX OF CRE VALUES
: FREE REPRESENTATION
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.Source oi -, Degrees ‘of » Sum of Mean .
Variation Freedom Squares Squares F
- AMONG 20 .24096 .0120 2.353
. WITEIN 483 ' ?A?l .0051
TOTAL 503 2714 |
. A Y ~
s ' TABLE 15

ANALYSIS OF VARIANCE RESULTS
: TERM WEIGHTING SCHEMES B
FREE REPRESENTATION

a . . ’

. .
. . P

The analysis i.dicates a significant difference émong tue
- term weighting schemes.at the .01 level. Again using Tukey's °
Honestly Sianificant Difference, the 1ndividua1 means were

<

examined to determine if aignificant distinctions can be made

>

between pairs of mean CRE vaiues;

. ‘The significant difference value is

¢ R €C =45 7/...“.&5‘_"..

. " with g g5 at K =21,  ‘N-K = 483 ' = 5.05 /£005T = .07869
- =T

o . The mean CRE values range from .043 to .116. Thus, no
significant difference is, found be*ween individual p -3 of
. : term weighting schemes. This situation can arise when linear

combinations cf term weighting schemes are significantly

- 114

LN
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different but the individual paircs of term weighting schemes

are not significantly different. - ’
' “<

N

The analysis of the similarity measures is presented in
Table 16._ \ . " :

° [ ]

Source of Degrees of Sum of | Mean ,
. Variation . Freedom® Squares Squares - F
BETWEEN . 23 1.698 .0738 34.9133
WITHIN 480 * 1.015 | .0021 .
TOTAL 503 2.713
TABLE 16

ANALYSIS OF VARIANCE RESULTS
SIMILARITY MEASURES
FREE REPRESENTATIONS
The analysis indicates a significant difference among the
similarity measures at the .01 level. Tukey's Honestly Signifi-

cant Difference was used to examine the significant differences.

The significant difference value is

C=q.05f5/ Mgw

with g 05 3t k' = 24, N-K = 480 = 5,17

C=5.17 5/ .0021,,, = .04836

. | 1,
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Table 17 shows the similarity measures in order along’

. with the definitions of those measures which are within the

Honestly Significant Difference. Since the. numher of : !

| .similarity measyres which do not indicate an honest difference

is large (14) then there is justification for selecting a

¢ \v

similarity measure from among these top rated measures based

on its ease of calculation and quantity of storage required.

’ EFFICIENCY CONSIDERATIONS
W

In order to decide .n uhic ranking algorithm(s) to
implement. one would like an indication of the cost to implement
and’ execite the algoritnm in addition to its effectiveness. ‘A
model whicn analyses costs is dependent on the specifics of the
computer installation on which the algorithm is to be
implemented. Differences in hardware and/or software can

"make significant changes in costs. ’

The characteristics identified nere provide a weak order-
ing of the ranking algorithms Factors which affect costs are
identified and each of the components of the algorithms is &
placed in this framework. The characteristics then‘indicate

-

the relatiye cost of the algorithm.

-

LA major component of ranking algorithms is the cost

associated with the Tw, although the SM also affects the cost.

* The following will describe’ the considerations which appear to

' . | 1?‘
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IS

Similarity Significantly Significantly

'Frequency Measure Different Different
s of Number from from Means from Means
Mean Occurrence Table 2 " GREATER than LESS than
-.104 1 29 . All @ther Means None Lower
- -.057 1 o, - 50 - .009 None Lower &
~.017 1 " Randem .031 -.065 |
. .019 1 6 - 067 -.029
- .053 2 63,64 101 ~ .oos
.069 1 31 117 ~.021
072 1 .29 a2 | .024
074 1 . se S 122 .026
.015‘ 1 '56 o .123 .027
.091 1 52 None Higher .043
.096 1 32 None Higher .048'
.1 1 7 None Higher ~  .052
+101 1 26 None Highér .053 .
.107 1 12 None i ‘gher .059
.ios 2 44,46 None Higher - 060
.116 1 40 None Higher .068
117 ° 1 36 None Higher .069
.118 1 2 | None Higher : .070
.119 1 1 None Higher .07Y
.12 1 11 None Higher .072 -
. .121 1 30 ‘None Higher - .073
. .124 1 4 None Higher 076
| g o
. TABLE 17

SIGNIFICANT DIFFERENCES BETWEEN

CRE MEANS FOR SIMILARITY MEASURES

FREE REPRESENTATION

12;
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be the most imp&%tan; in determining the coséhof a ranking
algorithm. Iwo considerations are paramgun;: (1) the pf&cessing
requirementé of the algorithm and (2) the storage costs of the

algorithm. An assumption of this analysis is that the Term

'Weighting for each term is calculated and stored only once. .

1

COSTS ' OF TWs

" The processing costs for the term'we;ghting schemes are
largely detérmined by whether the specific weighting of the TW
requires'oge Qr two passes through the data basé.‘ Many of the
weighting schemes required two passes. Fop.exéméle £5n0/Fy

required one pass to calculate F; (a collection statistic) for

€ach term and a second pass to determine the weight for each

texm. On the other hand, log (fin +1) can be calculated on the
first=pass because no collection information is required. oOf
course, it is possible to trade processing time for storage and

do the operation £i,/F; at retrieval.  However, this was not

. examined in this study. 5 3

The incremental stérage costs are determined by the number
of additional storage locations needed to store the actual

weights. The two choices are: (1) a weight for each unique

‘term in the dictiqnary. or (2) a weight for each unique term in

the data base. The former required weights for each unique term

in the dictxonary (generally a collection statistic) for the °

free representationc 10,000 storage units, and the weights for

each uniqye term in the data base required 170,000- storage units.

: . 12,
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\ The null TW requires no additiongl storage or processing.

That is, the unweighted scheme represents.the lower limit of °

cost of term weichting schemes. + Costs o{_ferm‘weighcing

.hschemes are presented by class with those costihg the most
appearing éirct.' Within classes there are variations due to .

' the compléxity of calculation. These are not considered critical,

"since specxfic calculatxcns are mtﬁcr in comparison to calcula-

tions conducted on a data base.

.CATEGORY 1 - Two,Passes of Data Base Required.

One Storage Unit per Unique Term
One Storage Unit per Document

s . .
F, t_d £
., i ¢ in
£in/Fy £in : ., " v £, .log (K) ,
-~ 1 :
.o d, 1l :
1 ’ - . 1 [} 1 - 1 E_. i_. f
Tn !J. loy (tn- a;) tn D ' ' n D ’ in ’
' . kn Fi .
d; /D ' .
fin fin _ Fy fin - Fj )
N—— ' L) SRm——
R AR o R
. Fi
K~ .
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CATEGORY 2 - One Pass i
One Storage Uniq_e[Uniqge Term = Deeumen

£ £
B T T T
tn in . 1B k. Iog k :

CATEGORY 3. - One Pass. .
One Storage Unit/Uniqge Texrm - Dictiona;x

1, qf3; | !
di ) . ’

COST OF SMs

- A major factor in the costs of a similarity measure is

, the need by the measure of summary statistics of the document,

'such as Ex;. If this is required. then an.additional storage

unxt is required for each document 1n‘the.data base.

The use of summary information such as document length ‘
by the SM may have an interaction affect when combined with
certain TWs. In perticuiar,.éhe use of either l/di or * -
log~(N/di) with such a similarity measure ﬁould alter theee
TWs from one-pass to two-pass TWs. The secend pass through
the data base is requifed to calculate the length of the

document for the weighting scheme,

€

The discussion of costs of ranking algorithms indicates

the observed factors which affect cost.. Exact cost data is

‘192,
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- installation dependent and thus not generally useful The \
established categories provide a weak ordering of the diffe
. xanking algorithms in terms of processing costs and storage
reqeirements. The reader should pay particular attenticn

. to the interaction of term weighting and sﬁmilarity measures

in determzning the cost of any particular ranking algorithm

~ L

-

.-t -‘



. Similarity measures in both the free and the controlled

: _ . l02

This study indicates that many,of the ranking algorithms

currently in use or suggested as effective methods for ordering

- output are, in fact, equi. alent. Further, as one would expect,.

the term'weighting schemes in the controlled environment are .

simply not important. This is evident ,from the’ lack of signi— )
'ficance‘eﬁpﬁp by the analysis of variance given that the .

unweighted- weighting scheme is isolated:.

¢

-

> Termlweighting in the free text environment is significant.
However, ‘the use of Tukey' s Honestly Significant Difference
‘fails to indicate a significant difference between _pairs of

the term weighting schemes.

envzronment are significantly different. Classes of measures

' [which were found to be equivalent have been presented. ° These

-top rated measures are still disappointing. that is, by
observation the best ranking scheme in the controlled environ-
ment had a CRE of .19 and in the free environment the top
scheme had a CRE of .22, In other words, in both instances'
‘the .ranking algorithm was able to improve the order in which
documents appeAred by about 208. Thus, 80% of the potential
benefits from a ranking algorithm is not yet realized.' These
results do agree in generdl with those attained by Noreault

who found a 35% improvement. The data seem to indicate that
the methods of ranking are not using variables which allow

12, -
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‘ truly effective ranking (at least in a Boolean Environment) .
- —This may unfortunately Se*; major factor in one's ability to
- create truly effective systems. Maroh (1979) has :ecentiy
¢ stated that: S, : ' A
| . & | o ‘
"Two valued thinking about indexing (and
retrieval) leads ‘system designers to worry about
thresholds, cutoff values, and depth of indexing

in order to insure that the two~valued decisions '
are optimal for the patrons for whom the system ' * \\\

~\

- is designed to serve. But these days with the

: growth of very large files and especially with
. ' the giowth of on-line, interactive document =

' retrieval systems, perhaps it is most rational A
to buyild systems that provide maximum flexibility .
for .each patron.” This means that designers should
build systems which rank the documents, relative to
an input guery, by probability (or degree) of
satisfaction, and set no preestablished cutoff
thresholds. Instead of binary indexing, we
recommend the use of weighted indexing and ranking
the output documents.® - -

.

His qgatgg éoal‘iq}ranking the . output, but unfortdnate;y
it is not'ciear from this study that the use of wejghted |
indegiﬂg will provide his desired resulﬁs. Ongoing analyses

‘of this ranking data may hglp Fo‘iqdicage the variables or
variablé types thatvéontribﬁte é&sitiveiy to the ranking

process. . .

i

The results of.thiq study have raised_many_questions.
.« At a very basic level; one needs to.understénd the data
.-., | generatedxbx the stully of the overlap among retrieved sets

Qf'documents. The obser&gd data indicate that the‘specific
o documents retrieved by an individual representation are

different from those retrieved by another representation

LY

o) . ‘ o o ’ I?b
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- esen though the original information need is identical. .
Further; the data show that the overlap in documents retrieved
by different searchers is small. That is, in response to the
same information need, different searchers appear to be ~
'retfieving different documentl. This may be an artifaet of
"this partibular study, or it may be a' general situation. It

would seem that only additional-data°wi1l-answer this.
| }. In either case, there is a sense of uneasiness associated e
with conducting a study which’ examines specific documents when
there is question about the factors underlying the seleetion
| of the documents. Portunately, this did not detract from the *
methodelogy used in this study.. The effectiveness of the .
ranking algorithms measures changes in order after the-set.is

retrieved.

..lhe”deta also sﬁggests that the use of frequency infor~
. mation, whether by document or b§ collectioh, is limited in
its current ability to rank documents: The term weighting
schemes and similarity measures were selected to represent
the schemes available in the open liteérature. ?hus, a *
significant increase in the ability of a ranking algorithm is
not likely to occur'bj a calculetionhwhich employs.some
rearfangement of these frequency variables. Rather, it seems
that new factors will have to be identified to resolve -a .
. J significant portion of the 80% benefit not attained by current

'algorithms " . -
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‘The current study does show that hoc:zents can be

;earraﬁge& to aid the user. The rearrang ént will, in

) general, mové relevant docQ;ents toward the beginnjng:of
. - the list of-eutput documents. The overall effect is
| beneficial td:thé user.. Further, if the algorithm.is
~ selected using the data about effectiveness and efficiency,
. | then the cost to the system can ;e minimized while giving all
the benefit we know haw to provide at this tiqe.

\

13,
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NSF_RANKING PROJECT

Instructions to Se¢archers

L

Make sure first digit of each Information Requirement Statement (IRS)
1.D. number s yours.

Process the IRSs in the order given to you. .. v

a. 1IRSs marked ERICF (having ID numbers ending in 0) are to be
searched agalnst the ERICF file. This is a dictiomary of
stems from document titles and abstracts.

b. IRSs marked ERICC (having ID numbers ending in 1) are to be
searched againgt the ERICC file. This is an indexer-assigned,
controlled Vocabulary.

Listings of both dict/hctx:es are avatlable in hard copy.

"a.  Search as you would under normal working conditions.

b. Try to provide the user with high recall. That is,
lean towards inclusion, rather than exclusion, of
possibly relevant documents. '

¢.  You may occasionally process the same request”twice,
once against ERICF and once against ERICC. Treat these
as independent requests. Treat the second IRS as if you
had not read it before.

Use the IRS forms as worksheets.

Refer to SIRE Instruction Sheet for aid using SIRE.
When satisfied (or at least dome) with the set of documents
retrieved for an IRS, issue the "DONE" command with the full
IRS ID number.

»

When done, rip off paper from ;vour terminal and insert in folder.

<hen a terminal session is through, yeturn I’S forms for
completed searches, along with all terminal output in ‘file
folders.

Ma—"
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- NSF_RANKING PROJECT

SIRE Instruction Sheet
e

Booleapn query
' .

Submits a Boolean logic query. An "and”, "or" or "not" must. appear
between each search term. The Boolean operators are processed
left to right. )

Save N '

Saves the results of previous search in location N. N is an integer
vaiue between 1 and 5 inclusive. A saved set may be used as a
term in a later search by using *N in the query.

List

Lists the document numbers retrieved by the-previops search.

TA
"Type Abstract" - Types complete bibliographic citation plus the
abstract and descriptors for the N+h ranked document. N may also
be a range of ranked documents, e.g. "TA 1-5" types the firgt five
documents from the retrieved set.

TH N

"Type Short" - Same aszA'ekcept abstract and descriptors are
not printed. ) .

RINL Query Number
| When finishing a search, issue this compand before next search.
END

Frilds SIRE execution.

xwftsﬂ file pame

ERICF -~ for title and abstract

FRICC ~ for controlled vocabulary

In the controlled vocabuiary. the words in a single éearch term ar;
separated using a "/". If the word 1s not in the dictionary, it will be

vchoes with 0 postings. If it is in the dictionary, the code for the
word will -be echoes. '
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w  NSF RANKING PRODECT | -

rnstxugtxons for Tracking Queries

o r—— —

1.

2.

10.

File master by accession number.

Fill in the following chart as appropriate: :

- — - ge——

NiNNNNI pate |'Date | Date . Date | Date -
IRS Out In Out In 7
-Recvd] To | From To From

R

Searcher} Searcher | Usex!| User

1.] ooorof - . - I .
2l o001 1 | )
3. 0002 0

‘4. 0002 1

4
D -

When. Infotmation Requirement Foxms (IRS) are received from user, assign
circh an accession number (NNNN) .

Make 2 copies of each IRS.

+
. ®

Label one copy "ERICF™ and.add. "o“ to end of accession number. Label other
copy "ERICC" and add "1" to end of accession number. *

For cach copy, individually, assign a random number to the front of the

dccession number. Roll die: -

) IF ASSIGN
_ .1, 20 '
N 3, 4| 2 . ,
| s, 6| 3 ) - .

' Creute a file folder for each copy, labelled N‘NNNN‘N Store ‘separately.

Give folder to appropriate searchet.

When searcher returns folder, prepare printed output for return to hser.
(Cut, burst, staple and assemble with original IRS).

When relevance' asscesments are returned from user, add to the NNNN 0 folder.

' _,;lﬁl()
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SYRACUSE UNIVERSITY

SCHOOL OF INFORMATION STUDIES
A .

3

t

-
-
-

. .
SRR 0 AVENLYE SERMCUSE NEM YORN T2 PH(),N.& O 2y

NSP INFORMATION RETRIEVAL PROSECT : .

We' will conduct a cﬁnpnter search of four Computer Index Jouruala
in Eduea:ton data bases for you 1f you wul ntnply tell us what it {s you
would like us to search for and tell ue how we dtd after the search. Yon

will ha\m accen to the data lulea created by tho clearinghouses en

w and Mmm .These “data. bneo run from 1975

: through items nade avatlable less than & month ago.

The _?ttached form is tqr you to ducrﬁe the topic of fnterest.
Don't worry “about trying to say it in computerese. You say it in
English. e have eulgaﬁ mp_le’ to make sure that your search s
conducted professionslly. In about c veek you will r;celvn a 'lﬁc of
refemenv .and abstracts found on your topic. You will then be uéed to |
indicete which of thaese are ﬁei-;:tnent to your intorests. That s all '
. thefe fe to it. You kaep one copy .of the couputor output, and return

one copy to as tnluns. us which references are poxtinent.
b3 . \

L]

T
R T

1
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Name:

Address:

(Y

Instructions to Partictgantg

Choose a specific or general topic, in Eddhation, you need information on right

pow. . 1f you are doing a paper or Planning a talk you probably have a topic in

mind. If you don't have any topic you are working on, consider one you are
familiar with.

In order to acjuire this i{nformation for your topic we w°nt you to write down

your ipformation requirements as {f you were -talking te : colleague who under-
stood- the field as well as you do. '

Make this statement es precise and concise ad possible. This statement qhouid
be cléar enough so that any person with a knowledge of education would, on the

basis of this statement alene, be able to pick cut sources which would be of
interest to you.. ) ) :

In 2 - 4 sentences describe the information you want:

-

-~ m—— . v e o~ PR . carE.e MEAmatn - e o

In a short time you will receive a 1ist of references and abstracts that have
been retrieved by computer from a data base consisting of document references
from Computer Index Journale im Education. You will be asked at that time to

let ua know which of these references you think would bae pertinent.to your

interest. Thank you for your cooperatien.’

»

NSF Information Retrieval Project
School of Information Studies -
113 Euclid Avenue

{ Syracuse, New York 1321

- (313)  423-4522 :

e N W st s L
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INSTRUCTIONS T0 PARTICIPANTS

Attached you will find a copy of your interest statement and two copies

- of a list of references. Each reference consiste of seven parts:

DN - Document tdentiffcatton number
TL =~ Title

AU Author

S0 The source of the reforence (eg; The title of the journal in

¢ . which the article appeared)

AB -~ Abstract

DT ‘Date’ - ‘ . T

DE Descriptors of the reference

.List (i) is to be used as part of ‘the study and ghould be returned. COpg

(b) 18 yours o keep.

From each citation and abatract you form an idea of vhat that particulasr
document (book, article, report) 1s sbout. Compare this to your intercst

-statement, and for each document listed, decide how closely that document {ig

related’ to your topic. Bssed on the inforwation in front of you is the
document relevant to your topic or not relevant to whar yon had fu mind.

Judge on é scale from 1 to 4:

1 - Definitely relevant to your topic.

2 - ' probably relevaﬁt.to your topic.

3 - Probably not relévant to your topic.

4 - Definitely not relevant to your topic.

" Plsce this nﬁmher.ln the box next to e-éh reference,
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SCHOOL OF INFORMATION STUDIES % SYRACUSE UNIVERSITY

] | (/v'cmovanbvm

, . To « Date

Subject COMPUTER SEARCH | c

.Reeently the NSF Infofmation Retrieval Project
prepared a computer search for you.

Part B was for your reference and Part A was to
have a relevance judgment and be teturned to us. As
yet we have not received Part A from you,

It would be appreciated 1f you would comﬁlete
o~ the judgement and return Part A to

NSF Information Retrieval Project
*School of Informatiom Studies
113 Euclid Avenue
_ - Syracuse, New York 13210 . -
. ' : (315) 423-4522

Thank you for your probpt attention to this
request.

Michael J. McGil1l

[N F UV O




