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RESEARCH LABORATORIES FOR THE ENGINEERING SCIENCES

Members of the faculty who teach at the undergraduate and graduate levels and a number of
professional engireers and scientists whose primary activity is 1esearch generate and conduct the
investigations that make up the school's research program. The School of Engineering and Applied Science
of the University of Virginia believes that research goes hand in hand with teaching. Early in the
development of its graduate training program, the School recognized that men and women engaged in
research should be as free as possible of the administrative duties involved in sponsored research. In 1959,
therefore, the Research Laboratories for the Engineering Sciences (RLES) was established and assigned the
administrative responsibility for such research within the School.

The director of RLES -himself a faculty member and researcher—maintains familiarity with the
support requirements of the research under way. He is aided by an Academic Advisory Committee made up
of a faculty representative from each academic department of the School. This Committee serves to inform
RLES of the needs and perspectives of the research program.

In additiop to administrative support, RLES is charged with providing certain technical assistance.
Because it is not practical for each department to become self-sufficient in all phases of the supporting
technology essential to present-day research, RLES makes services available through the following support .
groups: Machine Shop, Instrumentation, Facilities Services, Publications {(including photographic facilities),
and Computer Terminal Maintenance.
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A SOURCEBOOK FOR THE DESIGN
OF A
REGIONAL ENVIRONMENTAL LEARNING SYSTEM

VOLUME IV: CONDUCTING COLLECTIVE INQUIRY

PREFACE

This is one of six Volumes of a report Which, collectively,
is intended to be a Sourcebook for the Design of a Régiona]
Environmental Learning System. The report was‘preparéd under
Contract 300-700-4028 with the Office of Environménta] Education.

This six-volume report presumes some background concerning
the concept of a Regional Environmental Learniné Systém, and
with environmental education as a whole., Considerable relevant
background was supplied in Volume 9 of the 4th Quarterly Report
(A Descriptive Analysis of Environmental Education) and in
the 5th Quarterly Report (Conceptual Basis for the Design of
Regional Environmental Learﬁing Systems ), both of which are
available from the Officé of Environﬁenta1 Education,

Volume 1 contains an Overview of the Sourcebook, with

short summaries of the other Volumes.
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VOLUME TV

CONDUCTING COLLECTIVE INQUIRY

EXECUTIVE SUMMARY

As indicated in previous volumes, especially Volumes I and III, Yearning
about one's environment encompasses a large number of factors, factors 1ike
resources, conservation, pollution, economics, demography, urban and regional
planning, technology, and transportation. Understanding all these factors,
their interrelations, and their implications for planning and managing‘one's
future carnot be done alone. Involvement in collective inquiries with other
participants with a variety of skills, knowledge, experiences, perceptions,
and values is required. For such inquiries to be efficient and productive,
means for managing the generation, structuring, communication, and document-
ation of ideas are needed, in other words, tools for idea management are needed.
Through the use of such tools, the process of collective inguiry may enable
individuals and groups te understand and improve their environments.

In addition to helping individuais, the process of collective inguiry is
useful to teachers and others concerned with managing or facilitating learning.
collective inquiries can be exceedingly useful for achieving environmental
education "that synthesizes and integrates pertinent subject matter across
and between a variety of disciplines”, In addition to idea management tools,

approaches to planning and managing the conduct of collective inquiries are

needed.




This volume provides some tools and approaches for conducting collective
inquiries. Although an attempt is made to provide the reader with enough in-
formation to carry out an inquiry, the references provide more information and
may be referred to if the information provided in this volume needs to be augmented.

As used here, "approaches to collective inquiries" mean suggestions and ideas
for'p1anning and managing the process of an inquiry. "Tools" mean particular

ways to facilitate a particu]ar'step in the process.

COLLECTIVE INQUIRY STEPS

Why might one want to conduct a collective inquiry? The answer depends®on
the stage at which a collection of participants is dealing with an environmental

1ssue. For different stages, different purposes are served. Some examples are:

to raise awareness of environmental issues and problems or opportunities,
to define or explain probiems and issues concerning the environment,

to share percepxioné or facts,

to discover vaiues, beliefs, or assumptions,

to set goals,

to develop candidate policies, plans, or programs to achieve goals,

to assess the worth of candidate policies, plans, or programs,

to choose policies, E]ans, or programs,

to develop approaches for implementation of choices,

to identify who have what tasks to accomplish for 1mp1ement$tion,

to evaluate perfofmance of'poTicies; plans, or prog}ams.

(g
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To achieve any of these purposes, it is helpful to give careful consideration
to the following steps for conducting an inquiry.

1. At the outset it is important to define clearly the purpose(s) of the
collective inquiry. This is needed to insure that the participants work together
toward a common goal. If it is not done, some participants may try to engage in
activities that are incompatible with the activities of other part{cipants during
an inquiry. As an example, some may try to deve]op'candidate poiicies gddressed
to an environmental issue while other participants at the same time are trying
to assess the worth of policies. The former group is engaged in a process fe-‘
quiring conceptualization, while the latter is engaged in analysis. Mixiﬁg these

kinds of activities at the same time often leads to conflicts and/cr failure.
An approach more likely to succeed would separate the activities in time by first
generating candidate policies and then assessing the worth of each éandidate.
Defining the purpose clearly will help the group of participants to focus on
a single task at any given point in time and, thereby, improve their chances
~ for success. [1] [2]

Another reason for defining the purpose clearly is to help insure that ap-
propriate participants, appropriate arrangements, gnd appropriate tools are
obtained and involved in the inquiry. More is said on these below.

2. It is important to plan well for obtaining good participants and arrange-
ments for an inquiry. Too often collective inquiries fail because not enough
attention is given to one or both of these. Table I indicates some of the main

points requiring attention.




PLANIMING COLLECTIVE INQUIRIES

o GET GOOD PARTICIPANTS

o INSURE GOOD PHYSICAL ARRANGEMENTS

o INSURE GOOD STAFFING

o PREPARE SOURCE MATERIAL FOR THE INQUIRY

o INSURE GOOD RECEPTION AND ORIENTATION FOR PARTICIPANTS
o INSURE CONTRIBUTIONS ARE RECORDED

o PREVENT DISRUPTIONS TO ORDERLY THINKING

o SUMMARIZE AND FEED BACK RESULTS

o DOCUMENT AND ANALYZE INQUIRY PROCESS AND RESULTS

o DISTRIBUTE FINAL REPORT

Good participants have the right qualifications, are willing to contribute,

IS

and have an interest in the issue under consideration,

Good physical arrangements have.adequate blackboards, flip charts, sound-
proofing, temperature control, audio-visual equipment, sleeping accommodations,
and everything else needed to facilitate the productivity of the effort.

Good staffing insures adequate secratarial help, receptionists, etc., as
well as resource persons with knowledge of the content of the issue in the
inquiry. .

In addition to resource persons, the content of the inquiry may be aided by
providing "issue" or "barkground" papers for the participants to be read before
the meeting and/or referred to at the meeting. Relevant "facts books" may be

prepared also for use at the meeting.

1,
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A good reception for the participants reinforces in their minds that their
contributions are important for the success of the meeting. Good orientation
focuses their thinking on the purposes for the meeting, the processes to be em-
ployed to achieve those purposes, and the schedule to be followed. Good orieu-
tation also helps insure that no participants' contributions are lost because the
participants are lost.

Recording the contributions of the participants insures that after the meeting
one can refer to the record for whatever reason.

Preventing disruptions of the participants' work is important whether from
telephone calls, the need for minor decisions, lobbyistc for special interests,
or whatever.

Summarizing and feeding back results is useful during and after the meeting.
Errors can be corrected. Results can be improved through iteration. The amount
‘6f progress can be assessed.

‘Documenting the process and the results of theingquiry serves seQera] purposes.
It allows analysis both by the participantsand by others not involved. It provides
a springboard for later stages of inquiry. And it provides valuable information
for improving the tools for collective inquiry. It allows others no; involved
in the process to share‘in the learning achieved.

Mone of this can be achieved without careful and persistent attention to
detailed planning.

3. After the purpose for the inyuiry is defined and the paéticipants and

arrangements are fixed, attention can turn to the inquiry process as such. In

-
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most cases, the participants first neeq to 1dentify'the elements of the issue being
addressed. For example, if the: purpose of the co]{ective_inquiry ig to define an
environmental problem, difterent participants can probab1y See different contri-
buting factors. Tk .e factors put together make up the environmental problem.
Each is dn element of the problem; none is the Qho]e problem. Through the process
of generating the elements, the participants gain an improved and shargd under-
standing of the whole problem. |

| 4. After the elements of the issue under consideration have been gene;ated,

it is natural in most circumstances to begin to consider what the reiations are

among the elements. Transitive relations are useful for deve1op1ng>?hains of

/
i

relations. For example, suppose the elements of the issue are the gé;tfibuting
factors of an environmental problem. Consider the relation "contributes to". .
Then if factor A contributes to factor B, and if factor B contributes to factor
C, then,by transitivity, factor A contributes to factor C.

Choosing the relation to use is an important aecision in most inquiries. Con-
sider for a moment the differences in ﬁhe following: "contributes to"; "is more
important than"; "is more easily manag?d than"; and "occurs before". Depending
on which one of these is chosen, in most cases, different structures of related
e]ementg will re<i1t. It is sometimes useful to consider more than one re1ation
with a set of elements, but not at the same time.

5. After a contextual relation is chosen, the participants may begin to
consider pairs of elements to decide whether the relation holds between themf

In the process of deciding whether the relation holds, two sitdations can arise.
The first occurs when the group decides the relation holds in both directions.
For example, the group might decide the chicken is more important than the egg

and that the egg is more important than the chicken, in which case, it seems

natural to agree they dre of equal 1mpobtance. Such situations can occur with

Q Id
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many relations, e.g. "contributes to". The necond situation occurs when the group
finds it impossible to decide that the ‘*ds in either direction, e.g.
A is not more important than B,and B- aportant than A. There is no
requirement that the relation hold in ei... uurection,‘and no one should be
concerned if it does not. - |

In. the. process of deciding whether the re1ation ho]ds between two e]ements,
the group often develops an improved def1n1t1on or understand1ng of the elements
or the re1at1on. They also often gain a better understanding of other part1c1pants
views ahbut the elements or the values, beliefs, or perceptions of other participants.
These improved understandings are among the main, beneficial outcomes of collective
inquiries. '

‘ This step ends when all the pa1rs of elements have been tested with the chosen
relation either directly, or by 1nference using transitivity. By us1ng the latter,
the group usua]ly does not have to decide a large number of cases. That is, if A
relates to B and B relates to C, then 1t can be. 1nferred 1mmed1ate1y that A relates

to C without asking the group t0'deC1de. The ui?/of ‘a computer greatly taciljtates

making such infzrences.

6. Once the relation has been tested w1th all pairs of elements and the results
have been displayed, then the group can analyze the results to determine if they seem
intuitively'reasonab1e .or, failing that, determine an explanation for the resulting
Structure of related elements.  If this is possible, new insights about the issue

under consideration are often gained.

If the results do not seem reasonable and no explanation can be found, then the .
group may choose to amend the structure to achieve one that does seem intuitively
reasonable ur thdt can be exp1ained. One of the ways to amend the structure is

to reconsider decisions where the group was almost evenly divided on whether the
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relation held or not. Eﬁﬁ;ugh additional discussion, the group may decide *o
‘reverse the decision. This will alter {he structure. Another way to amend the struc-
ture is to recognize and decide that a major portion of the structure belongs in

- a different place within the overall structure. In these cases and others the amend-
ment process is facilitated by the use of a computer.

Several differeﬁt structures may'be achieved by using different elements, or
different relations, or different groups of participants., In these cases and in
others, there may be a neeq to rank or assess the worth of the various structures.

‘7. When the collective ipquiry is completed, documentation of the results
and the process is useful for several reasons. It allows others who were not
participants to gain some understanding of how thewresults were achieved. If they
see weak points, these can be strengthened. Another benefit /is to enable other
. participants to build on the results. A third use is for reference by the par-
ticipants or others who may wapt to look back at the process or the resUTts.

After documentation,the results should be disseminated to all of those who

need to be aware of or to use the results for follow-up actions.

]

APPROACHES TO COLLECTIVE INQUIRIES

Approaches to collective inquiries considers the questions of who, where, what,
and when. Who will participate? Who will serve as resource persons3 Who will
the staff be to support the effort? Where will the meetings be held? Where
will those involved stay? What equipmeﬁt will be needed? What resource materials
will be needed? When will the meetings begin? When will they end?

Answers to such questions will depend on a number of factors. Chief among
them will be how soon the results must be obtained arn' how many of the objectives

given in the preyious section are to be sought. Two important constraints on the




approach to be taken are ;he_funding and staffing available for the inquiry.
These kinds of factors and constraints are important for deciding whether to
undertake a collective inquiry at all and, if that ‘decision is in the affirmative,
what approach to take.
In this seétion, three approaches are described. A1l of them have been used
successfully in‘actpa] inquiries. They differ mainly along one dimension, the
time required to conduct the inquiry. The‘;irst requires about forty-eight hours; )
the second, about four to six weeks; and the third may take more than a year.
It is not intended to imp[y that inquiries could not take more or less time. These
are examples.
For a particular inquiry, combinations of the three might be appropriate.
"For example. the third approach might include a sequence of inquiries using the
first approach. It is intended that the descriptions of these three approaches
may help to suggest to the reader how to design her/his own approach to satisfy

the need at hand.

1. CHARETTE APPROACH ’

The term "charette" comes from the early French schools of architecture and .
refers to the approach used by students for design projects. They worked aroung
the clock during a short perisd of time to complete their designs.

This approach was adopted by the Forest Service for land management p1annjng
for the Shawnee National Forest in I11inois. [3] Simply stated this was a joinf
effort of Forest Service personnel and concerned citizens to develop the management
plan for the Shawnee National Forest through the §ear 1985. By working together .
collectively, they exchanged ideas, analyzed the available and potential natural -
resources, considered the constraints and demands, and developed what they considered
to be the best management plan they could. The work began on Friday at 5:30 pm
and closed the following Sunday at 5:00 pm. The work continued past midnight for

some of the participants.

1y
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Although the inquiry only lasted about forty-eight hours, the time required
to prepare for it and to process the results was considerably longer. Interested
and capable citizens were identified and recruited to participate in the meeting.
A study guide was prepared that included salient facts on the issues that w$u1d
be covered at the megting. The study gujde was mailed to the par;icipants fol-
lowed by a reminder letter to study the material, attend the meeting, and submit
comments on the issues. The comments were analyzed, summarized, and fed back to
the parti;ipants. Arrangements were made to pre-register the participants by
mail. Motel arrangements were made and chqcked to be sure they were adequate.
Audio-visual equipment was‘obtained and inspected to insure it was working. Arrange-
ments were made and checked to insure there were enough and good meeting rooms,
blackboards, chalk, flip-charts, markers, etc. Secretarial services were obtained
for the meeting and for processing the results. Resource persons and group leaders
were identified, ®lected, recrufted, confirmed, andiinformed. The group leaders
were chosen on the ba;is they were known to be interested, open minded, and able
to encourage broad coverage and participation. ’Nork assignments and schedules were
prepared for supporting staff including scribes for each work group. A briefing
Was.given to the supporting staff. Major issues or projects fhat were to be cévered
in the Charette were selected, and briefing papers prepared for eaéh of them.
Arrangements for registering and welcoming the participants at the meeting were
made including assignments to work groups. A speech was péepared for the forest
supervisor to give to wefgome the participants, and to provide motivation and
orientation for their work. ,
Following the meeting, reference and other materials were retrieved from the

participants. Reports from the work groups were collected. The scribes and other

relevant staff remained at the site of the Charette to analyze the written reports
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and to clarify or elaborate on the language when it was deemed desirable. Still
at the site, a draft of the summary report was prepared. Later the finaL report
was prepared and disseminated.

Additional arrangements were made for conducting the meetings. Scribes
were asked to report on the process of the meetings and to record agreed-upon
definitions or contraints, rejected ideas, accepted ideas, and conclusions.
Plans were made to minimize interruptions to insure the maximum benefit from the
participants' contributions. A plenary session was planned for Sunday after-
noon where the group leaders delivered oral reports on the results of their heetings
and the forest supervisor thanked the participants for their help.

A summary of the main steps in the Charette approach is given in Table II.
Helpful tools for use during such meetings are given in the section on fod]s for

. . &
Collective Inquiries. | .

TABLE I1I
CHARETTE PROCESS

1. Prepare a brochure to serve as‘a‘study'guide-for the participants. In-
clude the salient facts on the‘issues they will address.
2. Identify and recruit relevant participants and mail them the brochure.
3. Send follow up letter to remind participants to study material, attend
sessions, and provide comments.
4. Make arrangements to process comments i.e. analyze, summarize, and disseminate.
5. Make arrangements for registering participants bx mail.
6. Insure that motel arrangemenfs are in order including audio-visual equip-
ment, auditorium, conference rooms, flip charts, blackboards, secretarial

services, computer services and telephone lines, if needed.

7. Select, recruit, confirm, and inform resource persons.
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8. Develop list of potential projects to be discussed.
9. Select, recruit, confirm, and inform Group Leaders. Select on basis of

personal knowledge of abilities, interest in project area, open-mindedness,

and ability to encourage broad coverége and participation.
‘10. Arrange for registration and reception at meeting. Prepare name tags.

11. Prepare work assignments and schedules for support staff, including Scribes

for each work group.
12. .Prepare motivation and orientation speech.
13. Give briefing to support staff.
14. Prepare reference materials to be available at meeting.
15. Register participants and assign them to work groups.
16. Deliver motivation and orientation presentation.

17. Introduce Work Group Leaders; Scribes, and resource persons, and break into
Work Groups. /

18. Insure that Scribes record process, rejected ideas, and accepted ideas.

19. lPrevent special-interest "floaters" from traveling from group to group to
carry-their proposals.

20. Convene final plenary session and make opening remarks on its purpose.

21. Have Group Leaders deliver oral and written reports to top manager.

22. Have top manager thank participants and all others involved for their wbrkm

23. Request participants and others to return reference and other materia1§ and,
adjourn meeting.

24. Collect registration list and Work Group reports.

25. Hold Scribes and other relevant staff at Charette site to-analyze written
reports and elaborate on language if needed.

26. At site, prepare draft of summary report.

27. Prepare final report.

28. Distribute final report to participants and other appropriate persons.
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2. "ATAT/BATTELLE APPROACH

The approach described in this section was first used in Columbus, Ohio,

to assess that community's expectations for a public school curriculum The
development of the approach was sponsored by A18T and Battelle Memorial
Institute, Battelle Columbus Laboratory (BCL). (4]

The approach is iterative. Information is requested :rom participants.
The information received is analyzed, categorized, and summarized. The resuLLs
are then returned to the participants with a request for additicnal information
that -elaborates or refines the previous information. A summary report is pre-
pared and distributed.

In the implementation of this approach in Columbus, one of the first steps
taken was to obtain the support of the Board of Education for the assessment and
to have it appoint a coordinator for thq_asseésment. This was important for
conducting the assessmenf and for the acceptance of the results. Concern'for
h]egitimacy“ is important in most collective inguiries. |

In developing the approach, a plan was established for recruiting partic-
ipants for the assessment who represented a cross-sectiop of those who ‘yere
concerned about the learning outcomes achieved by students. Among those con-
cerned about learning outcomes are students, barents, employers, teachers, and
other members of the community. It was important that the plan for obtaining
participants emphasized this need for representative participants.. There were

“about 1700 participants (including group leaders) from 14 school areas in the
Columbus assessment. The first quest1on used 'to generate information by the
participants was "What does a person leaving high school need to know or be
able to do to 'make it' in 1ife?" (This terminology was employed because it

was recognized that a number of students leave school before they obtain dip1omas.)

¢
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Two types of supporting staff were involved, trainers and group leaders.

The trainers were graduate students at Ohio State University and the group

leaders were teachers, students, parents, businessmen, and other members of the

community. Thg means for selecting group leaders in the 14 school areas is shown

in Figure 1.

There were 8 trainers and 257 group leaders.

The trainers pro-

vided training for the group leaders, gave them advice when it was needed,

monitored their progress, and helped insure the assessment proceeded on schedule.

The group leaders recruited the participants, made arrangements for meeting

locations, notified and reminded participants of meeting times, distributed

necessary materials at the meeting, led the meetings, collected results, and

fed them back to the Battelle staff coordinating the assessment.

STUDENTS

TEACHERS

COMMUNITY MEMBERS

BUS INESSMEN

DISTRIBUTION OF
LEADERS

3 LEADERS REPRESENT-
ING EACH ATTENDANCE
AREA

5 LEADERS REPRESENT-
ING EACH ATTENDANCE
AREA

2 LEADERS REPRESENT-
ING EACH PUBLIC
SCHOOL

12 T0 20 LEADERS
REPRESENTING THE
ENTIRE COMMUNITY"

RESPONSIBILITY FOR
SELECTING LEADERS

EACH HIGH SCHOOL
PRINCIPAL

EACH HIGH, SChQOL
PRINCIPAL

EACH SCHOOL
PRINCIPAL

PROJECT DIRECTOR

SELECTION CRITERIA

o JUNIOR OR SEKIOR

o BOTH SEXES .

o INTEREST IN T09IC
AND WILLINGNESS TO
ORGANIZE OTHER
STUDENTS

o FROM FEEDER
SCHOOLS AS WELL AS
HIGH SCHOOL

o BOTH SEXES

o INTEREST IN
CURRICULUM

o FROM VARIETY OF
FIELDS

o PARENTS AND NON-
PARENTS

o BOTH SEXES

o NOT EMPLOYED BY
CITY SCHOOLS

o WILLINGNESS TO SEE
AN ACTIVITY
THROUGH TO COM-
PLETION

0 BASIC READING,
WRITING, AND
SPEAKING SKILLS

o FAMILIARITY WITH
JOB REQUIREMENTS
IN H!5 BUSINESS

o DIRECTLY INVOLVED
IN EMPLOYEE
TRAINING

0 REPRESENTATIVES
FROM A VARIETY OF
TRADES, PROFES-
SIONS, BUSINESSES,
AND SERVICES

FIGURE
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TABLE III

TOPICS COVERED IN THE GROUP LEADER'S GUIDE

WHY IS THIS PROJECT IMPERTANT?

HOW IS THE PROJECT ORGANIZED?

WHAT ARE THE RESPONSIBILITIES OF A GROUP LEADER?

WHAT ARE THE DETAILS ABOUT THE MEETINGS THE GROUP LEADER

MUST CONDUCT? ‘

HOW SHOULD THE GROUP LEADER SELECT HER/HIS GROUP MEMBERS? WHAT IS
THE "INFORMATION SHEET" THAT IS TO BE DISTRIBUTED? WHAT IS THE
"PROJECT OVERVIEW"? o

IN ADDITION TO SELECTING AND CONTACTING GROUP MEMBERS, HOW SHOULD

THE GROUP LEADER PREPARE FOR THE FIRST MEETING? WHAT ARE SOME OF
THE SKILLS THAT AN EFFECTIVE GROUP LEADER POSSESSES? WHAT IS A GOOD
WAY TO ARRANGE THE MEETING ROOMS FOR THE COMMUNITY GROUP MEETINGS?
HOW DOES THE GROUP LEADER CONDUCT THE FIRST COMMUNITY MEETING?

WHAT SHOULD A GROUP LEADER DO BEFORE THE SECOND TRAINING SESSION?
WHAT MATERIALS SHOULD A GROUP-LEADER'S TEAM RECEIVE IN THE EQUIPMENT KIT?
HOW SHOULD THE GROUP LEADER PREPARE 'FOR THE SECOND COMMUNITY MEETING?
HOW DOES THE GROUP LEADER CONDUCT THE SECOND COMMUNITY MEETING?

WHAT SHOULD BE REVIEWED FROM SESSION 1? HOW DETAILED SHOULD THE
SKILL STATEMENTS BE? v

WHAT SHOULD THE GROUP LEADER DO AFTER /THE TRAINING SESSIONS ARE

//’/

COMPLETED?

)




10.

11.

12.

13.
14.

15.
16.
17.
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TABLE IV
AT&T/BATTELLE APPROACH FOR ASSESSING COMMUNITY

EXPECTATIONS FOR PUBLIC SCHOOL CURRICULUM

Obtain the support of the Board of Education and a Coordinator for it.

Recruit Trainers and Group Leaders. Develop a plan for recruiting
participants.

Identify and secure appropriate locations for meetings and schedule chem.

Prepare materials explaining the goals of the project and the orocesses to

be employed to generate information.

Prepare audio tapes to be used by Trainers in training Group Leaders.

Develop Group Leaders' Guide.

Instruct Trainers on use of audio tapes and Group Leaders' Guide. Dis-
cuss anticipated problems Group Leaders might encounter in their commun-
ity meetings. 3 '

Prepare instruction for Group Leaders including what their responsibili-
ties are, explanation of how the project is organized, how to recruit
community participants, how to arrange location for community.meeting,
how to prepare for community meeting, what to distribute (posters, hand-
outs, index cards, badges, magic markers, etc.), and the results needed.

Insure that Trainers have recruited, confirmed, and reminded Group
Leaders and have prepared for and scheduled training sessions.

Prepare plan for analysis of meeting results and the scheduling of
succeeding meetings.

Insure that Group Leaders have recruited representative participants
from the community and arranged for meetings.

Send postcards to Group Leaders and participants to remind them before
each meeting.

Insure that Group Leaders report results of meeting to Project Director.

Analyze results and prepare feedback to participants and request more
refined input.

Repeat 12 and 13 and summarize the results. ' ‘
Have participants review results and feed back.

Prepare and distribute final report.




The Battelle staff prepared materials for orienting the supporting staff
and others. These materials explained the goals of the project and the processes
to be employed for generating infarmation. The Battelle staff also prepared
audio tapes for the trainers to use in training group leaders and developed a
group 1eader's guide. The topics covered in thé guide are shown in Table III.
The'trainers were instructed on the use of audio tape equipment and the use
of the tapes and the group leader's guide. Anticipated problems that the group
leaders might encounter were discussed along with possible ways the trainers
might suggest for handling them. |

The resuls of the assessment were éent to the 1700 participants, the Board
of Education, and the school administration.

A sumary of this approach is given in Table IV. Application kits for this

approach are available from Communication Technology Corporation in Marlton,

New Jersey.

3. WASHINGTON STATE APPROACH

The approach described in this section was used in the State of Washington
to help define alternative futures for the state and to formulate proposed leg-
islation to help achieve specific.goa1s. The effort was initiated by the Governor
to guide the state government's program planning and to provide criteria for
making budget decisions.

There wére several categories of participants. First, there was a task force
of 165 members. These were chosen from over 4060 nominees .as a representative
sample of the state's population. Second, there were 1500 participants from ten
geographic areas. Third there were 500 from each of these ten geographic areas
making a total of 5000. And finally there was a group of 1000.

The initial efforts consisted of four, 3-day workshops lasting 16 hours each
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day. The participants in these were the 165 members of the task force. The
workshops consisted of classroom sessions, in-depth exchanges of information
and perceptions, and futures-creating exercises. The 165 produced a number of
candidate goals and analyzed them for the impact each would have on the other
goals. Y

These workshops were augmented by areawide meetings in ten geographic areas
of the state involving 1500 participants. These meetings were briefer futures-
creating sessions.

Following the ten area meetings, the 165 reconvened and f{nalized eleven
alternative futures and a large number of specific goals.

Next an intensive media campaignwas mounted to inform the population at
large about the results. Weekly television programs were given 15 an effort,
to educate citizens. News releases were prepared and distributed to news-
papers throughout the state.

Following the media campaign, citizens w;re surveyed for their preferences.
The quest%ons were developed by resegrchers working with the 165. A telephone
survey of 1000 citizens was dore to get feedback as quickly as possible. A mail
survey was made of 500 citizens in each of the ten geographical areas to determine
geographical variations in preferences. The 165 were‘surveyed by mail to obtain
the views of those who had struggled with the issues. And, finally, the 1500
participants in the area conferences were surveyed by mail to get "informed"
perspectives.

The results of .he surveys were cross-tabulated ton provide views of subgroups,

e.g. high and Tow income group.. The results were presented to the 165 tark force

members who then prepared final recommendations which. were strongly influenced




by the survey resuits, There were seven issue areas included: economic
“gﬁowth and population settlement; environmental protection and land use;
natural resources and energy; transportation and communicatton; human
development; education and training; and government.

The recommendations were incorporated into the governor's 1975 state
of the state address and integrated into 20 of the 30‘p1eces of legislation
he recommended to the legislature.

“As may have been noted by the reader, this approach incorporates features
of the two approaches described previously. | |

More detail can be obtained from references [5] and [6]. .




TOOLS FOR COLLECTIVE INQUIRY

LS

In the first section of this volume, seven steps of a collective inquiry

are described beginning with defining the purpose of the inquiry and ending with

" documenting the process and the results.

In the second section, three approaches to p1énﬁing'the arrange@ents for
a collective inquiry are given. Thgse'approaches are especia]]}ﬂusefﬁ\\for
step two of the first section, i.e. p1anniﬁg the process for the inquiry.

In this section some tools are presented that are. intended to be usefu’
in c;rrying out the other steps. After the tools aré describsd, a report is

given on a field test of the tools. !

DESCRIP?IONS Or TOOLS

In the pages that follow, brief descriptions of five recommendea tools
for conducting collective inquiries are given. These are brainwriting, nom-
inal group technique, interpretive structural modeling, voting procedures,
~and worth‘assessmenﬁ. (The options profile is described in Volume 2.)
' The applicability of these tools and the approaches described earlier are
indicated in Figure 2. The descriptions of the tools are intended to give
;he reader enough information to see their usefulness. On the other hand,
those who want to apply the tools will probably need additional information.

‘That can be obtained from the references provided at the end of ‘this volume.

. —




TOOLS AND APPROACHES
Nominal . .
Shawnee |AT&T/BCL |Goals for Group . ' Worth Voting
STEPS Forest « | School Washington | Options |Tech- Brain- ISM ISM -~ | Assess- [Proce-
Charette | Curricula |State Profile |nique writing | Program |Amendment | ment dures (
Define the . X X ~ 1
Purpose(s) ' |
Plan the .
Inquiry X X X
Process
Generate
the Elements | X X
of the Issue '
Choose a )
Contextual ’ X X v
Relation
Determine the -
Relations
Among the
Elements X X , X
Analyze, Amend,
and Rank the \
Results : X X X X
Document the
Process and : X
the Results
Figure 2. COLLECTIVE INQUIRY PROCEDURES*
. *An X in a cell indicates that the Tool or Approach at. the top s applicable to the Step in the row.
= A blank cell does not mean that the Method is not applicable,
Q
o 99




BRAINWRITING (IDEAWRITING)

A collective inquiry tool useful for generating ideas by small groups. Ideas are generated by individuals
stimulated by a carefully prepared, trigger question. Ideas are written on sheets of paper. The sheets are
passed to other participants who elaborate or clarify the ideas already recorded or add new ideas. This

tool is helpful in defining problems, conceptualizing approaches to solutions, and formulating policies. It
is especially useful when uncertainty or controversy exists about an issue or problem and its possible reso-
Tution. It works well even when it is important to neutralize the effects of dominant individuals.

APPROPRIATE CONDITIONS FOR USE

0 A need to collect ideas relevant to some issue.
o A carefully prepared, focused trigger question.

0 Qualified persons willing to participate.
0 Qualified group leader willing to facilitate.

APPLICATION AREAS
0 Generally applicable when there is a need for
collective idea generation. Especially useful
for defining problems, requirements, or objec-
tives to be used as inputs for other tools,
e.g. ISM or worth assessment.
o Useful for involving stakeholders in planning.

RESULTS OF APPLICATION
o A list of 50 to 100 ideas about some issue.
o Increased understanding by the participants
about the issue, the ideas, and each other.
o An .opportunity for all to contribute ideas.

RESOURCES REQUIRED FOR APPLICATION
o No more than six persons for a single group.
Multiple groups may work simultaneously.
o Each group needs a quiet place to work, a
table and rhairs, paper, and pencils.
o From 15 minutes to two hours for process.
o Funds, if required, for participantsor leader.

o

HOW THE PROCESS WORKS : ,
o First, silent generation of written ideas by
individual participants stimulated by carefully
prepared, focused trigger question written at

the top of a sheet of paper.

After about 5 to 10 minutes, participants ex-
change sheets of paper and build on the ideas
already recorded or add new ideas that occur.
Process continues with further exchanges until
all or most of the participants have seen all
or most of the sheets. '
Participants or facilitator edits the lists by
clarifying and coalescing similar ideas.

IMPORTANT ATTRIBUTES OR FEATURES
o Potential for generating many ideas concerning
organizational or behavioral issues.
o Potential for encouraging contributions from
reticent participan.s or moderating dominant ones.
o Opportunity for all stakeholders in issue to pro-
vide inputs to the process. :

RELATED TOOLS
o No other tools are required to use brainwriting.
o Alternate tools are nominal group technique,
Delphi, and content analysis.™ - 1
0 Results may be used as input to ISM or worth i
assessment.

-z2-




N O O WHAT ARE
. THE DOMINANT
O O CAUSES OF
> g c::{;» FOOD PRICE
_ @ _ INFLATION?
1S CONSINERED TRIGGER
B8Y COLLECTIVE QUESTION 1S
INQUIRY GROUP OBTAINED
BRAINWRITING

Faced with the need to generate ideas related to an
issue Or problem, a facilitator is obtained, facilities
are obtained, and a group knowledgeable about the issue
is convened. A carefully prepared, focused trigger ques-
tion is phrased by or explained to the group. Stimulated
by the question, the members write their ideas on sheets
of paper. After 5 to 10 minutes, the 1ists of ideas are
exchanged among the members and each tries to elaborate
or clarify the ideas on the sheet or adds new ideas that
occur to him. The process continues until a set time is
reached or the group has no new ideas or the sheets have
been passed to everyone. Then the ideas are clarified
and/or coalesced to produce a final list.

i

1. Energy price
2. High labor input

: 3. Transportation :

AT THE END THE
INDIVIOUAL LISTS
ARf COMBINED INTO
A FINAL LIST

GENERATION OF LISTS ARE
IDEAS CONTINUES E XCHANGED

1

NO TALNKING
PLEASE

GROUP PROCEEDS
IN SILENCE TO ~
GENERATE (0EAS

1. Energy price
zv . . .
3

INDIVIOUAL
LISTS OF IDEAS
ARE GENERATED

¢




NOMINAL GROUP TECHNIQUE (NGT)

A collective inquiry tool useful for generating ideas by small groups. Ideas are generated by individuals, then
discussed, clarified, elaborated, and combined by the group. This tool is helpful in defining problems, concep-
tualizing approaches to solutions, and formulating policies. It is especially useful when uncertainty or contro-
versy exists about an issue or problem and its possible resolution, It works well eyen when it is -important to
neutralize the effects of dominant individuals to allow all participants to contribute ideas.

APPROPRIATE CONDITIONS FOR USE

0
0
0
0

0

0

A need to collect ideas.relevant to some issue.

A carefully prepared, focused trigger question.
Qualified persons willing to participate. .
Qualified group leader willing to act as a fa-
cilitatér; preferably not an expert on the issue,

APPLICATION AREAS

Generally applicable when there is a need for
collective idea generation. Especially useful
for defining problems, requirements, or objec-
tives to be used as inputs for. other tools,
e.g. ISM or worth assessment.

Useful for involving stakeholders in planning.

RESULTS OF APPLICATION . '
0 A list of 20 to 100 ideas~-about an issue.

0

0

A preliminary ranking 6F the ideas according
to a chosen criterion.
An opportunity for all to contribute ideas.

RESOURCES REQUIRED FOR APPLICATION

0

0

(&)

o

6 to 10 persons for a single group. Multiple
groups may work simultaneously.

Each group needs a quiet place to work, a table
and chairs, paper and pencils. Leader needs a
flip chart and felt-tip pen plus a place to
tape up sheets.

One to .two hours time for process.

I'unds, if required, for participants or leader.

33

HOW THE PROCESS WORKS

o First, silent generation of written ideas by individ-

ual participants stimulated by an oral presentation
of a carefully prepared, focused trigger question.

o Individuals present ideas one at'a time round robin.

0 Spontaneous elaboration or clarification of ideas is
encouraged, but no discussion or criticism.

-.0 Ideas are recorded on flip chart to form group 1list.
0 Round robin discussion of the resulting list.
o0 Voting on the ranking of the ideas generated.

IMPORTANT ATTRIBUTES AND FEATURES
o Potential for generating many ideas concerning organ-
jzational or behavioral issues.
o Potential for encouraging contributions from reti-
cent participants and moderating dominant ones.
o Opportunity for all stakeholders in issue to provide
inputs to the process.

RELATED TOOLS
0 No other tools are required to use NGT.
o Alternative tools are brainwriting, Delphi, and
content analysis.
0 Any of several voting schemes may be used with NGT.

0 Results may be used as input to ISM or worth
assessment.

—pz-
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WHAT CAN CITIZENS
® ' DO TO REDUCE ENERGY
CONSUMPT ION?
1SSUE > => v =>
o ONONO)
PROBLEM
GROUP 15 FORMED, TRIGGER QUESTION
LEADER SELECTED " 1S FORMULATED

NOMINAL GROUP TECHNIQUE

Faced with a need to generate ideas related to an issue
or problem, a group leader is chosen, facilities are obtained,
and a group familiar with the issue is convened. A carefully
prepared, focused trigger question is explained to the group.
Stimulated by the question, the members write their ideas on
sheets of paper. Then, in turn, each presents one idea to
the others for elaboration or clarification. After all the
ideas are presented and recorded on a flip chart, they are
ranked by each participant using some agreed-upon-criterion
as usefulness, relevance, etc. Then these rankings are com-
bined by some voting scheme to produce a final list.

ot "
v 1DEA )Y 1. iDEA W)
2 1DEA 06 2. IDEA 810
’ } 10EA W4 }. 1DEA M

1 10EA 03 , . LR ; :g:a
2 10EA W4 i . A
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4« 10EA % . 1. 10EA 04 t  IDEA #10 4, 10EA
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}  1DEA 010 J. 10EAa W .
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FINAL LIST INDIVIDUAL RANKINGS COMPOSITE LIST
15 ComPiLtD ARFE FORMULATED 1S COMPILED
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10EA
1DEA
IDEA
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INDIVIDUAL L'STS OF
IDEAS ARE GENERATED
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EACH "PRESENTS 1DEA
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INTERPRETIVE STRUCTURAL MODELING (ISM)

A computer assisted learning process than enables an individual or a group to develop a structure showing inter-

relations among a Set of given elements.

APPROPRIATE CONDITIONS FOR USE
0 A set of elements related to the issue.
o A relationship which is appropr1ate to inter-
relate the elements.
o A complex issue requiring understanding of
interactions among many elements. .

o Persons who have-knowledge of the issue and are

willing to participate.

APPLICATION AREAS
o Generally applicable where there is a need to
relate elements of an issue, problem, system,
etc. to obtain a holistic view.
0o Useful as a step toward the development of
quantitative models
0 Useful for setting priorities or precedenges.

RESULTS OF APPLICATION _
0 A structured model of relatea elements.
o A carefully refined language to describe or
discuss an issue or sys*em,
o A shared and improved understanding and defini-
tion of elements and relations used.
o Enhanced understanding of the whole.

RESOURCES REQUIRED FOR APPLICATION

o A responsible client for the study who wants
to benefit from knowledge of available partici-
pants concerning a particular issue.

o Up to 8 willing and able participants, a group
leader familiar with interpretive structural
modeling, and a computer operator.

o A time-shared computer with programs for struc-
turing. A large screen display is helpful, but
an exercise may be conducted using a teletype-

writer-type terminal with auxiliary small screen
television display.

F

RESOURCES REQUIRED (cont1nued)
o Funds for participants' and leader's time; equipment,
approximately $50 per hour; and telephone lines.
o The time required for an exercise depends upon the
number of elements in the model and their complexity.
A ten-element exercise might take one to two hours.

HOW THE PROCESS WORKS
0 An issue ‘and structuring theme are identified.
A group and a process leader are chosen.
Elements and contextual relation are obtained.
The group responds to computer-posed questions
relating elements.
The computer displays the structure developed.
o The group amends the structure until it is satisfactory.

O OO

o

IMPORTANT ATTRIBUTES AND FEATURES

o Appropriate relation must be chosen carefully.

o Elements and relation are clarified by reasoning and
discussion stimulated by the process.

0 The quality of the results obtained is strongly dependent
upon the leader. He should facilitate and not impose
his knowledge of the issue.

o Overemphasis of the mechanistic and technical aspects
of the process should be avoided.

RELATED TOOLS
o Nominal group technique, brainwriting, Delph
ture search, or a combination of these can ¢
elements and contextual relations for the proce

o In simple situations, "rearrange and tape" and otﬁer

heuristic, non-computer-assisted methods may be used.
Great care must be taken to avoid overly simple,
erroneous results using these approaches.

o The process may be used as a step to quantitative
modeling or to structuring attributes or assessing
worth for making choices.

-gz-




Element |

Element 2
: Element ) : © | CONTRIBUVES TO :
HAS BEEN STUDIED AN APPROPRIATE
AND A SET OF 118 " RELATION
ELEMENTS OBTAINED - IS SELECTED

INTERPRETIVE STRUCTURAL MODELING

, This process systematically relates the elements of an issue
or problem using a computer program with three kinds of inputs:
1) the elements; 2) the relation; and 3) participants' yes or no
answers to quesgions posed by the program. Through the discussion
preceding the answers, considerable learning is shared by the par-
ticipants about the elements, the relation, and the structure of

the model relatiny the elements. To decrease the number of an-
swers reguired, the program uses logical inference. This requires
that the relation used be transitive, i.e. if X relates to Y and
Y relates to Z, then s will relate to Z. From the accumulated an-
swers the program develops and displays a structural model of the
relations among the elements and allows the modeling group to
amend the model to their satisfaction. '

1
ELEMENT Q
CELEHENT 1] e ol eLoment x
HENT X .
b s S conteisutes 10
& ELEMENT ¥
[cuement v]  [eLement r)
“CONTRI-
TR B
COMPUTER ACEPTS
BINAL STRUCTURE , RESPUNSES AND
15 OBTAINED COMPUTER OISPLAYS STRUCTURE OETE S D
: AND FACILITATES AMENDMENTS

O/ O
o\ /O

AND LEADER
ARE OBTAINED

{

W &)

COMpPUTER
ASSISTANCE 19
O8TaINEO

$

ELEMENT X
"CONTRIBUTES TO"

ELEMENT Y?

YES OR NO?

QUESTIONS ARE
DISCUSSED
AND ANSWERED
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« - VOTING

"Voting is a’prevalent method of democratic group decision making.

paradoxical results where preferred candidates lose.
than others.

APPROPRIATE CONDITIONS FOR USE

o Candidates and their impacts have been deter-
mined and a democratic method is needed to select
a single alternative.

0 A group needs to make a decision concerning selec-
tion of an alternative.

0 Group consensus to select an alternative is not
easily obtainable.

0 A legal mandate for voting exists.

APPLICATION AREAS
o Generally applicable in all democratic situations

when a group must choose among competing candidates.

RESULTS OF APPLICATION
0 A winner is determined as well as an indication
concerning the strength of preference of the group
for the winner.

RESOURCES REQUIRED
o A set of candidates and a set of voters.
o A mandate or desire to decide democratically.
0 A leader to explain the procedure and tally the
votes.

Any voting system can lead to unintended or
In certain situations certain voting a]gor1thms are better
It is helpfu] to be able to identify which voting systems are appropriate for given situations.

with the greatest point total. In one such system
with N candidates the most preferred is given N-1
votes, the second most preferred N-2 votes, etc.
Alternately, voters may assign their own preference
votes on a fixed end point scale. This method of
voting, also called Borda voting, is particularly
vulnerable to "strategic" voting, in which people

do not vote for candidates according to their prefer-
ences in order to insure victory for their preferred
candidate.

Binary Comparison Voting: Voters note their prefer-
ence ordering among all candidates or vote in a
binary fashion for all possible paired alternative
combinations. In one method, known an Condorcet
voting, the candidate that beats all others in pair-
wise contests is the winner. In another method,
known as Copeland voting, a candidate's score equals
the number of candidates whirh it defeats by simple
majority voting minus the number that defeat it.

The candidate with the highest point total wins. A
Condorcet winner will also be a Copeland winner.

If there is no Condorcet winner, the Copeland method
selects the candidate that has the greatest win-minus-

-82-

loss score.
HOW THE PROCESS WORKS
o There are many voting systems. Some useful ones IMPORTANT ATTRIBUTES AND FEATURFS

are: o Potential for developing recommendations of preferred

- Plurality: Voters vote for one candidate and candidates,
the one receiving the most votes wins. 0 Potential for voting paradoxes. ST

- Majority Rule: Voters vote for one candidate.
A candidate must receive more than 50% of the
votes to win. If no candidate wins, runoff
elections are held among candidates whose com-
bined votes in the previous election constitute
a plurality.

- Weighted Voting: Voters are given a fixed
number of votes. These are assigned by voters
to competing candidates according to their
strength of preference. The winner is the one

RELATED TOOLS

o Various tools which require elements for inputs use
voting. It is especially appropriate to precondition
voters for informed voting.

c Worth Assessment is an alternative approach.

o Informed discussion which may be assisted by many of
the collective inquiry tools presented in this volume
may lead to informed voting and perhaps even consensus.

40




I~ DISCUSSION
/ DERATE '
DELPHI
ALTFRNATIVE BRAINWRITING

SELECTION BY A
GROUP IS NEEDED

INFORMED DISCUSSION :

IS USED TO ENHANCE
VOTING ON THE 1SSUE
UNDER CONSIDERATION

VOTING

A procedure in which a group expresses its
preference for an alternative from among competing
alternatives. Many voting procedures exist &nd the
‘competing  concerns  Invol.ing  trade-offs  between
simplicity and ability to detect voting paradoxes should
be considered in selecting a voting procedure.

PLURALITY ‘

MAJORITY RULE

WEIGHTED VOTING

BINARY COMPARISON
VOTING

A VOTING PROCEDURE

IS SELECTED

* Plurality Vollng - € Wins

(E has 500 votes, B has 400, D has 200)
+ Majar!’, Voting - B_Wins

(1= sunoff election between B and E,

€ has 500 votes, B has 600)
+ Condorcet Voting - A Cyclical Majority
WHO . Exists and there Is no winner
WINS? <):3 « Copeland Voting - D Wins
A beats B,C: 8 beats C,E: C beats E,
D beats A,B,C: £ beats D

THE WINNER

IS VOTES ARE ANALYZED
SELECTED

Ay

+ Group X = 500 wvoters prefer
EtoDtoAatoCtoB

+ Group Y - 400 volers prefer
BtoCtoEttAtWD

+ Group Z - 200 volers prefer
DtwoAtoBttoCtweE

VOTES ARE TALLIED
ACCORDING TO THE
SCHEME SELECTED
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! WORTH ASSESSMENT

J

v /

Evaluation or selection of/act1v1t1es or alternatives is oftan based on subjective estimates of their worth.
Worth assessment is a collective inquiry &ool for translating qua]itat1ve impressdons of value into under-
standable, consistent, and meaningful quantitative evaluations.

S

izing the attributes of theractivities or alternatives
fworth structure to provide a quantitative basis for deci

ApropRIATE CONDITIGNS FOR USE

A.need to decide among alternatives.

A need to evaluate alternatives quan
‘A need to predict individual's decisi
A need to make individual or group vdlues explicit.
A need to communicate the implications of
alternatives,

A rneed to consider and organize multiple objec-.
tives and assessment criteria,

%tétive1y

OOOOO

o

APPLICATION AREAS
o Generally applicable for decision making by helping

to specify, interpret, or value the impacts of
alternatives on individuals of groups.

RESULTS GF APPLICATION

0 A tree structure showing lower level criteria
(attribes or objectives) which compose higher
level criteria.

0 An easily communicated display of the value or
importance individuals or groups place upon
criteria for proposed alternatives.

0 An explicit valuation of proposed alternatives
according to the importance placed on their
attributes.

RESOURCES REQUIRED FOR APPLICATION

A set of alternatives for a decision.

An individual or group that wants them evaluated.
Qualified persons to identify and weight criteria.
One to ten hours of participants' time.

A qualified lerader.

0

OO0 0o

weights according to their importance to the final result.

HOW

This. is accomplished by identifying and organ-
into a worth structe-e. The attributes are assigned
Each aJternative is then valued us1ng the weighted
sion making.

‘THE PROCESS WORKS

The individual or.group whose subJect1ve values are to
be.assessed is identified.

The alternatives .to be evaluated are identified.

A set of performance criteria (attributes or obtjectives)
are arranged in a tree structure such that lower critér-
ja are parts of the criteria above them..

The criteria are assigned weights accordina to their
relative 1mportance (worth) to g1ve a worth structure.
fach alternative is evaluated using the worth structure.
.The valu.s of the alternatives are compared for making
decisions. ,

0

0
0

o

IMPORTANT ATTRIBUTES AND FEATURES

0 An explicit procedure that incorporates human Judge-
ment and values into a quantitative assessment.
Multiple worth connections among assessment criteria
and their consequences on performance can be shown.
Risk considerations can only be approximated.
Sensitivity analysis can be done to show the effects
of the weights assigned.

0

RCLATED TOOLS

o Brainwriting, NGT, or Delphi may be used to identify
criteria (attributes or objectives).

o0 Interpretive structural modeling is useful for devel-
obpiny the worth structure.

0 Decision snalysis is an alternative tool, especially
when probabilistic considerations are important.

43
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COMPLEX OECISION
REQUIRCO

(SELECT A POWER
PLANT SITE)

Attributes of New Power Plant
Economic Factors

Engineering Feasibllity
Environmental Conditions
Opersting Costs

Construction Costs

Waler Supply

Proximily (o Loaa Centers

Alr Pollution

water Poliution

o =

O W ~;S

-

IDENTIFY PERFORMANCE CRITERIA

WORTH ASSESSMENT

There is a need to choose among alternatives pro-
posed to resolve an issue or problem. A set of perfor-
mance criteria is established. The criteria are struc-
tured into a worth hierarchy and weights are assigned
to the criteria according to their importance to the
overall issue or problem. The worth of each alternative
js valued using the weights and its particular attri-
butes. The values for all alternatives are compared
for making the final decision.

w(x) = 0.677
w(y) « 0.422
w(z) = 0.352

n Is “best” alternstive

DETERMINE FINAL
WORTH SCORES AND
SELECT BEST
ALTERNATIVE

ESTABLISH HIERARCHY OF
PERFORMANCE CRITERIA

{

.4

R

K

Operating Construclion Water Pronimity Alr water

Costs

Costs Supply to Loasd

Pollution

ASSIGN WETGHTS T0
PERFORMANCE CRITERIA

W(X) = function of the
criteria weights and
the attributes of the
particular alternative

£STABL ISH WORTH SCORING
FUNCTION AND SCORE EACH
OF THE ALTERNATIVES
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FIELD TEST OF TOOLS

After the tools described above had been chosen as candidates for assisting
the conduct of collective inquiries, a field test was conducted. The purposes
of the test were to determine if the descriptions of the tools were adequate
and whether the tools were useful.

To accomplish the test, it was.desirable to find panelists who would be
interested in participating and who would be qualified to test the tools. The |
decision was made to ask the Tennessee Valley Authority to participate. ' It has
a large environmental education program. It is responsible for regiona]gde-
velopment. Aﬁd, it is Qery much interested in and involved in conducting collective
inquiries, TVA consented énd ten of its staff participated in the testing: 4 from
_environmenta] education; 2\from community development; 2 from the director's’ office;
1 from the citizen action g{fice; and 1 from natural resources. A1l were in-
volved with collective inquiries in one way or.another.

| The tools that were tested were: brainwriting; nominal group technique; worth
 assessment; voting procedures; andiinterpretive structural modeling. For each |
of these tools, the panelists were asked to judge the pictorial and written in-
formation descrﬁﬂing the tool. ‘These,evaluations of the materials were use to
make improvements in the descriptions.

For brainwriting, nominal group techniqpe; and inteﬁpretive strugtura1
mode!ing, the participants made fria] app]%cations of each on real issues of
1mportqnce to TVA. These applications were evaluated by the participants' re-
sponses (using a five point scale) to the following questions.

Mficult to use? 1: very difficult; 5: easy.

Ql. Was the method
Q2. D}d the resfilts achieved justify the resources used? 1:too expensive;

5. well worthwhile.
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Q3. Did the results achieved justify the time of the participants?

1: wasteful; 5: well worthwhile.

Q4. As a participant, did you 1ike the method? 1: disliked. it;
5:1iked it very much.

Q5. Was the application of the method effective? 1: not effective;
5: very effective.

For brainwriting, the averages of the evaluations for each question were as
follows. Ql:3.6} Q2:3.7; Q3:3.9; 0Q4:3.9; Q5:3.4.

For the nominal group technique, the averages were: Ql:4.5; QZ:4.4; Q3:4.4;
04:4.6; Q5:4.7. | |

" For interpretive structural modeling, the averages were: Q1:4.3; Q2:3.7;

Q3:3.8; Q4:4.0 Q5:4.1.

In addition to providing the numerical ratings, the participants a]sb made
a number of useful suggestions for ihprovements. |

Although no statistical significance can be given to the results (lack of
time, money, and appropriate panelists prevented such results), they were useful
for a number of reasons. The suggestions made fo} improving the pictorial and
written materials were very helpful. The panelists were well qualified, in-
terested, and openly skeptical when they started.l Their evaluations, especially
of the applications, supported the judgments of the project team that these were
useful tools for conducting collective inquiries. Moreover, applications of
combinations of tools probed useful and indicated some impro¥ements in ways to
combine tools.

In summary, the field test supported the choice of too]s'and provided

useful information for improving them.




In addition to the field test of the tools described above, another
field test was conducted on the options field described in Volume 2. Briefly,
this tool is designed to help in collective inquiries aimed at the design
of envirohmental learning systems.

The participants in this field test were four TVA staff and twelve staff
from colleges and universities that work with TVA in environmental education.

This test was conducted te obtain the judgements of experienced environ-
mental educators on the options field as a design tool. The participants
were given two questions at the beginning that they would be asked to answer
at the end. These questions were:

1. What are the pros and cons of the design process (using the options
field)?

2. What are the pros and cons of the dimensions and the options?

To answer these questions, the participants needed a "hands-on" experience
using the design process. To .that end they were asked to participate in a
design exercise. The first part of the exercise was to develop a restriction
structure. Detailed information is provided in Vofume 2, but stated briefly
this means the followir .. In the design of an environmental learning system,
choices of options in one dimension, say, Presumed Learner Skills Base can |
restrict the choice of options in another dimension, say, Basic Learning Outy
comes Sought. To develop the restriction structure, the participants ueed an

interpretive structural modeling (ISM) approach. The elements were:

4y
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A. PRESUMED LEARNER SKILLS BASE
B. PRESUMED LEARNING STYLE
C. SOURCE OF INFORMATION

o

MODE OF ENVIRONMENTAL EDUCATION'
BASIC LEARNING OUTCOMES DESIRED
TYPE OF ENVIRONMENTAL EDUCATION
.. CURRICULUM DELIVERY CONGEPT | :

xx O ™Mm m

MEDIATOR MODEL

I. LEARNER INTERACTION RESOURCES

J. ORIGIN OF FINANCING
The relation used was: "A choice of option(s) in Dimension X can }éstrict the
choice of options in Dimension Y".

Through their participation in this exercise to design the restriction
structure, the participants gained familiarity with the dimensions and the
options within the dimensions.

Aftek the restriction structure was developed, the participants.participated
in a second ISM exercise to develop a brecedence structure. This structure ordered
the dimensions of the options field for selection of options. The elements of
this exercise were dimensions, and the relation used was: "A choice of option(s)
in Dimension X should take priority over a choice-in Dimension Y".

After the precedence structure was comp1eted, the participants began (but

did not finish because of time) to design a regional environmental learning

system. The purpose was to involve the participants in the use of the

4y
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design process so that they would be able to evaluate it.

The first question listed above was addressed first. To answer it a

nominal group technique was used with the following questionS: "What are the

positive features of the design process?" and "What are the limitations of the

design process?" Items given in response to the first question (with no priority

im, 1ied) were:

0

0

.0

Flexible; adaptable to region; can be modified

Comprehensive

Gives direction, ‘structure for eliciting decisions; systematic

Offers opportunity for different views and disciplines to be included
in the design |

Leads to consensus decisions which should lead to lasting effects. In-
cludes realities of compromise

Engenders thinking and analysis

Involves individuals in the process

[11ustrates design and dimensions of the design - enables review by
the group |

Permits computer-aided design.

Forces distinguishing between synthesis and analysis

Useful for capturing random ideas into useable form

Builds on experience and, hopefully, encourages ingenuity

49
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Items given in response to the question on limitations (with no
priority implied) were: .
o Limited popu]ation'with‘ability to use process, 1imited ability
to think through procegs
o Restriction concept needs to be presented more clearly
o Requires individuals who are interested and willing to give their time
o Time to use right limits its use. Needs to be refined ’
o Parameters (scenario) needs to be defined at start
o Understanding dimensions' “and optiéns' denotations and connotations
is very hard
o Paramount to use well-organized facilitator training procedure
0 Lackbf understanding of systems concepts affects people's feelings
about process. Creates hostility, opting out of process.
o Needs to be made clear that process is iterative
o Outcome of process is affected by group interaction skills
of participants
o Facilitator needs to lay out work, pace work, and take stock of
progress periodically
Time did not permit the second question regarding dimensions and options
to be addressed in the same way as the first. Instead, the participants in-
dividually submitted 1ists of pros and cons regarding the dimensions and the
options including some suggestions for additional options. Many of these
have been incorporated in the material presented in Volume 2.
In summary, the options field is judged to be a potentially useful tool
in the design of environmental learning systems but‘must be used with qual-

ified participants and facilitators, and the context should be clearly

defined.
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COMPUTER IMPLEMENTATION OF
INTERPRETIVE STRUCTURAL MODELING

Introduction

One of the chief obstacles to solving the environmental problems that confront the
world today is the inability of both average citizens and policy decision-makers to deal
with the complexity of these problems. Environmental problems, such as air and water
pollution, are comprised of many factors and involve interrelationships that may be
difficult to understand. As a result, solutions to environmental problems have often been
too simplistic, and have not always improved the quality of the environment.

This appendix presents information about interpretive structural modeling, a method
that can be useful in dealing with complex environmental issues in a collectivc inquiry
setting. The first section discusses interpretive structural modeling as it can be used for

collective inquiry and presents an overview of an interpretive structural modeling

exercise.  later sections of the appendix discuss the computer equipment and the

~interpretive structural modeling (ISM) sof tware package.

What is Interpretive Structural Modeling?

Interpretive structural modeling (ISM) is a computer-aided method to assist a group
of people “‘m studving and analyzing complex problems. It is appropriate to use ISM when
the 1ssue or problem under study can be broken down into the component parts that
deseribe the sitnation. Participants in an ISM exercise define the structure of a complex

svstemn by focusing on the relationships between the elements of the system.




Some ISM applications include:
e a study of children with learning disabilities;

e work with neighborhood groups to identify factors involved in neighborhood
crime;

e an analysis of the Goals for Dallas;
e along-range planning study of the Sahel region of Africa;
e the identification of goals for a state-~planning elfort;

e defining the objectives of PLANMALSUICCAR, an agency involved in the
‘Brazilian National Aicohol Fuels Progeam;

e establishing priorities for teacher in-sorvice education programs; and

e a studv of environmenta! issues by high school bioiogy ana socizl studies
students. '

Sometunes the model is developed to reflect the group's existing knowledge; at
other times the maodel Is structured after additional study about the issue. The results of
an ISM exercise are:

o 2 ereater understanding of the complex issue or problem through focused
devare and clearly defined terms;

@ an eastty understood model or diagram that shows the structure of the
155U.; and @

o some degree of order to the problem so that solutions can be more readily
identified,

Theretore, the 1SV method can be a usefu! tool for environmental education.
Encaurs g Participation in Collective Inquiry

Many enviromrendaal educators are concerned with the nquestion of hew to encourage
hroader narticipation in cellective inquivy. Increased citizen involvement in urban issues
serves as a good example.  Collective inguiry is more likely to lead to effective issue
resolation when 1t

I .ta',\.va nito accourt ihe complexity ot the problem or issue;
renules from g wide base ot influence and supporting resources; and

Lo shows an awdreness of the high interdeperndency that characterizes urban
SO ey,




When confronted with a complex environmental issue, people may be highly
uncertain and ignorant about the dynamics involved, There is a neeld, therefore, for a

learning process that can help people (citizens as well as political and organizational

leaders) to create a shared understanding of the issue.

In Volume 3, Creating a Regional Environmental Learning System, we presented a

discussion df the collective inquiry and action processes -- dialogue, decision, ar:tion,‘and
evaluation -- and explained how collective inquiry can be used to address and reso'lve
regional environmental issués. Interpretive structural modeling can contribute to more
effective collective inquiry, by encouraging participation in the discussion.s about the
environmerital issue.

Seome of the features of ISM that have appezled to collective inquiry groups make it
an e{fecti;/e method for environmental education. These features include:

e provides a clearer understanding of the issue under study;

e makes maximum use of the group's previous research;

e organizes their collective knowledge;
¢ leads to consensus; and

e provides a way to communicate the results of the group's work,

An Overview ot an Interpretive Structural Modeling Exercise

To do an ISM exercise, a group tirst decides on a meaningful set of elements and an
appropriate relationship to study. The next step is to use the chosen relationship to
discuss how the elements are related to one another. This discussion should lead the group
to a new understanding of the total systern of elements and relationships. The graphicai
representation, or structural model, which is produced with the aid of a computer, serves
4s the hases for developing this understanding.

During, an ISM exercise the computer functions as a bookkeeper, displayirg the
questions for the pooap to discuss, maintaining logical consistency, and recording the

r
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responses.  The computer is programmed to do this. This appendix.inc!udes detailed
infurmation about the computer programs for ISM,

During a typical ISM session the participants are seated at tables, with TV monitors
located so that cveryone can see one, A telephone receiver connects a small.portable
terminal with the computer. The TV monitors are wired to the terminal to pt;ovide a
visual display for the participants. It is desirable to have a printer available to provide a
typewritten copy of the session. A blackboard or flipchart is useful, and a spegial ISM
Notetaking Form (Figure 1) should be provided for the participants. |

An interpretive structural modeling exercise has six steps:

[.  Orienting the exercise

2, Caernerating the elements and choosing the relationship

3. Structuring the elerents with the relationship

. Amending the model

¥l
.

Exploring the implications of the model

b, ocumenting, evaluating, and communicating

The main purpose of the orientation is to establish clear expectations for the ISM
rvercise,  This tep includes such tasks as cheosing an environmental topic to inodel,
setting the schodole for the sessions, acquainting the participants with the ISM process,
and clanitying the coles during the ISM exercise. The topic can be divided inte specific
areas for the participants te reseerch individually ar in task forces. Resource speakers
can provide background information through lectuces ard additional resource materials.

{1 the second step of the I5M exercise, the group generates a list of elbements that
conteibate to the eraronmental probiem or issue and chooses the relationship that will be
yaedd tor thee madeling, During the discussions to produce this element list the participants
can shoare e research on the eaviconimental topic and develeop an initial definition for

fee e loyvien g,
~
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The third step of the ISM process involves the use of the computer to structure the
elements with the relationship. For the structuring sessions, you will need access to the
computer by way of a-terminal, telephone connection, and television monitors. You will
also need someone to set up the equipment and manage the terminal during the
structuring sessions. In addition to the physical setup, you must also arrange to use the
I5M computer softw are package. Detailed information about computer equipment and the
ISMS-UD software package is presented in later sections of this appendix.

With the terminal, telephone connection, and television monitors in place, you are

.ready to begin structuring. During the structuring sessions, the computer prompts the
group to systematically examine the relationships between the elements, by displaying
questions on the monitors. As each question appears on the TV monitor, the participants
discuss their views and arrive at a response. A yes or no vote is recorded at the end of
the discussion for each question. The leader’s role during stfructur'ing i1s to guide the
discussion and call for a vote to answer the questions, and the terminal manager's role is
to operate \lthe computer equipment. At the end of the structuring, the computer prints
out the information needed to draw the model that the group has‘ produced.

[xperience has shown that it always takes longer to model than a beginner might
expect. The time required to produce a model is a function of the number of questions
that tise proup must answer, and the nurnber of questions is a function of the number of
elements to be modeled. As the number of elements increases, the number of questions to
be answered rises exponentially. The computer is programmed to infer some of the
relationships, thereby reducing tihe number of questions to be answered. In addition, when
a new element is introduced the comnputer calculates the best sequence of questions to ask
%0 that the croup can examine all the interconnections in the most efficient way.

Notetaking 1s also an important part of the modeling sessions. Notes on each

relationsiny can be helptul in later review of the model, and may point to areas that




require further study. A special form (Figure 1) for notetaking during an ISM session is
available,

At certain points, you may stop the sequence of questions and use the computer to
display the results of the modeling, from which you méy\draw a diagram of the model.
The computer does not actually draw the model, but it prints out the information you need

to make the drawing. The group can examine the drawing and review its understanding of

¢

the issue. .

Sometimes the model ircludes a cycle among several eler;wents. Within a cycle,
every element is related to every other element. When a model includes a cycle, the
group can give structure to that part of the model by discussingy“rt‘he strength of
relationships between the cycle elements. By weighting the elements, it is possible to
identify the strongest relationships within the cycle, thus further clarifying th‘q\model's
structure.

In interpretive structural modeling, the final model emerges slowly, as much as a
result of amending as of the initial structuring process. Often amending will be done both
during modeling sessions and through outside staff work. Periodically, the group shou!d
examine the structural model for internal consistency and logic, and then amend as
necessary. T_he first model may not be satisfactory -- it may contain relationships that
do not exist, or perhaps an absence of relationships that should be there. The ISM
software includes the capability to make any refinements in the model that the gréup
teels necessary.

Sometimes the eastest way to amend the model is to remove one of the elements
from the model and rework it through the usual series of questions. In other words,
prompted by the computer, the group reworks the element back into the model. The
amending process calls for a word of warning: the leader should be careful that the model

the proup has spent several hours to construct is not destroyed by haphazard ameinding.




To achieve a useful model the group should take time to explore the implications of
the model. This might include, for example, discussing the assumptions that are implicit
in the model. Another way to approach the model would be to identify key points (for
example, points whev. the model branches). If these points can be COnsidered strategic
places to intervene, the group could spend some time discussing what persons or
institutions might be most effective in resolving the issue under study.

Consider, too, how the model can be helpful in evaluating possible outcomes of
alternative actions. Does the model suggest anything about what is right or wrong wi;th
our present approaches to the environmental issue or problem? 4

To summarize these possible discussion points, we offer this list of suggesfed
questions:

. -How can the model be interpreted?

2. What was learned?

3. What can be said about the assumptions behind the model?

4, Does the model suggest any course of action that could help resolve the'
environmental issue? |

5. Who should be involved in the solution?

6. QOther ideas?

The final step in an ISM exercise is to document the process and the model for later
reference, although the extent to which a model is formally documented will debend on
how you intend to use it. The documentation might include a summary of how the model
was developed, comments from the discussion, the element list and definitions,
conchisions drawn from the model, and so on. Usually the ducumentation of the ISM
exer-ise is only adequate as a summary for the participants. The group-must use other
methods to communicate the results to others who did not participate in the ISM sessions.

Sinc e IS vxcr;,:xses vary considerably (leaders, participants, issues, time spent),

cach ewero e should be evaluated in terms of the purposes and goals of that particular

-7
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exercise. Avoid comparisor.. with other ISM exercises, using comparison only to assist
planners and leaders in improving their skills with the ISM process.

It is clear that the steps in an interpretive structural modeling exercise closely
correspond with the processes of collective inquiry and action discussed in Volume 3.

Field testing, described. in Volume 4, Conducting Collective Inquiry, and previous

applications of ISM have shown it to be an effective method for collective inquiry.
Subsequent sections of this appendix present information about the computer

equipment and the [SM software package needed to use interpretive structural modeling

for collective inquiry and action.

Computer Equipment for Interpretive Structural Modeling

This section provides a description of computer equipment that is suitable for
implementing ISM, First, there is a discussion of the modular approach to the computer
equipment. The modular approach allows freedom to select equipment that meets budget
and computer capability requirements. Next, we discuss alternative equipment for each
module. Finally, the alternative equipment is combined to provide some alternative
system configurations. Most of these system configurations have already been used and
proven in during interpretive structural modeling exercises.

The equipment and the systems recommended in this section are representative of
the current technology available. The reader should be aware of the fact that prices
fluctuate with the stute of the art in cornputers and computer peripherals. When it comes
time to acquire equipment, be sure to check various models and different manufacturers'

equipment to determine how to get the most computer capability for your dollar.

Modular Approach to Lquipment

[n this section, we discuss a modular approach to configuring computer equipment
tor ISML A modular approach facilitates the design of a system to maximize capability

and mimimize cost. We use this approach because of the varying buagets of possible




purchasers. The computer equipment for ISM has four distinct subsystems. These
subsystems are: the computier system, display units, graphics units, and voting systems.
The first two subsystems are required; the last two are optional.

The computer system is the heart of the equipment. It consists of the central

processing unit, memory, and peripherals. The computer is the device that executes
software and drives the display and graphics units. We will describe the alternative

computer systems later in this section.

The display units (more commonly called terminals) provide the ‘nterface between

the users and the computer equipmeni. A display unit looks sit:- .r to a typewriter
keyboard, but it usually has a CRT (cathode ray tube), i.e., TV-type screen or monijtor,
and/or a printer mechanism. The CRT-type urits usually have 'a plug available so that a
limited number of extra monitors can be attached, which increases the number of people
able to see the computer's output. You will need at least one display unit.

A graphic unit is also a display unit, but it is considered separately because of the
additional functions it can perform. The graphic units (graphics terminals) look almost
1dentical to the display units; both have keyboards and CRTs. However, tive graphic unit
adds the capability of color, bar graphs, and other features that a display unit does not
have. Since it costs ten to fifteen times more than a display unit, a graphic unit is an
optional device for ISM.

The fourth subsystem is the voting unit. A voting unit is electronic equipment that
can accept vote "values" (weighted voting) and display the results. These units allow users
to vote secretly (instead of by a ha)d vote) and provide many statistics related to the
vote. This device allows the rapid and accurate tally of votes when large numbers of

people are involved Mto its?iﬁh\c\ost, the voting unit is also optional.
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In this section we describe alternative modules for each of thé&\ four subsystems. To

facihtate the purchase and maintenance of equipment, this seledtion is limited to
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off-the-shelf units, There are many equipment manufacturers; the selection of the

following equipment 1s based upon manufacturer's reputation and warranties, as well as
our experiences using the equipment.

Computer Systems

One computer system that could be used for interpretive structural modeling is that
of a university, local corporation, or timesharing computer company. This would involve.
contracting with the computer installation an access agreement that allows tﬁe use of the
computer resources. There are some major economic advantages to this arrangement.
First, the purchase and maintenance costs of a computer system are completely
eliminated. Second, since the computer system will be accessed via the community\t/
telephone system, the resources of this large computer system could be available to every
phone subscriber. Some disadvantages ‘are that the use of this sy§tem could be restricted
to certain times of the day and certain days of the week. Also,\ computer malfunctions
can cause disruptions of computer sessions. The cost of the uéing the system can also be
limiting. Ideally, timesharing costs should be based on a cost per access. Howe er, some
computer services also include a minimum monthly charge that could exceed the amount
of time used. Since cost of a timesharing system sucH as this varies, no price estimate
can be given.

The second computer system is *the TRS-80, which falls in the $1,000-$4,000 price
category, as of mid-1979. It is a co'nputer system manufactured by Tandy Electronics
and marketed by Radio Shack. The TRS-80 is easily maintained, since there are over
6,007 Radio Shack stores throughout the United States and in nine foreign countries.
Expanding and upgrading the system are easy to do with the peripherals manufactured by
Tandy and numerous small companies. A disadvantage of this system is that the expansion
s i ted t.o a single user. The execution of very large programs is limited to the émount

At memory 1 the systems,




The Cromernco System Three Computer has been sele.:teq.as the third computer
system, In mid-1979, its price is approximately $10,000 to $20,000. The System Three
Computer is a table-top system which will provide fast execution of RELS tasks, as well
as other tasks such as word processing, inventory, and payroll. The system is easily
expandable, utilizing the industry sta..dard S-100 bus architecture, which makes & vailable
low cost memory and peripheral interfaces. Up to eight simultaneous users are able to
use the system: and no special environmentally controlled rooms are required. The one
major disadvgntage with the system is that it will require a maintenance contract from an
outside company.

The last computer system to be discussed is the Hewlett-Packard 3000 Series Il
computer system. This is a full scale computer system costing over $140,000. It is
capable of handling the processing requirements of local governments and school systems.
The computer can be easily expanded (althcugh not at a low cost) to provide support for
up to 53 simultaneous users. Many upgrade and expansion options are available; they
perinit the system to be tailored to specific needs. The large initial investment and
naintenance contract prices, however, might be prohibitive. A sys'tem of this size
cequires a staff of personnel to operate it and to provide programming help. It sho.uld be
noted that a4 computer systera of this size is likely to be more than is needed for
collective inquiry in a RELS.

Display T nits

The first display unit is the Digi-Log Model Telecomputer [I CRT terrryinal."This
terminal tL‘dtlllr(‘S a butlt-in acoustic telephone coupler, a slave port for a printer, 40 and
87 characters per line, and a videc -output jack for connecting cqmpatible video
equipiient, such as cxtra monitors and video recorders. This device costs about 31,500,
and requires a closed circuit television (CCTV) monitor (about $150) for operation.

The second display unit is the Teleray 1000 series intelligent CRT terminal. It

teatures user programmable functions; sottware selectable character size, selectable

81)
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fields inclucing dim, inverse video, blinking, and underline; and a slave port for a printer,
requires an external acoustic coupler (about $200), if a telephone interface is to be
used, Currently, the Teleray 1000 costs about $900.

Both types o. display units are capable of driving additional video monitors. The
video monitors are of the type used in a CCTV system with a composite video input. It
sh wild be 1 oted that a large screen television can also be used as a video monitor. Any of
the /e . model {or equivalent) ‘large screen displays are compatible with the above
units. A large screen display costs over $4,000. However, many metropolitan areas, there
are audio/video specialty shops that will rent a large screen display for about $150 a day.

The third diéplay unit, the Texas Instruments Model 745 Silent 700, which is a
printer type device. This unit weighs 15 pounds and has its own built-in acoustic
telephone coupler. It is a complete unit in itself. An optional 550 interface allows this
unit to double as an RS-232-C printer for the abc;ve two display units. With a price of
$1,509, this dual-purpose unit is an exceilent choice.

The fourth display(n;, the Texas Instruments Modei 800 terminal is also a printer
type device. This terminal features a printer speed of 120 characters per second and an
upper and lower (ase character set. It can also be used as a hardcopy printer for an
RS-232-C compatible device. Its price is approximately $2,300.

Graphics Unity

The recommended graphics units are the Tektronix 4027 and the Ramtek
Mir\rographics color graphics termAinals. These terminals feature color displays, slave
printer and plotter ports, user definable fonts, and the capability of driving additional
CCTV monitors. Devices such aé the ones named above cost over $10,000. /

\’ot'nvg_DeviC(fs

At this writing, only one commercially manufactured voting device, called
Consensor, is avatilable.  This unit will support up to 16 voters. It visually displays

statistics such as the distribution, average weighting, and the mean of the vcote
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distribution.  Its display device displays the information either numerically or in a

histogram tormat. The price of this unit is about 98,200 -- plus installation.

Alternative Configurations

In this section we suggest some alternative configurations of the above mentioned
equipment, Althov‘ugh not all configurations will be .optimum for every situation, they
should serve to provide a direction for the éventual equipment selection. Not included in
these configurations are the cables and the extension cords requi}ed. These items are of a
variable cost and can be supplied by the equipment manufacturers.

Configuration 1 1s designed around the use of a timesharipg compu.ter system. The
equipment recommended is the Digi-Log CRT terminal, Tcxas Instruments Model 745
display unit, and six CCTV monito.rs. This equipment configuration allows computer
sessions with up to twelve participants. By adding a large screen display, approximately
fifteen to thirty participants can be accommodated. The approximate total cost is
54,500, excluding the large screen display.

Confizuraion 2 Is also designed around the use of a timesharing computer. It
consists of equipment in configuration {, with the addition of the Tektronix 4027 color
praphics terminal. “his addition costs another $10,000 and gives color display capability.

Configuration 3 is the Ra“diow Shack TRS-80 microcomputer system, ‘which is
rommmendéd for single use situations. This system provides sufficient computing power
for the ISM software, |

Contiguration 4 consists of the Cromemco System Three computer, and any
combination of dispiay and graphics units. This configuration will provide support for tie
IS\ sofrware as well as for word processing, inventory,. and payroll with up to eight
amultaneoss users. The cost of the basic system is about $10,000 for one user; additional
user - aprabtlicy costs approximately $2,000 each,

Contiruration 9 is a full-sized computer systern that can support up to 54 users and

provide such services as on-line record keeping, payroll, and others. It consists of the




Hewlett-Packard 3000 series minicomputer and any combination of display and graphics

units. Such a systern would cost over $160,000.

&

Manufacturers

Cromnemco, Inc.
280 Bernado Avenue
Mountain View, CA 94040

Teleray

Division of Research, Inc.
Box 24064

Minneapolis, MN

DIGI-LOG Systems, Inc.
Babyicn Road e
Horsham, PA 19044

Texas Instruments
Digital Systems Division
P.O. Box 444

Houston, TX 55424

Hewlett-Packard Co. Consensor

Computer Systems Groups Applied Futures, Inc,
100 Wolfe Road 22 Greenwich Plaza
Cupetino, CA 95014 Greenwich, CT 06830

Radio Shack

Division of Tandy Corporation
2617 W, 7th Street

Fort Worth, TX 76107

Strategies for Obtaining Equipment

This section presents strategies for obtaining the computer equipinent needed for
interpretive stryctural modeling, We discuss some strategies for acquiring computer
equipment and  recruiting nersonnel ‘capable of interconnecting and operating the
cquipment,  The ‘rmdor can apply tnesc and other appropriate strategies to configure and

support & computer svstem suitable for interpretive structural modeling.

Vil ¢ 1.‘?!”,"" unity Resources

One community resource to tep is the computer professional -- someone whose
cocupation s to program, design, and procure coinputer systems., Computer professionals
v he vital to the successtul implementation of ISM. Ideally, you will form a team ol
('mnpllfl'r' professionals with varying expertise, Systems analysts, computer engineers, and

programmers all have skills to contribute, A systerms analyst is concerned with the




computer as 4 total system to serve 4 useful function, such as banking, payroll, and record
systems,  Since this total system incorporates both the hardware (equipment) and the
software (programs), a systems analyst has broad knowledge that should be valuable. The
computer engineer has a college degree in either electrical or computer engineering. The
engincer's job is to design the computer equipment or to configure computer equipment to
pertorm tasks related to production, energy management, etc. Although the computer
engineer is basically hardware oriented, his or her expertisé i> a valuable asset, especially
when utilizing borrowed and donated computer equipment. The programmer's job is to
program computers to perform a variety of tasks. The programmer can help maintain the
software and install it on your computer system. When assembling a team of computer
profef{sionals, try to recruit at least one of each type. These people work for such
institutions as banks, schools, universities , and businesses.

The second community resource to investigate is the wealth of computer equipment.
Possibly, computer equipment can be begged, borrowed, or bought from universities, local
" comnpantes, and !ocal, state, «nd Federal agencies. A moderately large local university
probably has a timesharing computer system and a meeting room equipped with the
reauired electronic devices. Local companieS might donate their old computer equip‘ment.
The donation of computer. equipment by state and Federal agencies is another way to
obtain equipment, A lRELS is likely to qualify for a discount on the purchase of new and
used computer equipment from ranufacturers and local computer stores.

Probably the best way to locate sources for the use, donation, and purchase of
("()f-npllt(‘r equipment is to rely on the computer experts. ‘They will know of local computer
installations, ‘equipment in their company (or another) that is slated for replacement, and

local camputer vendors.

Developrient of a Support Plan

Because ot the large investinent of time and rmoney, some support plan for the
computer system is necessary.  Computer systemns require support for hoth the system
8%
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hardware and the software, The support or maintenance of the hardware is taken care of
during the warranty period; after that period, support is provided through a maintenance
service contract or by a computer engineer or technician. The system software requires
maintenance whenever errors in the programs are found. No matter how many times a
computer 'program ha; been used, some latenf programming errors rnay still exist --
especially within a large, complex program such as the interpretive structural modeling
software package. The computer programmer, or another computer professional on your
team, can correct these errors.

In summary, the details of the support plan depend c;n the specific equipment
configurations you are using. In general, we recommend you develop a support plan early,
allowing for as many contingencies as possible, so you can maximize the use of your
computer equipmeﬁt and software packages.

Programmer's Overview of the Interpretive
Structural Modeling Software Package

The purpose of this programmer's overview is to document the Interpretive
Structural Modeling Software (ISMS) package developed by the University of Dayton.
[SMS=U/D version 2 is a software package consisting of three interactive FORTRAN 1V
programs that aid in conducting ISM sessions. We document th-ese programs in such a way
that a computer professional can easily in.stall them on other existing computer systems.
Earlier versions of [SMS-UD have been successfully installed on various large and small
computer systems, from small PDP-11's to CDC Cyber's. Included at the end of this
section is a partial list of facilities that have installed ISM§-UD.

This section proceeds as follows. First, we offer a general description of ISMS-UD
to acquaint the reader with the system scenario. Second, we discuss the installation of

ISMS-UID from a user's point of view. Then we cover the installation details, includin
P 8

tile tormats and core storage requirements,  Four attachments supplement this




documentation.  Attachment 1 is the detailed Jdocumentation of the machine algorithms
that comirise [SMS-UDL Attachment 2 is the interpretive structural modeling software.
It is ¢ user’s manual for ISMS-UD, as it has been installed at the University cf Dayton,
DELTA chares tor ISMS-UD are included as Atttachment 3. Attachment 4, which t5 bound
separately {rom this part of the appendix, consists of the FORTRAN programs for

ISMS-UD,

ISMS - The System

nterpretive  strucrural modeling *is a method that helps pecpie think and
communicate more effectively about cornplex issues and problems. ISMS is a series of
algorithms thae have been coded to allow machine execution of ISM. Warfield (.976) has
presented previous discussions of these algorithms. Warfield's book will serve as an
excellent reference for the documentation of the ISM algorithms,

ISMS-UD consists of tihree interactive FORTRAN IV programs -- I5MS-UD, CYCLE,
and MAKEIT.  The ISMS-UD program includes the rudiments of ISM; that is, embedding
(Veansitive Bordering Method) and seme sophisticated digraph amending  algorithms,
CYCLL permits the resolution of cycles that may be included in an ISM digraph output of
the ISMS-UD) program. Resolution threshelds, geodetic cycles, and their associated paths
are the primary outputs of CYCLE. The third pregram in the package, MAKELT, allows
boeth ISMS-UD and CYCLE to present queries to the user in an English text format.
MAKEIT accepts a sequentially oriented file, usuatly created by the host computer text
editor, and retormats 1t inio another file that is randiomly accessed by ISMS-UD and
CYCLE, Figare 205 a block diagram of the system.

ISMS-U'D was desipned and developed on the University of Dayton Univac Series
J0/7 timesharing computer system under the VS/9 version 3.5 opecating system and
FOR TR AN IV compiler BGEFOR. The Univac syatemn is an updated RCA Speaira, which is
A hardware duplicate of ‘m.l}%‘,\ 360 but with virtual storape facilities.  Although virtnal

storaye s not reguired Tor the mstaliation of ISMS-uD, it is desirable,
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ISMS -- A Us_gr's View

This section provides the installer with information needed by the user. of ISMS-UD.
Since the operating systems/executives on various computers differ, we oresent a
generalized discussion of installation alternatives. The University of Dayton ISMS-UD
user's guide (Attachment 2) supplements this section. The user's guide serves both as
documentation of the software and as a model for user's guides for other installations.

The potential users of ISMS range from teachers in the classroom to researchers in
laboratories to public administrators in the meeting room. Due to this wide diversity of
users, it is important to install ISMS in such a way that little or no knowledge of the host
computer job control language (JCL) is required. There are two approaches to this. One
way (and probably the best) is to incorporate the operating system interface as part of the
ISMS package. The software would que~ry the user for names of disk files and check for
validity of files, etc. This technique usually requires the writing of machine language
routines to gain access to file handling routines via FORTRAN language. The second way
is to incorporate JCL into "submit" or "catalogued procedures" (hereafter referred to as
PROC tiles), if the operating system used supports this feature. |

Following are the three PROC files that‘were written for the exécution of the
[SMS-111 software on the University of Dayton Univac Series 70 timesharing computer.
These tiles provide disk file linkage and finally execute the respective program. The "&"
(armpersand) allows parameters specified by the user to become part of the JCL.

[PROCEDURE N, (&SEQTEXT)

JVILE &SCOTEXT, LINK=DSETI0, FCBTYPE=5AM

/EILE RNDL&SEQTEXT, LINK=DSET08, FCBTYPE=ISAM, SPACE=(3,3)

/EXECUTE MAKEIT.E

[RELEASE DSETIO

/RELEASE DSETO08

JENDPROC RETURN:=(PRIMARY)

The above PROC is named "MAKEIT" and is invoked by:

DO MAKELIT, (ENV.TEXT.1)

whe. e ENV.TEXT. ! is the name of a user-created text file.




The PROC file first links ENV.TEXT.l to FORTRAN unit reference 10. The second
operation is to create a file named "RND.ENV.TEXT.1" as an output file to hold the
randomized text. Next, he interactive program MAKEIT.E is invoked and the user then

interacts with it. Upon termination, the FORTRAN logical units are released and the

PROC is ended.
|

The most important thing to note about this PROC is the ilcreation of an "invisible"
(invisible to the user) file to hold the randomized text. The user only has to remember the
name of his or her original text file to access the second "invisible" file. The next two
PROC .files use the "invisible" file.

/PROCEDURE NJ{&MODEL, &TEXT)

/FILE &MODEL, LINK=DSETI10, FCBTYPE-ISAM
/FILFE RND.&TEXT, LINK=DSET08, FCBTYPE=ISAM
JEXECIITE IsMS-UD.E

/RELEASE DSETI0

/RELEASE DSETO08

JENDPROC RETURN=(PRIMARY)

The above PROC is named "ISMS-UD" and invoked by:

/DO ISMS-LID, (ENVI.MOD, ENV.TEXT.1)
where "ENVLI.MOD" is the file where the model information is to be stored and
"ENVL,TEXT.!" is the same file from above. It should be noted that the file "RND.ENYV.
TEXT.1" 15 actually linked,

[PROCEDURE N, (&CYCLE, &TEXT)

JFILE &CYCLE, LINK=DSET20, FCBTYPE=ISAM

[/FILE RND.&TEXT, LINK=DSET08, FCBTYPE=ISAM

/EXECUTE CYCLELE

/RELEASE DSET20

/RELEASE DSETOS

JENPROC RETURN=(PRIMARY)

The above PROC is named "CYCLE" and invoked by:

/DO CYCLE, (ENVI.CYC, ENV,TEXT.!)

where "ENVLCYC" is the file where the cycle information is to be storea and

ENV.TEXT.! is the same {ile from above.




The greatest flexibility of ISMT-UD is its ability to access data files. The user of
ISMS 15 primarily concerned with the models he or she has stored on disk ‘files. For this

reason, ISMS-UD should be installed on a computer system that is file oriented. This

point cannot be stressed strongly enough.

Here we might note the design philosophy behind ISMS-UD. There were many
earlis- versions of ISMS-UD -- each of which had different designs and characteristics.
ISMS-UD Version 2 incorporates what we felt to be the best operating characteristics for

software of this type. ISMS-UD will not tutor the user in its use. It is imperative that

the user have some knowledge of ISM and its basic principles. The software does have

arror traps so that the user can never input any erroneous data. The user will gain

confidence in [SMS after a small amount of practice on the terminal.

File Formats

l%\\\'-‘l)[')'s system block diagram is shown in Figure 3. ISMS-UD is an interactive
system, which means that the user must respond to queries for in.put from the programs
while they are executing, Examples of such user-provided input might be the answering
of queries that specify” a binary matrix representing a hierarchy, operations to be
performed on this matrix, results to be displayed, and the l}’ke. For the user's
conventence, the results of each matrix operation are automaticall,'y stored on the user-
specitied data file, allowing the programs to be terminated (norma’ily or due to computer
hardware errors) at any stage and restarted at a later time withBut loss .of the matrix
realization. There are three types of files that ISMS-UD will accept. They are: 1)
sequential text files, 2) random access text files, and 3) model files. Each of the three
tvpes vill be discussed below.

The sequential text file 1s used as iri'put to the program MAKEIT and contains
control and fext records. Figure 4 shows an example of a sequential text file. The
control records precede the text desired for the four types of text records -- Rl clause,

12 clause, R3 clause, and element text. The control records are identified by a "/" (slash)

Ju
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in the first column; therefore, no text record should begin with a "/". All of the four

a

types of text records may have up to !9 lines with a maximum of 60 characters on each

line (600 characters). The sequential text file, as its name implies, is accessed

LY

sequentially by MAKEIT. The sequential text file may be created and maintained by the

host computer file editor, or it could simply be a deck of computer cards.

/R

DOES

/R?2

AGGRAVATE OR INTENSIFY

/R3 ‘

IN MOST CASES?

/EL

CITIZEN INSECURITY IN THE ABC NEIGHBORHOOD

/EL

GOOD MARKET FOR STOLEN GOODS

/EL

INADEQUATE CRIMINAL REHABILITATION

/EL

LACK OF SUMMER JOBS FOR THE YOUTH IN THE ABC AREA
/EL : '
LACK OF SEVERITY OF PUNISHMENT FOR CRIMES

/EL ,

LOW VISIBILITY OF UNIFORMED POLICE

//JEND OF ELEMENT LIST

Figure 4: Sample Text File

The random text file is required by programs ISMS-UD and CYCLE, if the user opts
to have these programs present English text queries instead of the standard numeric type.
The 1S\l method requires that elements be accessible in random order; that is, although
the elements are ordered by the user in some desired sequential order when creating the
sequential text filey the introduction of user responses to relational queries determines a
new nonsequential presentation of the future queries. For this reason, a random (direct)
access tile s utiliged. The random  text file, created by MAKEIT, contains all of the
textual information of the sequential file, but has the property that the text of any

specific element may be retrieved independently of the positioning of the file due to a

0
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previous access. The format of the randomized text file is shown in Figure 5. Figure 6
shows the format of an individual record of the random text file.

There are two types of model files -- binary and weighted. The binary model file is
used by the 1SMS-UD program and contains the binary reachability matrix associated with
the ISM method. The weighted model file is used by the CYCLE program and contains a
weighted adjacency matrix. These two files are accessed sequentially and are opened and
closed a number of times during program execution. The formats of both the binary and
:aveighted matrix files are shown in Figure 7.

The I1SMS-UD software has been designed in such a way that the binary and weighted
operation matrices are core resident in order to speed up execution time. Therefore, the
size of these matrix data structures directly affects the amount of core storage required
due to the staticl allocation of meméry characteristics of FORTRAN IV. On a computer
with a limited amount of interactive core storage, ISMS-UD might be implemented with
element and cycle resolution limits of something less than the current limit of 128 and 50.
The ISMS-UD program requifes 150K bytes, CYCLE requires 120K bytes, and MAKEIT
requires 48K bytes on the Univac Series 70/7 computer., These core requirements should
be §omowh;1t lower on other computer systems -- the Univac system used at the
University of Dayton requires high overhead for FORTRAN-run time routin\es. The
overlay structures used for program JSM5-UD and CYCLE are shown in Figure 8.

The binary matrices used in the ISM5-UD program ére of éhe type "LOGICAL *1".
This defines the FORTRAN logical mode and allocates only one byte per matrix cell.
Note that this data structure requires one fourth the amount of core storage as a
"LOGICAL" matrix.. The programmer should try to use the data struc.ture in his or her
computer that uses the smallest amount of directly addressable storage. The use of
"IMPLICIT INTEGER *2" statements utilizes halfword precision for all integer variables,
thereby further reducing the core requirements. All variables requiring full word storage

“have becndeclared as "INTEGER",
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number of element text records
R clause record
R2 clause record
R3 clause record
Element | clause record
Element 2 clause record

[o NNV, IS RS R S N

n+sag Element n clause record

Figure 5;: Format of the Randomized Text File

number of words required lines of packed text--each
to hold line n of clause line begins on a word boundary
i_ — — - e N — jﬁ —,
Lll2’3[:56l7’8’9 1(1]
S N SO L_] S -
N .
|
word
Figure 6: Format of a Text Record within the Randomized Text File
number Index set
of Binary reachability matrix
elements - for matrix
number Index set
of Weighted adjacency matrix
elements for matrix

Figure 7: Format of Model Files °
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Organizations that have Obtained ISMS-UD

Boeing Computer Services
* 20403-68th Avenue, South
Bldg. 18-43, Door S-4
Kent, Washington 98031

CACI, Inc.-Federal
1815 North Fort Myer Drive
Arlington, Virginia 22209

IBM Corporation

I/S Market Analysis Support
1000 Westchester Avenue
White Plains, New York 10604

0Old Dominion University
Department of Electrical Engineering
Norfolk, Virginia 23508

Portland State University
630 SW Mill
Portland, Oregon 97207
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Joe C. Roberts
1519 Meadowcrest
Garland, Texas 75042

Transportation Systems
GM Technical Center

12 Mile & Mound Roads
Warren, Michigan 48090

Tektronix, Inc.
Box 500
Beaverton, Oregon 97077

University of Ottawa
Computing Center, Operations
375 Nicholas Street, 3rd Floor
Ottawa, Ontario

KIN 6N5

CANADA
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DOCUMENTATION OF THE ISMS ALGORITHMS

Prepared by:

David R. Yingling, Jr.
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This attachment provides a description of some of the algorithms

used in ISMS-UD version 2. Although these algorithms have been
comprehensively tested, the descriptions should be useful for
debugging and future applications of ISM. The algorithms in this

section are stated in the form used by Knuth (1573).
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ISMS SUBROLITINE/FUNCTION NAME

FLUNCTION

ILISAD E

FARAMETER?S

RM

INDEX

TTYIN

TTYOUT

GTYFE

SLURREL

BOROER

BRORDER

Embeda elements inta an existine reacha-
bility matrix via interactive
questioning.

CALL BORDER(N,RM, INDEX, TTYIN, TTYQUT,
CTYFE, SUBREL, TXTWDS, SYS) ‘

Input/0utput integer scalar indicating
the current number of elements in the
arsument reachability matrix,

Input/Output losical twe dimensianal
matrix of dimensions "SYS!" X "sysS',
This is the aroument reachabilitw
matrix.

Input/dutrutr integer vector of lenath
"3YI" containine the index set for
IORMII o

InPut inteser scalar used as unit rumber
in FORTRAN READ statements directed tuw
interactive terminal.

Input inteser scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.,

InpPut loeoical variable sindicatineg tvee
of query to be presented,

RTYFE = .FAL3E. causes full text
queries to be used.

HTYFE = .TRUE. causes symbolic
queries to be used.

Input loaical variahle indicatine twpe
of relatinonship to be modeled.

ZUBREL = .FALSE. imeplies a non-—
subordinate relationship 1s beine
madeled. !

SUBREL = .TRUE. imPlies a subordinate
relationship 1s beina modeled and
questionine can therefore hbe
aPrtimized. '
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TXTWDS In=eut intewser scalar equai to (&40/nchar)
*#10+40, where: nchar = number of dis-
Play code characters able to be con-

tained in one machine word. K

SYS - 1lnput inteser scalab used in FORTRAN
DIMENSION statements.

Named inteser common b1békloé lenath
S#"TXTWDS".

COMMON BLOCKS FTEXT

COMMON FARAMETERS R1 - Integer vector of dimension "TXTWD3".
R1( 1-10) contain the number of
machine words for each of
the ten pessible lines of

the R1 clause
Ri1(l1-end) contain the lines of text
for the R1 clause. the
text is packed with as many
characters as pPossible in
one machine word and each
line starts on a word
boundary. .
Inteaer vector of lensth "TXTWDS". this
vector is used as a scratch arc«a.
Same attributes as "R1". the RZ clause
is contained in this vector.
- Same attributes as "L1".
- . Same attributes as "R1". the RE clause
"is contained in this vector.

r
[
§

V)
1

nr pr
01 N

The common block "FTEXT" is used for full text
queries. It is the callins routine’s responsibi-
ity to fill vectors "R1", "R2", and "R3" if full
text queries are desired.

REQLIIRED ISMS ROLITINES -~ TBPHI,FINDZ, GETNUM, QUEST, ICG.FINDIT
REDUIRED FORTRAN ROUTINES -~ None .
ALGORITHM EMPLQYED - Transitive bordering on a reachability

matrix.,. A description follows:

Alacarithm TB (Transitive Bordering Alacrithm). Given the number of
elements currently in a logical matrix, m, the logical matrix, K,
and the asscciated index set vectors, I, embed a new element, b,
capi1talizine on inference and transitivity,

10,
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THL.

TEI.

TRZ.

TH4.

THiO.,

(Imitialize.] Set dimphi <-=-= n2. Set vectar FLAG, ¢flasli)] J--
.false., vector Z, z(il <-- .false., matrixx PHI, Phili,Jl <--—
.talse., 1=1,2,. eerdimpPhis Jd=122r.cerdimpPhi.

{Make sure pPhvsical bounds of arravs and vectors are not
exceeded.) If (n + 1) <= FORTRAN dimension sizes then 2o to step
TB3. Otherwise, twprPe error messase to interactive user and
return to calline routine, ' '

(Get value for b from interactive user.l Frompt user, call sub-
routine SETNUM, put value read in b, set ifn + 1] <=- b, If b=0
then return to calline pProaram.

(Make sure that new value, b: is mot duplicated.] Call subrou-—
tine FINDIT, 1f b has been already introeduced into model matrisx,
lssue error messase and then 9o to step THBS.

(Make sure that textual infoermation for b resides an text file,]
If full text queries are not beins used, skip immediately to step
TB4&.  Read record from file, If no erroer condition i1s encoun—
tered, an ta step TB4., Utherwise, issue error message and then
ae to step THRZ, '

(Form the tramnsitive borderine inference apPartunity matrisx,]
Foarm Fhl (call subroutine TEPHI).

(Calcuylate the row/column of Phi with the maximum inference
potential, zepoant.] Call subroutine FINDZ.

[Determine 1if a question fillipe the "+v" pParticon of the reacha-
bility matrix is to be asked bv examining the value of spaint.]
relate <—--— zpuoint, If zpPoint > my then 9o to step TBLO,

[Ask for the "«" aquestion and check for valid response.l Call
subroutine DUEST(ilrelatel, ilm + 1]). Read response from user,
z == .True.. 1f user tvrPed "AB", aa ta step TBE1, if user

dri-t tepe er1ther a "Y" or "N", issue errorimessase and then oo
n sterp THY. If user tvrPed "Y", zzz «--.false. and then ao to
ster THILL,. If user tvped "N" then auo to step THEI1Z.

d1
tc

(Ask the "+" question and check for valid respPonse.l Call sob-
routine DUEST(1lm + 11, 1lzpoint — ml). KRead respanse from
neer, zzz «-— .false.. I1f user tvped "AR", ac to step TRZ1, if

user dJi1dn’t twpe either a "Y" opr "N", issue error message and
thern an to step THB10. I1f user tyeped "Y", 2zzz «-- ,true. ard
themn a0 to step THILL. I¥ user typed "N" then 9o to sterp TERIZ.

£23
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TE11.

TB12.

TB13.

TB14.

TB1S.

TBlé.

TB17.

TBR1S.

TB1%.

TRZO.

TeZ1.

TR2Z.

TRz =,

TEeZ4.

TR2S.

Theb,

{Process a ves answer to a Quervy.] if zzz = .false.» then 9o to
step TB17, else ao to step TB13.

(Process a no answer to a query.l If zzz = .false., then.so to
ster TR17.

[Initialize.] Set 4 <-— 1,

(Search row of Phi for inference to be entered onte R.] If pPhi-~-
(zpoint, J1 =,.false., then ac to step THib.

[Fill up R with infered ones and zeros.] ictr2 <-= J., If ictrl.
> ny then ictr2 <~« ictr2 = n. If J > n, then rln + 1, ictril
S== ,true.. Otherwise, rlictrZ, m + 1]1<{-- .false.. Set flaslJl]
== ,true.,» zf{J] <=-- .true..

(Loorp on J.1 4 <== 4 + 1, If J <= dimehi, then 2¢ to sterp
TE14, else a0 to ster TRZO.

(Initialize.] J <—— 1

(Search c.lumn of Phi for inference to be entered onto R.J if
philJ-rzrPoint] = .talse., then 9o t? sterp TR20.

[Fi1)l uP R with infered cnes and zeros.] ictr2 <-- J, if ictrl
» ny then ictr2 <-— ictr2 - n. If 0 2> ny then rfm + 1,ictr2]

== ,false., atherwise rlictrZ,n + 1] {-- ,true.. Set flaslJjl
== .true,, 2(Jj) <=~ .true.

(Locorp an Ja) J <= J + 1, if J <= dimphi, then 9o ta step
TE1X.

(Initialize.,] J <--= 1

[Zero out rows and columns of Phi used in steps TB1? and TB1S.]
1f z(J] = .false.» then 9o to ster TB24, :

[Zero row and column J.) Philirk. <~— .false., Philk,J] <--
.Fa]s&-v k=112v.--vdimPhi-

[Locop on JoJ J <=— J + 1. If J <= dimphi, then 90 to ster
TRZ2Z.

(Initialize.] 4 <-- 1

(Check to see if Phi ic all zeros via flag vector.] If flaalyl
= ,false.» then 90 to ster TB3IO. ‘
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TBRZ27.

TEZE.

TR3O.

TR=1.

-

(Lowr on 0.] J <== J + 1. I1f j <= dimPhi» then aa to step
TBRZA.

(Se¢et main diasonal of R.) rlm + 1om + 13 <~ .true., n <~— n +
1.

[llpdate pPermanent file with new R matrix.] Call subroutine I,
then ao to,. step TRI1.

(Zera out z.] 2z0d) <~= .false.r» J=13Zr1..erdimPhi. Go to step
TR7.

[Write out messase indicating abort of bordering session.]
Write messase and then sa to step TERIL.




IHEHL -

ISMS SU%RBU{<NE/FUNTION'NAME - TBPHI ‘ S

-~ Forms the Inference OppPortunity Matrix
) used in the Transitive Borderins

‘// | Alaorithm.
,K :" ’ !

LESAGE ' B - CALL TBPHI(N,A,DIMPHI,SUBREL,ZYS2,5YS5)

FLINCION ®

PARAMETERS ' . N .~ Input inteser scalar indicatine the cur-
‘ ' : rent numBer of elements in matrix "ar,
A - InPut loaical two dimensional matrisx of
v . , , dimension "SYS" X "SYS". This is the:
R current reachability matrix model.
FHI - Output loeical two dimensional matrix of
dimension "3YS2" X "SYS2". This is
gt\\ | - the output inference opportunitw
- matrix.
DIMPHI - Input inteaer scalar 1nd1cat1n9 the
o ~ number of rows/columns in "PHI" which '
N © contain information., This variatle
, should be:.set eaual to 2#"N", . ‘
, dUBREL -| Input losical variable indicatins tvﬁtx
' of relationshir beina modeled.
SUBREL = .FALSE. impPlies a non-
subordinate relationshir is being
_ modeled.

, . SUBREL = .TRUE. .implies & naon-
subordinate relationship is bein9
medeled and the "PHI" matrix should be
calculated differentlvy.

-

sYs2 - InpPut integer scalar used in FORTRAN
DIMENSION statements. '"SYSZ" is equal
t":' "‘)*H Yv"‘ 1] .

&Ys ,~"Input inteser scalar used in FORTRAN
DIMENSIUN statements.

‘CﬂﬁMDN BLOCK | -~ Nane

REDUIRED ISMS ROUTINES = Nane




‘»
.}
REQUIRED FORTRAN ROUT' Narie
. _
ALGORITHM EMFLUOYELD - The alaorithm emplovyed is described

kel cw:

Alsorithm FP (Form the Inference Opportunity Matrix, PHI, for Transi-
tive borderina.) Given the number of elements in a reachability
matrix, n, and the leeical reachability matrix, A, form-an inference

capPortunity matrix, PHI. )

FF1. (Form the "nl" matrix.] Set PHI, pPhilirJi] <=- ali,Jl, pPhili +
' Nya + nl < -=- a[i’JJS Phi[i'+ H)J] = NOT.aldsrild, J=112’.--’ﬂ’

1=1’2v-.-’ﬂ-

FFR2. [Process reauest for subordinate relaticnships.] Set FHI, phili’
+ n,;] - «true., i=ls2y.een 1f subrel is .true.. :

FP?. (Multiplv.] Set pPhilirJd + ) <~~ .false. Then set pPhilisJd + nl

‘k\" " == philay»d + nl 0OR.ed with the suantitvy phili + n>yk] .AND.ed
’ IWlth Philk + nmyJ + nly k=1212Zr ey d=1025 0oy 1=1029 00

FF4. [Multiplv.] Set Phill + nydl <=- .falsz.» then set pPhili + n,Jl
T «<~= phi1l1r + n,Jd] ,0R.ed with the quantity Phili»k] .AND.ed with
phi1lks,J + nl, k=102 v J=1 o 22 eaerny 1213290 Nis

FFS.Y [Set upper riaht half of matrix to zerco.) Set Philirjl «--
.fa]se., J=n+1’ﬂ+2’---’2*ﬂ"i=1’2’---’ﬂ-




ELNDOZ

ISMS SUBROLUITINE/FUNCTION NAME - FINDZ .

FUNCTION - Finds the row/column of an interence
opportunity matrix that has maximum
inference pPotential.

USAGE .= CALL FINDZ(DIMPHI,PHI,ZPOINT,FLAG,3YS52)

Input irteser scalar indicatine the
number of rows and columns filled in
the matrix "PHI".

PHI - Inmut lo®ical two dimensional matrix of
dimensions "SYS2" X "SYS2". This is
the inference omrrortunity matrix.

Output integer scalar which contains the
row/column number in "PHI" with maxi-
mum inference pPotential. This value

is returned to the calline routine.

FLAG - Input lowical vector indicating rows/

columns of "PHI" which have been

zeroed ocut as a result of the transi-
tive bordering pProcess. A .true,
indicates that a row and column has
beer zeroed out, :

FARAMETERS DIMPHI

~ IPDINT

SYs2 - Input inte9er scalar used in FORTRAN

DIMENSION statements, "3SY32" is equal
to 2#"SYS".

CﬂMMHN BLUOCh. = - None

REQUIRELD IZMS ROLITINES ' - VISET,.V2SET

REOUIRED'FDRTRAN ROLITINES - MINO,MAXOv

ALGORITHM EMPLOYED - The aloorithm emploved is described
below:

Alacrithm FZ (Find a value for Z that has the masximum inference rPoten-—
ti1al.) O0Diven the number ot rows and columns in a losical matrix,
dimPhi, the losical matrix, PHI, and a logical vector 1indicating
rows and columns of PHI that have'been zeroced out, FLAG, find the




row/column of FHI that has the maximum inference Potential and set
variatbtle zrpoint equal to this subscriept.

FZ1. [Form the set V.] Set vectar Vi, vilil <-- number of ones in
column 1 of FHI (apply alsorithm V1). Set vector V2, vZ[i) «<{--
number of ones 1n row 1 of PHI_(apply alaorithm V2). If flaslil
is .false.,» 1=1,25...>diampPhi. ‘ 4

p

FZz. [Farm the set V'.] Set vector MIN, minf[i) <-- the smaller of the
two values, v11il) or vZ[1] 1f ¢f5a9lil] is .false.,
i=1’2$...$d1mphi-

FZz. [Find the maximum of the minimums of V< .] (Initialize.) Set
bigaer +i=— 0, zpPoint <~— Q, \

FZ4. [Fi111 up vector Z.) Set bie {~— the largest of the two values,
big9ger or minlil. T1f bies is areater than bisser, then zero out
vector Z, z2[k]) {-- .false.r» k=1,2y...91. If bio is less than or
eaual to minCil, then set 20i] <-— .true., If bie is areater than
or equal to bigsger, then set bisaer <-- bie, i=1,2,...,dimprhi.

[lo the above step only if flaelil]l = .false..

FZ%. [Farm set V" and select a "Z2".) Set bigger I-- 0. Set bio <--
the areater of the twoe values, vilil + vzlil or biseer. If bige-
er 1s 9reater than bie, then set bigger <~- bios and zrpoint <-— i,
1=l 29 aserdimPhi. Do the above step 1f 2[1) = .true..

L3N
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VISET

ISMS SUBROUTINE/FUNCTION NAME

FUNCTION

USAGE

FARAMETERS MAT
J
DIM
3YS

COMMON BLOCKS
REQLIIRED ISMS ROUTINES
REQUIRED FORTRAN ROUTINES

ALGDORITHM EMPLOYED
Alaarithm VISET

column J» of M and ass19n

VISETL.

VISETL.

10

X = VISET(J,DIM,SYSZ)

(Initialize.] Set s

(Count.]) If mCi,4] = 1,

VISET

Counts the number of ones in a selected
columny, (Jj)» of the interence acpPPor-—
tunity matrix.

InPut losical two dimensional matrix of
dimension "SYS2" X "SY82". This is
the inference opportunity matrix.

Input inteser scalar indicatine the
column of "MAT" that the countine
oreration should be apprlied to.

Input inteser scalar indicatine the
row/column of "MAT" that contains
informatican.

last

InPut inteser scalar used in FORTRAN
DIMENSION statements. :

None
None
None

The aleorithm emprloved
belows

is described

(Caount the number of ones in the column of a matrix).
Given the number of elements currently in a matrix, d,
M, and the number of & column in M, J,

the matrix,
count the number c¢f cones in

this value to s.

<~= 0y i <-= 1.

then 8 <—— & + 1,

114



VIZETZ, CLoor on 2.3 1 <== 1 + 1, If 1 <= d» then 9o to sterp VISETZ,
¢lse alsorithm is complete. '

114

11




V2SET

ISMS SUBROUTINE/FUNCTION NAME - V2SET

FUNCTION - Counts the number of ones in a selected
row (i) of the inference opPvortunity
matrix.

USAGE ) : - X = Y2SET(MAT,1,DIM,3SYS2)

PARAMETERS MAT - . Input lomical two dimensicnal matrix 6FM

dimension "SYS2" X "SYS2". This is
the inference orportunity matrix.

I - Input integer scalar indicatine the row
of "MAT" that the countine aperation
should be apPplied to.

DIM - Input inteaer scalar indicatineg the last
: “row/column of "MAT" that cantains
information.

SYS2 - Input inteser scalar used in FORTRAN
DIMENSION statements. "SYS2" is equal
to 2#"3YS",
COMMION BLOCKS - None
REDQUIRED ISMS RQUTINES - None
REJUIRED FORTRAN RUOLITINES - None
ALGORITHM EMPLOYED -~ The algorithm emploved is described

below? )

Alaorithm VZSET (Count the number of ones in the row of a matrix),’
Given a looical matrix, My the number of .filled rows and columns in
M. d» and the number of the row to count, 1, count the tatal number
of ones 1n row 1 of M and assiosn s to this value.

VZ3ET1. C[Initialize.) @ == 0, J <== 1,

VISETZ., ([Count.) If mli,J) =1, then set s <-- s + 1.




VZZETZ3, (Loorp on J.) J <=~= 4 + 1. If J <= d» then 9a tao step VISETZ.
Otherwise, aleorithm is comelete.




DLGLEV

ISMS SUBROUTINE/FUNCTION NAME - DIGLEV

FUNCTICN -~ Displavys a level formatted disrarph of an
: aroument reachability matrix.

- USAGE - CALL DIGLEV(N,MATRIX,INﬁEXaTTYUUT,SYSf)

PARAMETERS N -~ Input inteser scalar denotins the cur-
rent number of elements in the arau-— ,
ment reachability matrix.

MATRIX - InPut losical twe dimensicnal matrix of
dimension "SYS" X "SYS". This is the
araument reachability matrix.

INDEX - Input inteser vector of lenath "3Y3"
, ' containine the index set for "MATRIX".
TTYQUT —'InPut integer scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.
sYs - Input inteser scalar used in FORTRAN
DIMENSION statements. :
COMMON BLOCKS - None
RESUIRED I=M> ROUTINES - HIERCH, STAN, SWITH, CONDE.ELIM, SKLTN,
DISPLYV
REJIIRED FORTRAN ROUTINES - None
ALODORITHM EMFLOYED . - The alsorithm emploved is described
below:?

Alaarithm DISLEY (Displavy the levels formatted disraph of an arsument
reachabilite matrix). Given a reachability matrix, M, asscciated
inde» cet vector, I, and the current number of elements in M, n,
di1splar a levels formatted diararh on the interactive terminal.

DIGLEVL. [(Rearranse M and I into hierarchial form. Leave result in H
and 0.1 Apply Alacrithm HEIRCH.




DIGLEVZ, (FPut H and O into standapd form.J Apply Alacrithm STAN.

DIGLEV?Z, (Calculate condensation matrix for H and J.] Arprly Alaorithm
CONDE. .

DIGLEVS, (Calculate skeleton matrix for H] Aepply Alscrithm SKLTN.

DIGLEVS., (Print out levels formattead disrarh.] ApPpPiv Alsorithm
DISPLV.
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LLaeLs

[SMS SUBROUTINE/FUNCTION NAME

FUNCTICN

LISAGE

PARAME TERS N

SKLTN

INDEX

LEVELS

TTYQUT

o
<
o

COMMON BLOCEKES
REGUIRED IasMS ROUTINES
REDUIRED FORTRAN ROUTINES

" ALOGORITHM EMFLOYED

CALL DISPLV(N,SKLTN. INDEX,LEVELS, TTYQOUT,

DISPLV

Prints a levels formatted diosrarh from a
lower triansular skeleton matrix.

sYs)

InPut inteser scalar jndicatins the
"number of elements in the input skele-
ton matrix.

Input losical twe dimensional matrix of
dimension "SYS" X "SYS". This is the
input lower triangularized skeleton
matrix.

Input inteser vector of lenath "SYS"
containine the index set far "SKLTN",

Input inteser vector of lensath "3YS"
containine the number oOf elements on
each level.

LEVELS(I) = Number of elements on each
level #i. ~

Input integer scalar used as unit number
in FORTRAN WRITE. statements directed
to interactive terminal.

InPput integer scalar used in FURTRAN
DIMENSIUON statements.

None
Nore
None

The algorithm emPloved 18 described
belcw?
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Alaoraithm DISPLY (Displavy a levels formatted disrarh on the interac—
tive terminal.) Given a logical lower triansularized skeletuon

matrixs

ments 1

Sy its associated index set vector, Dy the number of ele-
n Sy ny and a vector filled with the number of elements on

each level, L, diseplay a levels formatted disraph.

DISFLVL.
DISPLVZ,
DISPLVE.
DISFLVA.
DISPLVS.
DIZLVA,

DISFLV7..

(Initialize.] i <== 1, level <~- 0, row <~-- 1,

(Frocess next level.] level <-— level + 1, row <—— row +
101evell., Write level number out on interactive terminal,
variable level.

1,

[Check to see i1f we are.Processins level one.l If level
then 90 to stee DISPLVLIL.

- [Start Processine e¢lement #i.] count <—— O, iminus <-— | -

1, 4 <-—= 1, .

! ‘ g
[(Find all elements that element #i reaches to.) If sli i) =
0, then =0 to ster DISPLV7Y.

(Fill scratch print vector.] count <-— count + 1, listlcount]
"-l:—— d [ J ‘] [

(Loor on .1 J == J + 1. If J <= iminus, then so¢ to ster

TDISPLYS.

DISFLVE,

DIZFLV=,

DISFLVIO,

DIZFLVLL.

(A1) dorme pProcessing elements #i, print it and its
ronnectives.]l Write elements #1i and its reachability set on
interaztive terminal, variables dlil, list(kl, k=1,...,count.

[Are we finished with the alaorithm?) i <—— i + 1. If i <
n» then alaaorithm is complete.

‘[Nat done with aloorithm, are we done with this level on
disrarh™] If 1 = row, then ao to ster DISPLVZ. Otherwise,
au to step DISPLVE.

(Write wut level #1 element on terminal.] Write cut vari-
able d(1), then ao to ster DISPLVY. '

- ‘ 17’
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HIERCH

ISMS SUBRUOUTINE/FUNCTION NAME - HIERCH

FUNCTICON -~ Rearranses an inPut reachability matrix
' into a levels partiticned hierarchial
reachability matrix.

USAGE ¢ - CALL HIERCH(N, INREA; INDXIN, REAH» INLIXH,

NL,LEVEL,SYS)

FARAMETEFS N - InPut inteser scalar denotine numbter.
elements in the ineput reachability
matrix.

INREA - Input looical two dimensicnal matrix of
dimensions "SY3" X "SYS", This is the
input reachability matrix. '

INDXIN - InpPut integer vector of lenesth "3YZS',
' This is the index set for “INREA".

REAH - Outeut logical two dimension matrix of
dimensions "SYS" X "3YS". This is the
outeput hierarchial levels pPartitioned
matrix.

INOXH - Outeput inteaer vector of lensath "3YI",
This is the index se“For "REAH",

NL - QutrPut i1nteaer scafar indicatina the
y number of hierarchial levels in
! "REAH".

LEVEL =~ Uutput inteser vector of lensth "SY3"
containina the number of elements on
each level,.

LEVELS(I) = Number of elements on
level #i.

Input inteser scalar used in FORTRAN
DIMENSION statements.

)

<

w
1

123




COMMION BLOUCK'S - None

REQIIRED ISMS ROUTINES -~ None

REQIIRED FORTRFN ROQUTINES - None

ALGORITHM EMPLOYED - The alsorithm emploved is described
below:

Alaarithm HIERCH (Rearrange an input reachability matrix into a levels
‘Partiticoned hierarchial reachability matrix.) Given a reachability
matri+, R, 1ts associated index set vector, D, the number of ele-
ments 1n R, n» rearrange R accordine to a levels partition
alaorithm. Leave this result in an output reachability matrisx, H,
and asscciated i1ndex set, E.

HIERIZHL . [Initialize.] CopPy R into H. %Set local vector F to zerno.
hi1,40) <===r{1+d)s flid <== 0y J=1:27e0erhs 1=1,25...9N.

HIERZHZ. [Initialize levels partition alacrithm.l nl <=— 0O, neap «<--
O, '

HIERCHZ. [(Beain ‘evels pPartition alasarithm.] nl <-— nl + 1, nel <—--
O,

HIERIZH4, (Find an element to pProacess.] 1 <-- 1.

HIERCLHS. [Ski1p pPast element row/column already Processed. ] If £01] =
1, then 9o ta step HIERLHI10Q.

HIERLC HA . [Initialize subset test.,] 1 == 1.
HIERLH7. [Teat to see 1t reachahble set i1s nat a subset of antecedent

set tor element #1.1 I+ rlisul 1 .ANL. rli»i1l = Qs then 9
to ster HIERCHI1O,

HIERC H=, [Loor on J.] 0 == o + 1. I+ J <= n, then 9¢ to step
' HIERIZH7. )
HIERCH>., [F111 up E.J nel =—-= pel + 1, elnear + nelld <—-- dlil, local
vector T, tlrnell <-- 1.
HIERILH1O, (Laoe aon 1,3 1 <—-—— 1 + 1, I 1 <= rny then 9a ta step
HIERLHS.
HIERCHLL. (Fraund all elemenrts orn this level.J neap <=~= neap + nel,

vector levels, levellnl] <~~~ nel.
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HIERCH1Z.

HIERCH13,

HIERCH14.
HIERCH1S,

HIERCH1&,
HIERCH17.
HIERCH1E.

HIERCH1%.

HIERCHZO.

., HIERCHZ21.

HIERCHZZ.

Y

HIERCHZ2,

HIERCH:4,

HIERCZHZS.

HIERCH24.

HIERCHZ7.

HIERCHZ=.
HIERZHZY,

HIERCH3O0.

(Initialize 1] 1 <~- 1,

[Identify a row/column to be zerced.] »x <-= tLily fIx] <--
1 [} ’

(Initialize zero oyt routine.l J C;- i.
[Zero out R.J hix,dl <=— 0, hCi,x] <== O.

[Loop on o) J €=— 4 + 1. If J <= n, “then so to ster
HIERCH1S.

(Loor on 1.1 i k-- i+ 1. If i <= nel, then a0 to step
HIERCH13.

[Have all elements been processed?) If near < n, then 8o ta-
ster HIERCH1Z. '

CInitialize i.3] i <-- 1.
[Initialize 4.3 4 <= 1.

[Lecate Prorer J subscript.] If elil = d[Jd, then sc¢ to
ster HIERCHZ3.

[LoaP on deed J €=—= J + 1, If J <= n, then sa tu step
HIERCH21.

4

CInitialize k.J k <—-—— 1.
. .
[Rearran?e rows of R and store result in H.) hliyk] ==
rCJi k], " N ~..
[Loar on ko) k <== k + 1. If k <= n: then sa to step”

HIERLHZ4.

(Loarp om 1.] 1 <-— 1 + 1, If i <= n, then oo to step
HIERCH20, '

[Capry H 1nto R.J rf1,41] ‘:,""" h[iv\j]v J=1$'27--.vl'l1

1-'-'11:'.',...,“- t
[Imitialize i.] 1 <-- 1.
(Initi1alize 4.1 4 <—— 1,

[Locate proper J subscriept.]) If el1] = dlJl, then ao to
ster HIERCH3Z2. '

o~




HIERCHE1,

HIERCHzZ,

HIE52H34.

HIERCHZS.

© HIERCHI6,

(Loor an Je1 4 == 4 + 1, 1¥ J
HIERCH3O.

(Initialice ko] k <-— 1.

(Rearranse columns of R and store in in H.J hlk,11 {—=

[Loor on k.l k C=— Kk + 1. If Kk <= n,

HIERCHZZ.,

[LocP an 1.3 i <== i + 1. If i => n.» then 20 to step

HIERCZHZ?.

oy E into Ly copy H inte R.J dli] <——— el1i],

hCi1>9vd> J=1,;‘,...,n, i=1.25.0.1 N

rCisdd <--




aIan

ISMS-SUBRDUTINE/FUNCTIUN NAME .

FUNCTION

USAGE

PARAMETERS N

. MATRIX
INDEX
" NLEVEL
LEVELS
( Y
t SYS
COMMON BLOOWC R =
. RECUIRED 13MZ ROUTINES

REDUIRED FORTRAN ROUTINES

4 ~

ALGORITHM EMPLOYED

Alaori1thm STAN

reacnability matrix, H, 1t

(Compute standard form matrix).

s

STAN

Converts an input hierarchial reachabi-
ity matrix into its standard form.

CALL STAN(N,MATRIX,» INDEX,»NLEVEL.LEVELS,
SYS)

InPut inteser scalar denotine the number
of elements in "MATRIX".

InPut hierarchial reachability matrix,
ocutput standard form matrix. This is
a losical two dimensional matrix with
dimensions "SYS" X "gYS",

Input/OUtPut vector of lenath "SYS" con-
tainina the "index set for.matrix,.

Input integer scalar denotine the number
of hierarchial levels in "MATRIX".

lenath "Syg!
aof elements aon

InPut inteser vector of
containing the number
each level.

LEVELS(I)

Number of elements an

level #I.

Input inteaer scalar used in FUORTRAN
DIMENSION statements.

None ~
SWITCH
None

The alecrithm emprloved i1s described
belows:

Given a hierarchial

associlateéd index set vector, V., the




number of elements in Hy, n, the number of hierarchial levels on H,
nlevel, and a vector containine the number of elements on each

level

STAN1L.

STANZ.
STANZ.
'STAN4.,

STANS .
STANG.

STAN7.
STANZ,
STANZ,
STAN1O,
STANL L.
STANL L.
STANL X,

G'TAN 1 4 L]
“TANL S,
-:'TAN 1 /:‘n

= TAN1 7.

v Ly comPute the standard form of H.

(Initialize.] end <-—- 0, i <-- 1.

(Continue to check to make sure a.i; non-cvcle elements are on
torp.] start <{~- end + 1, end <~ end + 1[i]

[Check to see if number of elements is two ar less.l (f 01
.LE. 2, then 9o to ster STANIZ. ’

(Find and ﬁove all nan-cvcle elements toséther on each level.]
i1 <-- start

LInitialize row check.] row <-- start, last {—- 0.

“fIniti1alize column check.]) col <-- start, nones <-- 0,

[(Count number of ones.] If hlrowscall = 1, then nanes <—- nan-
@s + 1,

(Lowe on coled col <== col + 1. If col .LE. end, then 9o toa
ster ZTAN7.

[(Check to-see 1f a switch should be pPerfarmed.) If nanes .LT.
last, then applv aloorithm SWITCH.

(Reset variable last.] If nones .GE. last, then set last < —-
nones,

[Locp on rmw;] row <== row + 1. If row .LE. end, then 9o to
stepr =STANG.

(Loap on 11.]‘ii == 11 + 1, If i1 .LE. end, then aa to
step STANS.,

Lo o 2,.] 1 <=-— 1 + 1, I+ 1 .LE.. nlevef, then 9o tao
‘atep STANZ.

[(Calculate variabtle rnminus.]) nminus <—-n - 1.
[Zet switch flaga to O.] swit <—-- 0.
(Imiti1alize 1.1 1 <-= 1, . ,

[Initi1alize J.] 1PlUs <= 1 + 1, 4 === 1pPlys,

j N
0\
+J
)




STANLR. (Check for ones above main diasonal.]) If hl{i,Ji) = O, then 9o
to ster STANZ21. ‘

STANI?. (Check to see if a switch is needed.] Jiminus C-; J - 1. If i
= Jdminus, then 90 to ster STAN2Z.

STAN20O, [AppPly aleorithm SWITCH to switch row and col J with row and
col J=-1.1 Armrly alsorithm SWITCH, Set swit <{-- 1, J =~ j =
1, then 9a to ster STANLD. '

STAN21. (Loorp on Juo1 J <= J + 1, If J .LE:. ns» then ao to step
STAN1 S,

STANZZ. [Loor on 1.1 i <=~ i : 1. If i .LE. nminus, then @0 to step
STAN17. '

STANZZ. [Check to see if any switchine was reauired.] If swit = 1,
"then a0 to stem STANLS,




SELIN

ISM3 SUBRDOUNNE/FUNCTION NAME - SKLTN

FUNCTION .. - Calculates the nonredundant adJjacency
" matrix (skeleton matrix) Qiven a con-
densation matrix.

UISAGE - ~ CALL SKLTN(N,MATRIX,SYS)

FARAMETERS : N - Input integer scalar denotins the number
’ of elements in "MATRIX".

MATRIX = Ineut/Output losical two dimensional
matrix of dimensions "SYS" X "“Sys'.
This is the inerut condensation matrix/
output skeleton matrix. :

Inprut inteaer scalar used in FORTRAN

&yYs -
DIMENSION statements.
COMMON BLOCKS . - None-
REQUIRED ISM3 ROLUTINES - None
REOUIRED FORTRAN ROUTINES -~ None
ALGORITHM EMFLOYED " - The alsorithm emploved is similar to the

cne described by R.K. Shvamasundar in
IEEE Transactions on Svstems, Man, and
Cvybernetics, Vol. SMC-2, No. 2,
Februarv, 1978, It is described
below. '

Alaar1thm SFLTN (Calculate the nonredundant adiacency matrix). Given
a condensation matrix, C» and the number of elements contained in L,
ny calculate the skeleton matrix.

SkLTNt.: (Initi1alize.] mminus <-- n 1, 1 <-- 2.

b LTNZ, (Initialize.] iminus <=— 1 - 1, J <-=- 1.

“h LTN S, (Lheck reachability of node 4 to node 1.1 If cliyid = O, then
ao to step SKLTN7.




SKLTN4,

SKLTNS.
- SKLTNé6.
SKLTN7.

SKLTN=.

[Initialize.] imlus <— i + 1, k <-— iplus.

(Add all nodes to row i that can be reached from node i.] If
¢lkr»did = 1. .AND.clk,1] = 1, then cl[k»,Jl = 0,

SKLTNS.

SKLTN3.

[Loom on i.) 1 <-—- 1 + 1, 1If i ,LE.
SKLTNZ.

n» then go to ster

iminus, then 90 to step

nminus, then g0 to step



-

SW1ICH

I5M5S SURROUTINE/FUNCTION NAME. SWITCH
FUNCTION Exchanses two rows and columns on a
binary martix. '
USAGE CALL SNITCH(N,MATRIX,INDEX,RUNsSYS)
FARAMETERS N Input integer scalar denctine the number
of elements in "MATRIX".
MATRIX Input/Output loeical two dimensional
matrix of dimensions n"gyst X "sys'.
INDEX InPut/Qutput vector of lensth "SYS" con-—
tainine the index set of "MATRIX"
sYs InPut inteoer scalar used in FORTRAN

COMMON BLOCKS

DIMENSION statements.

None
REQUIRED 15MS ROUTINES Nene .
REGUIRED FORTRAN ROUTINES None

ALGORITHM EMPLOYED

The alosorithm emeploved is described
below:

Alaorithm SWITCH (Exchanfe two rows and columns of a binary matrix),
Given a binarv matrix, M, its associated index set, R, the number of
elements 1n My ny and the number of a row and column to be switched,
sy switch row and column & with row and column s-—1.

SWITCHL. (Irmitialize.] other <= s = 1, 1 «<-= 1.

SWITIHL, {Switch rows.] temp <-— mls»1l, mlsyi) <-— mlother,il,
mlaother,1] <-— temp.
SWITCOHZ, (Lage on 1,] 1 -~ 1 + |, 1f i .LE. n» then 2o to step
’ SWITCHZ.
ltlu -~

\'




SWITCH4. [(Initialize.l i <-- 1.

SWITCHS. [Switch the columns.] temp <--mli,sl, mli,sl {-- mli.otherl,
mli>otherl <{-- teme. ' '

SWITCHG. [Looer on 1.1 1 <——= 1 + 1. 'IF i .LE. ny then 90 to step
SWITCHS.

SWITCH?. [Switch index set.) temr <-= rlsly risl <-~‘r[otherl, rlLo~-
therl <-- temp.

13;




ZEE

ISMS FUNCTION/SUBRRQUTINE NAME - ZER
FLNCTION ' - leros out a logical vector.
USAGE - CALL ZER(VECTUR,I,SYS)
]
FARAMETERS . VECTOR - Input/Output logical vector of lenath
"sys'",
I - Input inteser scalar denotirne startine
index of values to be retained in
"WECTOR".
SYS - Input inteser scalar used in FORTRAN
DIMENSION statements.
COMMON SLIOCKS ~ None
REQLUIRED 1SMS ROLITINES - None
REQUIRED FORTRAN ROUTINES - None
ALGORITHM EMPLQYED = The alacrithm emprloved is described

below:

Alaori1thm ZER (Zera out selected pPositicns on a loaical vector).
Givern a loaical vector, V, and the value of the first index af V
retain, 1, zero out the vector. '

oo
ZERl1. [Imitialize.] 1i «<=— 1 - 1, J == 1.

LERZ. (Zero out.] vIiy]l <-= 0.

to

LERZ. {(Loop on 3.1 J <=— J + 1. If J .LE. ii, then 2o to sterp ZERZ.

132




1a

ISMS SUBROUTINE/FUNCTION NAME

FUNCTION -

USAGE - -

PARAMETERS N -
MAT -
INDEX -
UNITNO -
READ -
SYS -
COMMON BLOCKS -
REQUIRED I5M32 RUUTINES -
REZLIIRED FORTRAN ROUTINES. -

ALGURITHM EMPLOYED -

10

Reads and writes ISMS informaticn on
disk- file.

CALL IO(N.MAT, INDEX,UNITNO,READ,SYS)

Input/Outmrut inteser scalar contains the
number of elements in "MAT".
]
Inrut/Outmut lomical two dimensional
matrix of dimensions "SYS" X "SYS".
This is the ISM binary matrix.

InPut/Outeput inteser vector of fensth
"3YS"., This is the index set vector
for "MAT".

Inmrut inteser scalar used.as unit number
in FORTRAN READ and WRITE statements
for disk file. -

Input loaical scalar used for determin-
ine if a read or write orPeration is
desired. :

READ = .TRUE. means a read oprperation
is reauested.

READ = .FALSE. means & write opera-
tion is requested.

Input inteser scalar used-in FORTRAN
DIMENSION statements.

Nane
None
None

The aloorithm emploved 1s described
below?

134




Alaorithm I0 (Read and write ISM informatiorm on disk file).
logical switch variable, r,

I01. [Deteﬂhxné if & read or wrlte orperation is desired.] If r
then ab to) step *103.
102, \

Alsorithm is compPlete.

I10%, [Read operaticon.) Rewind file.
Alaocrithm 1s comprlete.

Given a
read or write the IQM binary matrix,
index set, Kd number of elements.

A [wriée orperation.] Rewind file. Write n, MAT, and INLDEX.

Read rv» MAT>, and INDEX,

1,

31




ISMS SUBROUTINE/FUNCTION NAME -

FUNCTION -

USAGE 4 -

PARAME TERS: N -
MATRIX -

INDEX -~

- STAGES -
NSTAGE -

TTYOUT -

SYS -

COMMON BLOCKS -

REQUIRED ISMS ROUTINES -

REOUIRED FURTRAN ROUTINES -

o

DISPST

Prints a stagses formatted disrarh 9iven
an urper triansularized skeleton
matrix.

CALL DISPST(N,MATRIX, INDEX,STAGES,
NSTAGE. TTYOUT, SYS)

InPut inteser scalar emual to the number
of elements in "MATRIX".

InPut looical two dimensional matrix of
dimensions "SYS" X "SYS".. This is the
uPpPer triansularized skeleton matrix.

Inrut inteser vector of lensth "SYS"
containines the index set of "MATRIX".

Input inteser vector of lenath "SYS"
containines the number of elements on
each stasce. '

STAGES (1) = Number of elements on
stagse #I.

InPut inteser scalar eaual to the total
number of stases on "MATRIX".

Input inteser scalar used &s unit number
in FORTRAN WRITE statements directed
to interactive terminal.

InPut intewer scalar used in FORTRAN
.DIMENSION statements,

None
Mornie

130

None
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ALGORITHM EMPLOYED - The algorithm empPloved is described
below:? ‘

Algorithm DISFST (Print a stagses formatted disraph). Given the number

of elements currently in an upper trianesularized skeleton matrix, n,
the skeleton matrix, S, the index set fog S» T, a vector containing
the number of elemernts on each stase, R, and the total number of
stases, v, pPrint the stases formatted disrarph.

DISFET1. {Imitialize.] row <~-- 1, stame <-- 0, 1 «<-- 1,
DISPSTE. [Initialize this stase.] stase <-- stase + 1, row <-= row +
“rlstasel. Write out stase number on interactive terminal,

variable stage,

DISPST3. [Check to see if last stase is to be processed.] If stase =
vy then 90 to ster DISPSTIS.

DISPSTS. {Initialize element search.] count <-- 0, istart <-—- i + 1,
J «<—— 1start. : :

ODISFSTS. (Find all elements that element #i reaches.l 1+ sCi»Jdl = Qs
then so to stee DISPSTY.

DISPSTE. [Found one, keerp a record of it.] count <{—-— counf + 1, fil1
1ocal vector LIST, 1Lcountl] <-- tLJ].

LI=F3T7. [Loaor on J4.] 4 <= o + 1, If o .LE. n. then 8¢ to step
DISFSTS.

ODISPTa, [Srpeci1al printina routine for elements with no reachability
set.] If count = O, then 9o to ster DISF3IT13,

OICRSTS, (A1)l done pProcessing element #i, print on terminal.l Write,
out on 1nteractive terminal, t0{i1ily YLk]y k=1,2,...ycount.

DISPSTLO, CIncrement 1.1 1 <== 1 + 1,

DI=PSTLL. (Finished with aloorithm?] If 1 .GT. n, then alsorithm is
~amplete.

DISP=TLZ. [Finished with this stase?] If 1 = row, themn 90 to step
DISPST2, else 80 to ster DISPSTZ.

DISPSTL 3. [Process last stagse elements.] Write out on interactive
terminal tLi1l, then @90 to sterp DISPSTIO.

)
)




EINOIT

ISMS SUBROUTINE/FUNCTION NAME - FINDIT

FLINCTION - DNetermines if two elememts are contained.®
in the index set of a matrix. .

UZAGE . - CALL FINDIT(NsN1,N2,S51,52, INDEX, FUUNDla \
FOUND2, SYS)

FARAMETERS N - Input inteser scalar denotins number of

elements contained in "INDEX".

N1 - InPut inteser scalar eaual to the first
element number to be found.

N2 - InpPut inteser scalar equal to the second
element number to be found.

=1 - Output inteoer scalar which is set eéUal
to the subscript of "INDEX" that "NiI"
is found. '

S2 - Qutput integer scalar which is 'set equal f
te the subscriept of "INDEX" that "N2"
is found.

INDEX = InpPut inteser vector of lenoath “qY“"
Thié& is an index set vector faor a
matrix.

FOLUNDT - Duteput loaical 'scalar set to .true. if
"N1" was found, set to .false. '
atherwise.

FOUND2 - Output logical scalar set to .true. -if
"N2" was found, set to .false.
' ' otherwise. '

SYS -~ Ineut intewer scalar used in FORTRAN
DIMENSION statgments.
COMMON BLOCK S - None

13y




1 - /" "?’ — P
REQUIRED I:SMS ROLTINES = Norne
REQUIRED FURTRAN ROUTINES =~ None
ALGORITHM EMFLOYED - The algori”hm emploved is described
. below:

Alearithm FINDIT (Find the subscript values for two elements in anvy
index» set vector). Given two element numbers to be found, nil and
nd, .the humber of elemernts in a fiven index set, n,» the index set
vector, I, find the vector index for each, sl and sZ, and set a lo=s-
ical variable for each, f1 and 2. if found. .

FINDITI. [Initialize.l f1 <{--*0, f2 {~- 0, s8] <~= 0, 82 <= O, J «--
1. :

FINDIITZ. [Search.] If nl = ilJ)y then set sl <-— J. If n2 <~— 10JJ,»
then set sz <-- J. N

FINDIT3. (Leop on Jo1 J <= J + 1. I+ J .LE. ry then 2o to ster
FINDITZ. o .

FINDITA, [Set looical wvariables.] If si.at. Qs then set Fi D I
If s2 .GT. Q, Yhen et f2 <-- 1.

0




DIGSIG

ISMS SUBRQUTINE/FUNCTION NAME

FUNCTICN

USAGE

PARAMETERS N
MATRIX
INDEX

TTYOUT

SYS

COMMON BLOCKS

REQUIRED I<SMS ROUTINES

REQUIRED FORTRAN ROUTINES

ALOORITHM EMPLOYED

/

DIGSTG

Disrlays & staves formatted diesrash from
a 9iven reachability matrix.

CALL DIGSTG(N,MATRIX, INDEX,TTYOUT,SYS)

Input inteser scalar denoting the number
of elements in "MATRIX".

Input lomsical two dimensional matrix of
dimensions "SYS" X "SYS". This is the
input reachability matrix. :

Input integer vector of lensth "3YS",
This is the index set for "MATRIX".

InPut inteoer scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

Input inteser scolar used in FORTRAN
DIMENSION statements.

None

HIERCH, STAN, SWITCH, CONDE,ELIM, SKLTN»
DISPST

None

The alagorithm emploved 1is described
below:

Alaari1thm DIGSTG (Diselay the disraeh of a reachability matrix in a
cstames format). GCiven a reachability matrix, Ry its asscociated
index set, X, and the number of elements in Ry n» disrlay the

disraprh 1n a stases format.

DISSTOL. {(Check for error condition.] If n .GT. O, thcon 920 to step

DIGSTGS.

13,




DIGSTGL. (Write out error messase.) Write error to interactive ter-
minal arnd then algorithm is complete,

DIGSTGR, C(Initialize.d i <—— 1.

DIGSTG4E. (Initi1alize.) 4 <-- 1,

DIGSTGS. (Transpose inPut reachability matrix.] Set local losical
matrix, [. t0i1,0] <-— rlJ-11.

DIGSTG&. CLoop on 4.1 4 <=— 4 + 1. 1f J .LE. n, then 3o to step
DIGSTUS.

DIGSTG7. [loap on 1.3 i <—— i + 1. Ifi .LE. n then g0 to step
DILSTGA.

¢

DIGSTGR. (Copy T anto Red rlisdd <== tLiyd)s J=1+2s.009s

1=1121|-.1r|-

DIGSTGY. ClLevels partition T.31 Apply Aleorithm HIERCH.

DIGSTGIO; (Put T intoe standard form.) APPly Algorithm STAN.
DIGETO11,  [Compute condensation matrix of T.j Apply Alaarithm CONLDE.
DISSTGIZ. [Caleculate skeleton matrix of T.1.-Apply Alecrithm SKLTN.
DIGSTO12,  [Initialize.d 1 <-= 1.

DIGETR14.  (laitialize.] J <-— 1.

1. LTranspose T, leave result an RoJ rlisg) <-— tli,il.

D

(L

DL

DIGST

(e}

A

DIGSTOL4A, (Loap an J.]) 4 <== J + 1. I+ o .LE. ny then ao to step
OIGSTGLS,

DIGSTIHNL7. (Loaor on 1.] 1 <~-— 1 + 1, If 1 .LE. n» then 8o to ster
DIGLETGLG.

DIDETOlSL [(Frint out staaes diorarh.] Aprply Alaorithm DISPST.




ELCONT

ISMS SUBROUTINE/FUNCTION NAME

FUNCTION
USAGE
- PARAMETERS : ’ N
~ REA t -
\INDEX
TTYIN
TTYOUT
SY&

COMMON BLOCKS

REDLUIRED ISMS ROUTINES

REGLIRED FORTRAN ROUTINES'

ALGORITHM EMPLOYED

Alacrithm ELCONT (Contract two adiacent elements on different levels
or stages), Given a reachability matrix, R, its associated index

ELCONT

Performs the elementary contraction
Process.

CALL ELCONT(N,REA, INDEX,» TTYIN, TTYQUT,
svYs)

Input/Qutrut inteser scalar eaual .to the
number of elements in "REA". |

Inrut/Outpeut Iosiial two dihensional
matrix of dimensions "3YS" X "Sys",

Input/Output inteser vector of lenath
"SYS" containine the index set of
"REA". )

Input inteser scalar used as unit number: ™
in FORTRAN READ statements directed to
interactive terminal.

»

Input integser scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.,

Input integer scalar used in FORTRAN
DIMENSION statements.

None

GETNUM, FINDIT,HIERCH, STAN, SWITCH, CONDE, -
ELIM, SKLTN» COMBIN, TRNCLS, IO

None

The algorithm emrPrloved is described
belqw:

11,




set vectors, T, and the number of elements in Ry ns ask the user for
two elements and perform the elementary contraction Process.

ELCONT1. [Accert twe number from interactive terminal.] Apply
Alasaorithm GETNUM.

ELCONT2.  [Check to see if numbers are zero.] If u = 0 or v = 0, then
' aleorithm is complete., .

ELCUNTS. ICheck to see 1f numbers are in index set.] Arply Alsorithn
FINDIT. If u and/or v are/is not found,. then write aPPropri-

ate error messase on interactive terminal and then so to ster
ELCONT1.

ELCONT4. [3et nn.] nn <-— n.

ELCONTS. [Calculate non—-redundant adiacency matrix for “"REA".] Applv:
Alscrithm HIERCH, Alaorithm STAN, Alesorithm CONDE. Alsorithm
SKLTN. Fill upr local vector Z with index set of non-
redundant adjacency matrix and local matrix A with matrix.

ELCONT&. [Check to see if u and v are adjacent.] APPlY Alsorithm FIN-
DIT in order to obtain the row and column subscripts for u

and vs 1U» 1iV. I€ v and v are faound on A and aliusivl] = 1,
then 2o to step ELCONTS.

ELCONT7. [Element 1 1is not adjacent to element v.]) Write appropriate
error message on interactive terminal and then =g to step
ELCONTL.

ELCONTZ. " [Acceprt new index value from interactive terminal for con-
tracted elements.] Apprlv Alaorithm GETNUM. If newnam = O,
then the alsorithm is complete. '

ELCONTY, (Check to see if newnam is already in index set.) Applvy
CAlacrithm FINDIT. I1f newrnam 1s already used, then write
arpPropriate error messa9e on interactive terminal and then aao
to sterp ELCONTS.

ELCONTLO, [Combine elements 1 and v and use newnam as index value.)
Apprly Algaorithm COMBIN.

ELCONTLL. (Calculate reachability of new element.] Apply Alaorithm
TRNCLS, :

ELLONTLIZ,  [Update permanent file with new matrix.] Applw Algorithm IN
and then 20 to step ELCONTL. '




CanNDE

ISMS SUBROUTINE/FUNCTION NAME

FUNCTION

SAGE

PARAMETERS N
MATRIX
INDEX

.LEVELS

TTYQUT
TYPE

CONDE

Computes the condensation matrix of a
9iven standard form matrix.

CALL CONDE(N:MATRIX,INDEX,LEVéLS,TTYOUT,
TYPE,SYS)

InPut/Outrut integer scalar denoting the
number of elements in the ineput stan-
dard form matrix/number of elements in
the outrput condensation matrix.

Input/Output logical two dimensional
matrix of dimensions "SYS" X "“S§Y§".
This is the inPut standard form

- matrix/outrPut condensation matrix.

Input/OutpPut inteser vector of lenath
"SYS". This is the index set of the
input standard form matrix/outrput con-
densation matrix.

Input/OutpPut inteser vector of lensth
"SYS". This vector contains the numb-
err of . elements on each level of the
inPrut standard form matrix/outrput con-
densation matrix. .

Input inteser scalar used as unit pumber
in FORTRAN WRITE statements directed
to interactive terminal,

Input looical scalar used to determine-
1f the printing of cvycles at the
interactive terminal is to be
Performed.

TYPE = . TRUE. means pPrint cvycles.
TYPE = .FALSE. means not to print
cycles.
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Inrut inteser scalar used in FORTRAN

= : DIMENSION statements.
- COMMON BLOCKS : = None |
REQUIRED ISMS ROUTINES - ELIM
REQIIRED FURTRAN ROUTINES -~ None
ALGORITHM EMPLOYED : - Thg ?lsorithm emprloved 1s described
' elowt

Alaorithm CONDE (Compute the condensation matri» of a siven standard
form matrix.) Given a standard form matrix, &, its associated index
set vector, R» the rniumber of elements in S» ny» a vector with the
number of elements on each level on S, L, and a variable that tells
whether or not to pPrint the cvycles, by reduce all cvcle sets to a
sinale pProxy element by eliminatine elements to finally vield the

condensation matrix.
CONDE1. Clnitialize i.] i <—— 1.

CUONDEZ. (Initialize.) count <-- 1, J <-— 1 + 1, local scratch vectar
Ty, tL1]) <=~ [ 1.

CONDE X, [(Check for a bne above main diagscnal (cvecled).) If sliyil = 0,
"~ then 90 to step CONDELL. '

CONDES. [Put found cvcle element in erint out list and eliminate from
matrix<.) count <-- count + 1, tlcountl <= rlJl, arpPlvy
alosaorithm ELIM. :

CONDES. [Initi1alize.] pPositn <=~ 0, 11 <—-- 1.

CONDEA. ([Find proper element to chanae in L.) paositn <—— positn +
101]. If positn .GE. J» then 90 ta sterp CONDES,

SONDE? . (Loop o 11.] i1 <——= 11 + 1. If i1 .LE. ny then go td step
CONDEG, '

CIONDE®=, tReduce number of elements on level where an element was
- eliminated.) 1C0ii) <-- 1011 - 1.

CONDE>, (Ary more elements in this cvycle set?) If sliril = 1 JAND. J
LLE. n, then 9o to ster CONDEA4,
= |, then

CONDELO. CWrite cwcle cut to interactive terminal.l If b
write out tLi11], 111=1,2y...rCcaunt. ‘
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CONDE11. ([Loom on i.3 i <-~ i + 1. If i .LT. n, then ¢ to step
CONDE2.




GEINUM

“ISMS SUBROUTINE/FUNCTION NAME GETNUM

FUNCTION - Reads n unsianed inteaers from an
interactive terminal in a free format.

P
LISAGE = CALL GETNUM(ARRAY N, TTYIN, TTYOQUT)
FARAMETERS ARRAY = QutPut inteaer vector of lenath "N".

This vecter contains the number as
read from the terminal
ARRAY(1) = First number, etc.

N = Input inteaer equal to the number of
intesers to be read.

TTYIN - InPut inteoer scalar used as upit number
in FORTRAN READ statements directed to
interactive terminal.

TTYOUT - Ineput integer scalar used'as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

COMMON BLOCKS - None
REQUIRED I=MS ROUTINE = Nane
REDUIRED FUORTRAN ROUTINES - Neane
ALGIRITHM EMPLOYED - The alsorithm emPlaoved is described

below:
Alaarithm GETNUM (Read "n" unsianed intesers in a free format). Given
the vectar to store the inteaers, A, the number of intesers to read,
rny, read "n" unsianed inteaers from the interactive terminal.

CETNLLML . [Read in strine from terminal.] Read.into local vector R.

NETNLIMZ. (Inmiti1alize.] 1 <==n, @all1]) <== Oy power <—=-= Qy 1 <{=~-1,
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GETNUMS. {Search backwards throush strine lookine for deliminters.] P

¢-- 81 - 1. If blfk) = blank or a comma» then so to step
GETNUMY .

GETNUM4. [Initialize.] J <-- 1, ii <~—J - 1.

GETNUMS, [Check asainst holerith constant vector (nums).J] If blk]
.NE. numsf{Jls then @0 to steP‘GETNUM7.

GETNUM6. [Construct integser.] al1) <—- all) + (ii # (10%*power)),
power <=~ power + 1, then 3o to ster GETNUM1Z.

GETNUM?7. [Loor on JuJ J <—— J + 1, If J .LE. 10, then 2¢ to step
GETNUMS.

GETNU, 18, [Character found was not numeric.) Write error messase and
thern 90 to ster GETNUML.

GETNUM?.‘ [Check for end of number.) If all1) = O, then 90 to step
‘ GETNUM1 2.
\

GETNUM10. [Decrement 1 and check for completion.l 1 <{-- 1 - 1, I£1
= 0O, then 90 to ster GETNUML3.

SETNUMI1l. (Initialize.]) all1) <-- O, power <-- 0.

CETNUM1Z2., [Loop on 1.] 1 <~- 1 + 1, If 1 .LE. 80, then 20 to ster
GETNUM3.

GETNUMI3. ([Initialize.) i <~—= 1,

GETNUM14. [Check masnitude of each number.] If alil) .GT. 99999, then.
‘ an to step GETNUMILG.

GETNLIMLS, [Loor on.) 1 <-- 1 + 1, I# 1 .LE. n» then 20 to step GET-
NUM14., Otherwise, alsorithm is complete. '

GETNUMiA.  [Numbers too laree.) Write out error messase and then ao to
ster GETNUMIL, :
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ISMS SUBROUTINE/FUNCTION NAME

FLUNCTION

LISAGE

FPARAMETERS N
REA -
INDEX
Iu

¢

IV
NEWNAM
[YS

CIOMMON BLOCE =

REQUIRED ISM3 ROLTINES

-t

RECUIRED FORTRAN ROUTINES

COMBIN

COMBIN . .

Combines two rows and columns in a
reachability matrix.

CALL COMEINC(N,REA» INDEX, IU, IV, NEWNAM,
sysy

Input/Quteut 1nteaer scalaf eaual to the
numbher of elements in "REA".

- ImpPut/0utput losical two dimensional

matrix of dimensions "SYS" X "&ys",
This is the arsument reachability
matrix.

Input/Qutput inteaer vector of lensth
"SY3S" containine the index set of
n REA " .

InPut inteser scalar equal to the row/
column subscript of the first eclements
to be combined.

Input integer scalar esual to the row/
column subscripPt of the second element
to be combined.

InPut inteser scalar equal to the intea—
er to be used in the index set. for the
comhined elements.

Input inteser scalapr uysed in FORTRAN
DIMENSION statements.

None

ELIM

Nane




ALGORITHM EMPLOYED - The algorithm emploved is described
below: : ’ ' ‘

Alaorithm COMBIN (Rerlace row and column iv with the boolean sum of
row and column iu and iv). Given the number of elements in a
reachabllity matrix, n, the reachability matrix, R, its associated
1index set vector, T, the two row/column indices to combine» iu and
ivy and the value to be remlaced in the index set for the combined
element, newnam, combine iu and iv via boolean sum method and
replaced index name with newnam. ‘

COMBINI. [Initialize.]l i <-- 1.

COMEINZ2. [Replace row iv with boolean sum of rows iu and iv.] rliv.i]
{== rliv-1) .OR. rlivril.

COMEIN3. [(Rerlace column iv with booclean sum of columns iu and iv.]
rCiriv] <-- plisivul) .OR. rCi,iv].

COMBIN4. T[Loop on i.]J i <-~ 1 + 1., If i .LE. n»> then sc to ster
COMBINZ.

COMBINS, [(Replace iv’s index with newnam.] tCiv] <-- newnam.

CUMBINA., [(Erase rocws column, and index for iu.) AppPly Alscorithm ELIM.




ISM3 SUBROUTINE/FUNCTION NAME

FUNCTION

LISAGE

PARAMETERS EL1
ELZ
TTYQUT
QRTYFE
TXTWDE

COMMION RLOCK S FTEXT

See the descraptirion under

REJUIRED ISMS ROLTINES
REDLIIRED FORTRAN RIOLITINES

ALGURITHM EMPLOYED

subroutine BORDER for

—
-

QUEST

Displays the aueries used during an
embedding session with ISM.

CALL GQUEST(EL1,ELZ, TTYOQUT,QTYPE, TXTWDS)

Input inteser scalar which is equal to
the index value of the first element
to be displaved. '

Input inteser scalar which is equal to
the index value of the second e¢lement
to be displaved.

Input integer scalar used as unit number
ion FORTRAN WRITE statements directed
ta interactive terminal,

Input integer scalar used to determine
if full text or svymbolic vwueries
QTYPE = .TRUE. means that symbolic

queries will be. used.

.FALSE. means that full

queries will be used.

GTYPE

text

Input integer scalar which is equal to

the number of machine words required
te hald 600 displawv code characters
plus 10. ‘

Named inteser commen bleock
"FTEXT" Parameters
None

Nane

The alaarithm emploved is described

below!
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Alacrithm QUEST (Displav the ISM queries-in either full text or svym-

bolic formatsy. Given the index values of each element to be dis-
\ plaved, el and e2; a switch variable which determines what tvepe of
queries to uses, a9, and a common block filled with the introductory,
relational, and qualifvira pPhrases, display the Auervy.
OUESTL. [Determine query tvpe to be Presented.]) 1f a = 1, then 'a¢ to
ster QUESTIZ.
QUE=TZ, [Calculate direct access fije offset.] il {~— el + 4, 12 <--
‘= el + 4,
@UEST$.' [Read elemen 4’ text file and Pput in common block.) Read
v .record 11 and¥Wlace in "L1". Read record i2 and place in
HL2H.
QUEST4., C([Initialize.) offset <=— 0, i <=~ 1.
QUESTS. C(Initialize.] il €<== Oy i2 <== 0, J <=—- 1, )
HUES 4, [(Check lenath indicator.) (NOTE: a local vector, B, is equi-
valenced to the common block.) 1f blJ + offsetl = 0O, then 9o
ta step GQLIERTY.
CGRIJESTT. [ComPute lenath ond location of erint line.) lensth <—— blJ +
offsetl, 11 <-— 12 + 1, 12 <-- i1l + lengsth —- 1.
GUESYE., [Print line of interactive terminal.] Write out blc + offset
+ 1(:)3’ ‘:=i11nl‘!i2-
CHIE=ST>, [Looe on 0.1 J0 <= J + 1. I1f J .LE. 10, then 9a¢ to cstep
GUESTEG.
GUE=TL10, [llpdate offset intoe common block.] «ffset <—— offset +
tetwds.,
CHIE=TL L. [Loge on 1.) 1 <-— 1 + 1, If i .LE. 5, then sa to step
DUEZTS,., Otherwise alsorithm is complete.
DESTL 2. [(Fresent svmbolic (numeric) Queries.) Write out el1, eZ.
15




ISMS SUBRODUTINE/FUNCTION NAME

FUNETiDN

- USAGE

PARAMETER:S:
MATRIX

INDEX

DELETE

7
<
(Y]

COMMION BLUOC K

REOUIRED I=Mz ROUTINT

REDJIRED FURTRAN RUILTINES
ALLORITHM EMFLOYED
Alaari1thm ELIM

ment matr1' -,
alements 1n

M,

M, n,» and the

and velumn d on M and shift the matrisx ue and ta the

af bland row anmnd column.

(Eliminate an
1ts assaciated 1ndex

ELIM

ELIM

Eliminates an element from a aiven
bimary matrix.

-

CALL ELIM(N,MATRIX. INDEX,DELETE,SYS,)

Input/Qutput inteser scalar denatins the
number of elements in the arsaument
matrix.

Input/Cutput lTeaical twa dimensional
matrix of dimensians "SY3S" X "SyI',
This is the matrix to ke operated on.

Input/Output inteaser vector of lensth
"SY3". Thicg is the index set of
"MATRIX".

Input inteaer scalar denatina the 'Jb°
script of the row and column of the
element to be eliminated.

Input inteser scalar used in FORTRAN
ODIMENSION statements. ‘

- None
None
None

The alsarithm emploved 1s described

below:

Given an argu-
set vector, R, the number of
row and column to eliminate, d, remave row
left to get rid

element from a matris).




ELIML.,
ELIMZ.

ELIMS.
ELIMSG.

ELIMS.
ELIMG.

ELIM7.

ELIMZ.
ELIMY,

ELIMLO.
ELIMLL.
ELIMLZ.

ELIML1Z.

ELIM14.

(Initialize.] rminus <~=n - 1.

-

(Check to see if row and column to be deleted is last logical
position on M. If d .EG. n, then 90 to ster ELIMIG.

(Initialize rowl.]) rowl <-- d.
(Initialize col.]) row2 <—— row! + 1, col <-—- 1,

[Move all columns below "d" over hv 1.1 mlrowl,coll <--
mlrow2Z,cull,

[Leor on caled col == col + 1. I1f col .LE. n» then 9o to
sterp ELIMS.

(Initialize row.l riow <-—- 1.

(Move all rows below:"d" ue by 1.1 mlrowsrowl] <—--
mlrow, rowzl.

(Loore on roweld row <-— row + 1, If row .LE. ns then 2o to
step ELIM2.

[lLoor on rowed row!l <-— rowl + 1, then g¢ to ster ELIM4.
(Inmitialize rowl.] rowl <-- d.
(Fix uP index set.] rowz2 <-= rowl + 1, rlrowld] <-= rlrowz2l.

(Loop on rowl.] rowl <--— rowl+ 1. 1f rouwl .LE. nminus, then
an to step ELIMIZ. '

[Set n to reftlect deleted element.l n <<~ n - 1.




ADDEL

ISMS SUBRRAQUTINE/FUNCTION NAME -~ ADDEL
FUNCTION ~ Adds elements to a reachability matrix.

LIZAGE ' - CALL ADDEL (N, MATRIX, INDEX, TTYIN, TTYQUT,

PARAMETERS N "= Input/QutPut inteaer scalar indicatins'
- number of elements currently on
"MATRIX".

MATRIX InPut/Cuteut logsical twoe dimensiconal
. matrix of dimensions "3Y3I" X "3SYs“,
This is the binarvy reachability matrix

that elements will be added to.

INDEX - Input/QOutput inteser vector of lensth
: "SYS" containine the index set of
"MATRIX".

TTYIN =~ Input inteser scalar used as wunit number
in FORTRAN READ statements directed to

interactive terminal.

InPut inteser scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

TTYOUT

wYE - Input intewaer scalar used in FORTRAN
NDIMENSION statements.

COMMION BLOCK S ~ None
REDIIRED I3M: ROUTINES - GETNUM, FINDIT .
REDUIRED FORTRAN ROLUTINES - None

ALGORITHM EMFPLIIYELD ~ The alsorithm emploved 15 described
: belows

Alaor 1thm ADDEL (Adds elements tuv a reachability matrix). Given the
rumber of elements currently in a reachability matrix, n, the

'Iiii o




reachability matrix, R, and its associated index set vector, T,
.- acceprt and add element numbers from interactive terminal,

ADDEL1. (Make sure memory limits are not exceeded.] If n .GE. SYS,
then write error messase and then alsorithm is complete. -

ADDEL 2. [Accert element number to be added.] Apely Alaorithm GETNUM
to set nl. If nl = O, then algorithm is complete.

'ADDEL3. ([Make sure that nl does not already exist in index set.l App-
"1y Alsorithm FINDIT. If nl alreadv exists, then write out
error messase and then 9o to ster ADDELZ.

ADDEL4. [(Add element.] n <-—=n + 1, tlnl <-= nly rliynl = 0y rln,jl =
Y0y d=1,2y...9n. Set rlnynl = 1 and then 20 to step ADDELI.




ISMS SUBROUTINE/FUNCTION NAME - FOOL
"
FIUNCTION ' - Combines two elements on the same level
or stase that are not connected.

LISAGE - CALL POOL(N,REA, INDEX,TTYIN, TTYQUT,3YS)
. \ '
FARAMETERS N " - InpPut/Output inteser scalar eaual ta the
number of elements in "REA".

REA - Input/Qutput logical twe dimensiocnal
matrix of dimensions "SYS" X "SY3".

INDEX - Input/Cuteput inteser vector of leéenath
"SYS" that contains the index set of
“REA“ .

. TTYIN - InPut inteoer scalar used as unit number
in FORTRAN READ statements directed to
interactive terminal.

TTYOUT - InPut integser scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

SYys - Input inteser scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCES - None
REQLUIRED IaMa ROUTINES - GETNUM,FINDIT.HIERCH, COMEBIN, TRNCLS
REGLIIRED FOURTRAN RUOUTINE: - None
ALDORITHM EMPLOYED - The aleorithm emploved is described

below?

Alaarithm FOOL (Combines two elements on the =ame level or stase).
liivern a reachability matrix, R, 1ts associated index set vector, T,
and the number of elements in Ry n», ask the user for twoe elements
and perform the Pocline Process.

| SN
r
-
£n




POOLL.

POOL. 2

PQOLA4.

FOOLS.

POOLT.

POOLS,

FOoLY.

CFOOLLO.

POOLLL.

CPOOLLZ.

FOaL L S

FOoL14.

FodL1s,

Froatlé,

[Acceprt two elements from 1nterac*1ve terminal.l ArpPlv
Alsorithm GETNUM. '

(Check 1f numbers are zero.l If u= 0 ¢r v = Q, then alesorithm
1s complete.

(Check 1¥ numbers are in index set.] APPIY Algorithm FINDIT.
If u and/or v are/is naot found, then write apepropriate error:
messase and then 3o to sterp POCLYL.

[Initialize.]l stagses <~- 0.

[Calcdlate the number of elements on each level of "REA".]
Aprply Alaorithm HIERCH to fil11 up local vector L and H.

[Initialize.] f1 <= O, 2 <-- 0O, start <-— 1, i <{-- 1.
[Initi1alize.] end <—- start +1[i] - 1, J <-— start.

(Determine 1¢ U and v are on same level «. stase.] If h(J] =
u, then 1 {== 1. If hL{J] = v, then f2 <—— 1.

[Loop on .1 J <=— J + 1. If Jj .LE. end» then 9¢ ta step
FOOLZ.

[(Check 1f u and v are on same level or stase.] If f1 = 1 and
f2 = 1, then 9o to step PUDL;?.

[(Check 1f either u or v was found on this level or stase.] If
fl =1 or f2 = 1, then 9o to ster FPOOLL3. :

(Chech pext level.] start <-— end + 1, i <-— 1 + {. If i
.LE. number of levels or stases then 9o to step FOUL7Y.

[(Not on same level, see if on same stages.] If stagses = 1,
tt 2n 90 to stee POOLIR,

(Transpose R to obtain number of elements on each stase.] Set
local matrix Zy 203+J0) <== rldry1l)y 1=13270aarny J=1+22v ..M.

(Cory trancsposed matris inte R.) rlird) <—= 201+J)y 1=132r .00

y Ny J=1,2v..-vl'l-

[(Calculate number of elements an each stage of "REA".] Apply
Alanrithm HIERCH to f111'up local vectors L and M,

15,




FPONLLY.

FooLts,

FOOL 1%,
FOOL 20,
FooLzi.

FoaoL 2,

PQOL 22,

POL24,

[(TransPuse amaln in order to set back original matri«.) rli,

41 == z0151)y im0 2%, 000N J=1929.4..90n. Set stases, stases
<==.0, then =0 to ster POOLS. ' .

(Pooline error message, not on same level or stase.) Write
arpPropPrlate error messase to interactive terminal and then so
to stere FOOL1.

(Determine row and column subscripts for u and v an "REA".]
Arrly Alaaorithm FINDIT to set variables iu and iv.

LAccert 1ndex set name for rocoled elements from interactive
terminal.) Apply Al=orithm GETNUM to get newnam.

[Check to see 1f newnam is zero.l If newnam = O, then
alsorithm 18 complete.

[(Check to see if newnam is already in index set.] Aprly
Alaarithm FINDIT. I¥ newnam is already in index set, then
write arprorriate error messase on interactive terminal and
then 9o to step PODLZ20,

{(Combine elements u and v and use newnam as index in index
set.] Rrprly Alaaorithm COMBIN.

(Calculate reachability of new element.] APP]Y Alaorithm
TRNZLS and ther 20 to step FOUOLL.




ERENGE

ISMS SUBROUTINE/FUNCTION NAME

FUNCTION

LISAGE

FARAMETER: N -
REA
INDEX
TTYIN
TTYQUT
Sys

COMMION BLCCKS

RECITRED ISM5 ROLITINES

RECGUIRED. FORTRAN ROUTINES

ALIRKTITHM EMFLOYED

EREDGE

_Erases an edge¢ from the minimum edse

digrarh.

CALL EREDGE(N,REA, INDEX, TTYIN, TTYQLIT,
SYS)

Input in¥eser scalar indicatine the
number of elements currently in "REAR".

Input/Quteut looical two dimensional
matrix of dimensions "SYS" X "SYS",
This 1s the binary reachability matrix
containine the minimum edoe dierarh.

Input inteser vector of lenath "SYS"
containine the index set for "REA".

InpPut inteser scalar used as unit number
in FORTRAN READ statements directed to
interactive terminal.

Input inteoer scalar used as unit number °

in FORTRAN WRITE statements directed
“to interacti%g terminal.

Inrut inteaer scalar used in FUORTRAN
NIMENSIGN statements.

None

GEINUM, FINDIT,HIERCH, STAN, SWITCH, CONDE, -
ELIM, SKLTN, TRNCL:S, IO

None

The alacrithm emPloved 1s described
helows

Alacri1thm EREDGE (Erase an edae on the minimum edae disrarh). Given
the rumber of elements currently in a reachability matrix, n, the
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reachability matrix containing the minimum edae disrarh, R, and its
asscociated index set vector, T, accept edoes to be eliminated from
interactive user.

¥

,EREDGELl. ([Accept edoe to be eliminated.] Apply Alsorithm GETNUM to
et nl and nZ.

EREDGEZ. [See if termination is requested.) If nl = O aor n2 = 0, then
algarithm 1s comrlete.

EREDGE 3. {Check to see 1f nl and n2 are in system index set.]l APPlY
Alaorithm FINDIT. If nl and/or n2 are/is not in svystem index

set, then issue apPpropriate error message and then 2o to step
EREDGEL.

EREDGEA4. (Check to see if nl and n2? are members of a cvcle.] If rlii,
Jil =1 and rldJ»ii) = 1, issue error message and then 9o to
step EREDGEL. ’

EREDGES. (Calculate non/redundant adjacency matrix for R.J ApPpPly
Alaaorithms HIERCH, STAN, CONDE, SKLTN.

EREDGEL. (Check to see if mnl and nZ are on minimum edae disraph.]
Aprplv Alaarithm FINDIT. If nl and/or n2 are/is not on mini-—-
mum edae disraph, then issue apPpropriate error messase and

then a¢ to step EREDGEL.

EREDNE?T. (Check to see if edae from ni to n2 exists on minimum edae
digrarh.) If rfii,Jdd = O, then issue error messase and then
as to sterp EREDGEL.

ERELILES, (Obtain index positions of nl and n2 om R.J ApPly Alaarithm
FINDIT.

EREDGE™. (Imiti1alize.) 1 <—— 1,

EREDGE 10, (Check to see if 1 is noet a member of the antecedent set of
nl.] If rCl1,ii) = O, then 2o to step EREDGE14.

EREDGELL. (Irmrtr1alizesd k <—— 1.

ERELNSELZ. [Cheeck to see if k is not a member of the reachability set
ot n2.) I1¢ rCiisk]) = 0, then ao to step ERENGEL1SZ, else¢ set
rCY1sk] (== 0 '

ERELNE!L 3. (Lonp on ko] k ==k + 1., If k ,LE. rny, then ao to ster
EREDOEL L.
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EREDGE 14, {Loorp on 1.1 1 <~~~ 1 + 1. If 1 .LE. n» then aa to step
EREDGE10.

EREDGE1S. [Calculate reachability.] Apply Alsaorithm TRNCLS.

EREDGE164. [Urpdate rPermanent #i]e.] Apply Algorithm I0 and then 9¢ to
ster EREDGE]L. .
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ADEDGE

ISMS SUBROUTINE/FUNCTION NAME - ADEDGE

FUNCTION - Adds edoes on the minimum edoe diararh.
USAGE . - CALL ADEDGE (N,REA, INDEX, TTYIN, TTYOUT,
o SYS)
PARAMETERS: N - InpPut/OutpPut inteaer ecalar indicatine
the umber of elements currently on
IIREA " o
REA = InPut/Qutrput loaical two dimensionaf

matrix of dimensions "SYS" X "SY3". .
This is the reachability matrix con—
tainine the minimum edoe disraeh.

INDEX - Input inteser vectar aof lenath "sys®
' containina the index set of "REA".

TTYIN - InpPut inteser scalar used as unit number

in FORTRAN READ statements directed to
interactive terminal.

TTYOUT

InpPut inteser scalar used as ynit number
in FORTRAN WRITE statementg directed
to interactive terminal.

Sys - InPut inteaer scalar used in FORTRAN
DIMENSION statements.

COMMON BUIDCH S - None
REQLIIRED ISMS ROLTINES - GSETNUM,FINDIT, TRNCLS
RECVUIRED FURTRAN RUOUTINES - None

ALLDOIRITHM EMPLLYED - The alaorithm emPloved 1s described
below:

Alacrithm ADEDSE (Add an edae on the minimum edoe dieraph). Given the

number of elements currently in a reachability matriz, n, the
reachabrility matrix containine the minimum edoe digra*h, R, and its

=




assoclated index set, T, ask the interactive user for edges (rela-
tionshimps) to be added on the minimum edse dierarh.

ADEDGEL .

ADEDGEZ. .

ADEDGE3.

ADEDGES.

ADEDGES.

[Acceprt two element numbers from interactive terminal.l) App-—
v Alaorithm GETNUM to obtain nl and n2.

[Check for termination directive.] If nl = 0 or n2 = O, then
ao to ster ADEDGES. ‘

[Check to see if nl and n2 are members of index set.] Applv
Alaarithm FINDIT. If nl1 and/or®* n2 are/is not in index set,

‘write error messase on interactive erminai"and then 9o toa

step ADEDGE1.
[Put edse in.] rlitirid] <= 1, then so to ster ADEDGE1L.

(Transitively close matrix.) Apply Alsorithm TRNCLS and then
alaorithm is complete.




ISMS SUBROUTINE/FUNCTION NAME -~ ERASE

FUNCTION - Erases elements from a binary matrix.

'USAGE : - CALL ERASE(N,MATRIX, INDEX,TTYIN, TTYQUT,
SYS)

PALAMETERS - N - Input/Cutput inteser scatar indicatine
the number of elements currently in
"MATRIX".

MATRIX = Input/Qu*=ut logical two dimensional
matrix of dimensions "JYS3" X "SYS".
This is the araumet binary matrix.

IDEX - InPut/Cutput inteaer vector of leath
"SYS" containin® the index set of
"MATRIX".

TTYIN =~ Input inteser scalar used as unit number

in FORTRAN READ statements directed to
interactive terminal.

TTYOUT - Input integer scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

SYS - InPut inteser scalar used in FORTRAN
DIMENSION statements.
COMMON BLOCKS - None .
REQUIRED I3M> ROUTINES - ELIM,GETNUM,FINDIT
REVLIIRED FORTRAN ROLITINES = None
ALGORITHM EMPLIOYED = The algorithm emploved 1s described

below:

Alacrithm ERASE (Erase elements from a binmary matrix). Given the
number of elements currently in a binary matrix, n» the binary




*

matrix, R, and its associated index set vector, T, acceprt and erase
elements numbers from interactive terminal and erase them.

ERASEYl. (Check to make sure n is not .LE. 0.) If n .LE. O, then
write out error messase on interactive terminal and alsorithm
is complete. C ' '

ERASE2. [Acceprt an e'ement number from interactive terminal.] Aperly
Algorithm GETNUM to obtain nl. If n1 = O, then alsorithm is
complete. ‘

ERASE3., [Check to seé if nl is a member of index set.]l AprplYy
Algorithm FINDIT. If nl is not a member, issue arpPropriate
error messagse and then a0 to stee ERASEZ. )

ERASE4. [Erase element from matrix.] Aprly Algsorithm ELIM and then 9o
to ster ERASEZ.

18,
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ISMS SUBRQUTINE/FUNCTION NAME -~ TRNCLS .

FLINCTION ' - Transitively closes a binary matrix ta
vield a reachability matriy.

USAGE = CALL TRNCL3(N,MATRIX,S3YS)

FARAMETERS N - InpPut inteser scalar indicatine number
of elements in "MATRIX".

MATRIX = Input/Quteput lomsical two dimensional
g}x of dimensions "SYS" X "Sys".
this is the arasument binary matri.

SYS - Input inteser scalar used in FORTRAN
DIMENSION statements.

,COMMON BLOCKS ; - None

REQUIRED ISM3 ROUTINES - Nene )

RECUIRED FORTRAN ROLITINES - Nane

ALGORITHM EMFLOYELD ~ The alscrithm emploved is described
below:

s
/
i

Alaaraithm TRNCLS (Transitive closure). Given the number of elements
currently 1n a matrix, n,» and the binaryv ' matrix, M, calculate and
rearrange M i1nto a reachabtility matrix.

X T e
TRNCLSY. (Initialize.l 1 <—— 1. k“ff‘ T

TRNLLSZ. (Initialize element #1 search.] nanes <= O, last <-- Q.

TRNCL>2., [LInmtialize.l k <—-- 1,
" TRNCL=4. (Find all ones in reachability set of element #i.1 If mli1,k]
= 0, then 9o to ster TRNCLS6.

TRNLCL2S. (Found a ones, keep track of 1t.1 norres <\-=— nones + 1, fill
1ncal vector C» clnonesl {—— k.




TRNCLS&. (Loom on ko] k >-- k + 1, i1f k .LE. n, then ®0 to step
TRNCLA4.

TRNCLS7. [{Check to see if anvy new ones were added from last time
throueh.l If nones = last, then %0 ta step TRNCLS14.

TRNCLS8. “No, comrute new elements in reachability set of element #I
br transitivitvy.] last <~- nones, 1 {(~- 1,

TRNCLS?. (Initialize.d k <~~~ ¢cC1), J <-- 1.

TRNCLS10. C[Fill up matrix.] If mlisk] = 1 and mCk.d] = 1, then set
mlirdl <=— 1.

TRNCLS11. CLoor on J.1 4 €==— J + 1. 1I1f 4 .LE. n» then 9o to step
TRNCLS10. .

TRNCLS12., ([Loop on 1.3 1 <=~ 1 + 1. 1If 1 LE. nones, then 90 to
: ster TRNCLS9.

. TRNCLS13. (Continue processin®.] nones <—-- 0, then ao to step
TRNCL33. o

TRNCLS14. CLoor on i.] i <== i + 1. If i .LE. n» then so to step
TRNCLS2, else algorithm is complete. ‘

v




ISMS SUBROUTINE/FUNCTION NAME - PACK
FUNCTION . ‘ ~ Packs as many display characters as

Alanrithm FK (Packine Alacrithm). Given a maximum of &0 characters
stored 1n one word, Pack as many characters as possible into Gne
word and cstore the packed strina startine aon the first available
waord boundary.

F'.(.A 1 L]

Fe o

Fh ot

Possible into one machine word.

USAGE - CALL PACK (NWORDS, NCHAR» CARD) (
- FARAMETERS , ' NWORDS - Input inteser scalar equal to the :hgger
: of machine words reauired to hold Q.
characters Plus 10 additional words.

NCHAR - Input inteaer scalar eaual to the number
of characters able to be stored in one
machine word.

CARD - Input inteaer vector of lenath &0 con-
taining the text ta be pPacked, stored
one character per word.

COMMON RLOCES - Blank common is utilized.
COMMON FARAMETERS . = See the description for subtroutine
MAKEIT.
REZLIRED ISMS ROLTINES - None
RECIIIRED FORTRAN ROUTINES - Nene ‘ .
ALLURTTHM EMFLOYED - The alaorithm emploved is described
: below:

(Initi1alize.] Pos <= pos + 1, 1 <{~— 1

(" omeute number of characters to process.) If card(6)l - 1) 1s
not a blank, therm ao to stee FPK4,

(Loow o 1.) 1 <=— 1 + |, Tf 1 < oly then wo to ster PK2, elsw

- .
1 = E'.J .

I o o




FKa. (Calculate actual lensth.] len <~~ 61 - i

FK3. [Encode text (i.e.v PACK).) lensth(pos) <{-~ (len - 1)/nchar + 1,
end <-- start + lenath(ros). Store reformatted text into
"packed", macked(i), i=start.end. start <{—— start + lenath(pos)
‘and alaorithm is complete.




WEB1IE
ISMS SUBROGUTINE/FUNCTION NAME -~ WRITE
FILUNCTION -~ Writes a record ontoe the direct access
auery file.
LISAGE = CALL WRITE(LOGPQS, NWORDS)
FARAMETERS LOGPOS - InpPut inteser scalar denotins the losic—-

al position of the record in the file.
NWORDS -~ Ineput inteoer 'scalar eaual to the number

of machine words required to hald 600

characters pPlus 1? additional words.

)

COMMON BLOCKS = Blank common is utilized.
COMMON PARAMETERS = See the description for subroutine
MAKEIT.
‘REDUIRED I35SM3 ROUTINES - None
REQUIRED FORTRAN ROLITINES - None
ALLURITHM EMFLOYED = The alscerithm emploved is described
L. below:

Aleori1thm WR (Write Alacrithm). Given a record of size "nwords",
write the record ontoe the auery file 1n the proper Position.

Wk i, (Determine if an element text is to be written.] If loapas < 5,
then ao to step WRZI.

WR2. (An element text is to be written.l n <-~=-n + |
WR3Z, (Write record.] Write record onto file in pPosition "loapaos",

WR4, [(Reset record associated variables.] start <-- 1, pog <—= O,
lenath(1) <=— 0, i=1,2,...-,10 and alacorithm is comprlete.

1:y “




MALELT

ISMS SUBROUTINE/FUNCTION NAME - MAKEIT

FUNCTION - Converts a sequential access file con-
' tainine aueries for an ISM session
into a direct access file for random

retrieval., N
USAGE - CALL MAKEIT
FPARAMETERS - None
COMMON- BLOCKS - Blank common is utilized.
COMMON PARAMETERS TTYIN - Inteser scalar used as unit number in
- FORTRAN READ statements directed to
interactive terminal. .
TTYOUT - Integser scalar used as unit number in
FORTRAN WRITE statements directed to
interactive terminal.
1 N - Integer scalar equa’ to the number of
/ element text records processed.
TOTAL - Inteser scalar eaual to the number of

machine words required for the current
element text record.

POS - Inteser scalar which denotes the line
number (1 thru 10) of the current ele-
ment text record beina pProcessed.

START - Inteser scalar which is eaual to the

first available subscriet of "PACKED"
for packine in the current element
text record.

Intever vector of lenath 10 words.

LENGTH(I) = number of marchine words

required to store line#l of the element

. text record currently being Processed.

PACKED - Inteser vector of leroth 200 words con=-
tainina the text of the element text
record with each line stored on a word
boundarvy.

LENGTH

[

REDUIRED I3M5 ROUTINES - DOIT,SHOW,PACK, WRITE, GETNUM o

17




REQLIIRED FORTRAN ROUTINES - ENCODE (if available)
ALCGURITHM EMPLOYED - The alsorithm emrloved 1is described
below:

Alaorithm Mk (Makeit). Given a lYine oriented sequential text file
with textual and control information, reformat and write ghe infar—
mation to a direct access file.

Mk. 1. (Initialize.) nchar <-- number of bit: per Word/number of bits
required to represent one character, nwords <-= (60/nchar)#®#10

Mk 2. [Construct file.) Apeply Alaorithm DOIT.
MK 3. [Write number of records on first record.) ..~rite, variable n.
M4, (Ask user if he wants to show elements.] Write messase and read
' respPonse. If user does not want to see his elements then 9o to
step MK6.

MkS, [Show elements. ] AprlyY Alaarithm SHOW.

Mk G, [Terminate. ] A]sorithm is complete.

-0




OQLT

ISMS SUBROUTINE/FUNCTION NAME - DOIT

Y.

FUNCTION - Creates the random text file.
LISAGE - CALL DOIT(NCHAR:NWORDS, CARD)
PARAMETER= NCHAR - Input intemer scalar emual to the number

of characters able to be stored in one
. machine word. _
Y NWORDS ~ Input intewer scalar equal to the number
of machine words reauired to hold 600
characters pPlus 10 additional words.

‘ CARD - Input inteser vector of lensth 60 words.

COMMON BuQCKS - Blank common is utilized.
COMMON PARAMETERS - See the description for subroutine

: MAKEIT.
REQUIRED ISM3S ROUTINES - None
REQUIRED FORTRAN ROLUTINES = None
ALLDORITHM EMPLOYED - The algoarithm emploved is described

telow:?

Alanrithm DO (Doit Alaarithm). Given a seauential text file with text
and control cards, read eacht record and form a random access text
fi1le ¢or +u3ll text queries.

Dot. (Inmiti1alize.] start <-—— 1, flag <-—- C, n <-- O,'lensth(i) C==- 0,
1=13 05 6.0 10, :

oz, (Read a recard from text file.]l Read in sixty characters into
"card" with each character on a word boundarvy. Un e€nd of file,
alaarithm 158 comPlete.

nnz, (Check for contral card.J If CARD(1) = "/" then oo to ster DO3J.

4, (Park text.) The record read was a text record so apply
Alaocrithm FK and then 9a to ster [02.

70 '
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oS,
D06,
no7.
Do,
now,
Glio0,

no11.

nDog2.

o1z,

(Check to see i1f current record 5hobid be written.] If flae = O
then aa to step DQ7.

(Write current record to random texi file.] ArPPlY Alsorithm
WRITE.

tFarse control card.] lospos <-- 0., If CARD(2) not equal to an
"R" then so to ster LI10. R

(Determine losical position for next recard.d If CARDCZ) = i,

then loapoas <-— 1 + {1, i=1,2,3. .

' \
(Check for error on control card.] 1If logpeos < 2, then 8o to
ster DOL3, else'Flas = 1 and 20 to sterp DO2.

(Cantinue rarsine control card.l If COARD(Z) is not “equal to an

"E", then 9o to ster DO12. AN
(Continue Parsine cantral card.) If CARD(3) = "L", then losrous
== n + 5, If loaprpos 1s less than 2, then 9o to step DO13, else

set flas = 1 and ao to ster DO2.

(Check for end of file.] If CARD(Z) = "/", then alearithm is
complete. ] o

(Write error aon i1nteractive terminé].] Write "control card
error" and then alaarithm is complete.
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ISMS SUBROUTINE/FUNCTION NAME - SHOW
j
FUNCTION - Diseplays all or user specified pPairs of-

elements as they misht arpecar durine
an ISM session. '

i

USAGE - CALL SHOW
ZOMMON  BLOCK'S SHOWR - Named inteser common block of leneath
S*#"NWORDS. " /
- blank common 1is.also utilized. .See the
description for subroutine MAKEIT.
COMMON FPARAMETERS ~- See¢ the description for subroutine BORD-
ER for the list of Parameters.
- SHOWE has heen made a common block to
ayarantee the continsincy oF!storase.
REGUIRED IZMZ ROUTINES - None
REQLIIRED FORTRAN ROLUTINES - None
ALDORITHM EMPLILYED - The alaorithm emploved is described

below:! ,

Alaorithm SH (Show Alsorithm). Given a direct access auery file» dis-
- playv user specified sets of Queries.

ML,

E!"‘Z .

0

E‘Ha L)

THS,

‘H3- *

1

[Initialize.] alls <~- 0, ell {-— 0, el2 <~— 0
(Kead inm relational clauses 1,2, and 3.] Read R1, R2, R3.

(hee if user wants to display all elements.]) Ask user, 1f ves,
then 90 to step SHILIZ.

(Ask user which two elements to present.l] Ask user, it one or
twa terns are tvyped, then alsorithm is complete. UOtherwise, make
cuyre that elements text exist. 1f noty then issue an error mes-
caae and then 90 to ster SH4,

(Read in elements text.] il <-= ell + 4, 12 (~— el2 + 4, read 1in
records 14 and 12.




SHA. [Initialize for tvepine out.) offset < 0, i <-- 1

o

H7. [Initialize for ten phrases.] 4 <-— 1, i1l <-—- 0, i2 <-- 0

SH8., [Check lenath indicater.] If SHOWR(J + offset) = O, then 9o to
step SH10,

SH. [LPrint out this phrase.] lenath <-— SHOWH(J + QOFFSET), I1 <{-- I2
+ 1, I2 <-=-= 11 + LENGTH + 1, WRITE OQOUT SHOWB(c + affset + 10),
‘:=11’lll?i2l

SH10. CLoorp o 4.1 J <=— J + 1, If o < 11, then 9o ta step SHE.

SH11, (Laor on 1.] offset <~— offset + nwords, i <—— 1 + |, I¥ i <
&y then an to step SH7.

SH1Z2. [Check for desired printine of all element Pairs.] If alls = 0,
then sa to step SH4, ‘

SH1G. (Come here when pPrinting all element Pairs.] ell <{-- e12 + 1,

el <-- el2 + 1. If €11 > n> then alacrithm is comPlete, if €12
> Ny then set ¢12 <-- 1, alls = 1, then aa to step SHS.
|
[ad BEES
EY)
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ISMS SUBROUTINE/FUNCTION NAME - ADD

FLUNCT ION | ~ Adds ele: ~ts to the weishted matrix.
USAGE - CALL ADD(N,MAT, INDEX) )
FARAMETERS N - Input/Output inteser scalar indicatine

- the current number of elements in the
weiahted matrix.
MAT = InPut/Qutput inteser two dimensional
matrix of dimensions S0 X 50. This is
the weishted matrix.

INDEX. = InpPut/Qutput inteser vector of lenath S0
words containing the index set for
. "MAT" .
COMMON BLOCKS INFO -~ Named integer common block 3 waords lona.
COMMON PARAMETERS - See the description for subroutine
FRNTMT.
REGUIRED I=MS ROUTINES - FINDIT,GETNLUM, QUEST
REQJUIRED FORTRAN ROLUTINES -~ Ncane
ALGORITHM EMFLOYED : - The alaorithm emploved is described
belows

Alaari1thm ADD (Add an element to a weigshted matrix). Given the number
of elements cu-rently in a weiohted matrix, n» the weishted matrix,
W, and 1ts associated index set, Ty, add an element to the weishted
matris,

ADD1 . (A<l uyser for new element to be added.l Prompt user and then
arpPl s alaorithm GETNUM,

ANDZ., [(Male sure that number i1s less than or eaual to 9999 for for-
tran formattine.l If nurber read in 1s > 2999, 1ssue error mes-—
cagae¢ and then 9o to step ADDY.

AOD =, {Chezlk far a zero 1nPut.] If number tvyrPed was a zeros then
alaorithm 1s comprlete,
| oy RN
1!0




ADD4 .,

ADDT,

A[IDél-

ADD7. |

ADDE .
ADDY,

ADG1O,

AOD11L.

ADD1Z.

ADDY =,
AlDi4.
ADDLS,

ADD1 4.

AOLOL7,

ADLL =,

(Checlk for duplicate element.) Apply Algarithm FINDIT. If ele~

ment 1s already in index set, the issue error messase and then
a0 to ster ANDI.

(Put new element into matrix.lJ n <-— n + 1, tlnl) <-- new
number .,

[(See if user wants to fill up relationshirs for new element.]
Promept user. If user tvypes an "N", then so to ster ALD1.

A}

CInitialize column fil1.) i <~- |
(Present question.]l Arrly Alacrithm QUEST(tLtI>tLnl).

[Get weiaht value.] Apply Alsorithm GETNUM. N

[Make sure weisht value is less than 10.1 If weiéht-value is
areater then ¥, issue erro~ messase and then so ton ster ADDE.

(Set matrisd wli-n) <-- Weight value

CLowr on 1.] 1 <-=-= 1 + 1{. If i is less than or eauval to n -
1, theg\so to ster ADDX.

-

(Initialize row fi11.1 1 <{-- 1
(Pre¢sent question.] AprrPly Alsorithm RUEST(tInl,tL1])
[Get weiant value.] APply Alaorithm GETNUM.

(Make suyre weiaht value is less than 10.] If weight valye is
arcater than %, issue error messase and then sc to step ANLLI4S.
(et matri=.] m[n,iJ <= weiaht value

(Lone on 1.] 1 <~- 1 + 1, If 1 1s less than or es«Gal to n -
1, then 9o to ster ADO14, else an to step ADDL. :
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(
TSMS SUBROUTINE/FUNCTICON NAME — PRNTMT

FLINCTION , - Prints out all weighted relationships
included in a weiahted matrix that are
areater than or eq?Ll to an inpPut
weiasht value. k'

USAGE - CALL PRNTMT(N,MAT, INDEX, THRESH, SELPNT)
PARAMETERS M ~ Input inteser scalar equal to the number
! i . nf elements on "MAT".
MAT - InPut inteser two dimensional matrix of

dimensions %0 X S0. This is the
weishted matrix.

INDEX - Ineput inteser vector of lensth 'S0 con-
tainina the index set for "MAT",

THRESH - Input inteser scalar used as cut-qff
threshold. A1l relatiorships areater
than or ¢aual to "THRESH" will be
printed if "SELPNT" = ,TRUE..

) SELPNT - Ineput laoical variable used to determine
/ . if only relationshirs areater than or
Vi equal to "THRESH" shauld be printed

(SELFNT = . TRUE.) or all relation-
ships (SELPNT = .FAL%F.)

COMMOR BLOCKS INFQ Named integer common hlock 3 words lone,
COMMON FARAMETERS GTYPE - Input lowical variable indicatine the
tvype of auery to be pPresented.
QTYPE = .FALSE. causes ‘full text
aqueries to be pPrinted.
GTYPE = .TRUE. <causes symbolic aueries
to be pPrinted. ,
TTYIN - Input inteeer scalar used as unit number
/ in FORTRAN READ statements directed to
interactive terminal.
TTYOUT - Input inteser scalar uséd ac unit number
in in FORTRAN WRITE statement-
directed to interactive terminal.

- 17,
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REPUIRED I3M3 ROUTINES ~ Nene
REQU}RED FORTRAN ROUTINES - None
ALGMIRITHM EMPLIYED -~ The alsorithm emploved is described
l : ~ below:
/

Alaarithm FT (Frint weighted matrix). Given the number of elements 1n
a welshted matrix, n, the weishted matrix, W, and i1ts assaciated
indes set vector, M, orint cut all or Just relationshipc areater
than or eaual to a threshold, t.

FT1. [Initi1alize.]) 1f selpnt = 1, then print special title. Set 1, 1

== 1.
FTZ2. [Besin row search.] Set ctr <—-— 0, J <-- 1,

PT%.  [Check for pPrinting sreater than or .qual to threshald.,]l If
selpnt = 0O, then 9o tao step PTS.

fT4. [Chert $for retationships areat.r than or equal to the threshold.
] 1+ wli1,4) < %, then 2o to ster FPT7. .

F 5. (Do t print diasonal,) If &1 = J» then 9o to ster PT7.

FT&,  [3tore values in local array F%r printina.] ctr <-— ctr + i,
Tistlotes1] == mCid, listletr,2] <-- wli,Jl.

FT7. [Laap an J¢) 4 <-= 0 + 1, If o <= n» then 9o ta ster FT3.

[Lhecth for ctr=0,.] I¥f ctr = 0, then write out mfil and then oo
to sterp FT10,.

PTE.

i

PT>, [WHite cut row relaticonships. ) Write out mCil, 1istlk,113,
]lSt[k’:"]’ b=l 2y eeenrctr.

FT1O, [Lonp app 2o 1 == 1 + 1, If 1 <= n, then aa tao step FTZ, else
alsorathm 15 complete. ’
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ISMS SUBRQUTINE/FUNCTION NAME -~ CHANGE

FIINCTION - Chqnses weigshts in the weighted matrix
: via user interaction.

LISAGE -~ CALL CHANGE (N,MAT, .NDEX)
FARAMETERS N - InPut inteser scalar indicatine the cur-
. " rent number of ele@ents in "MAT".
MAT - InPut/Qutput inteser twoe dimensional

matrix of dimensions 50 X S0 contain-
ina the weighted matrix. .
INDEY - Input integer vectaor of lenath 50 words

28 . _ containine the index set For\VMAT“.

COMMON BLQCKS INFO - Named inteser Eammon block of lenath J
waords. ,

COMMON PARAMETERS ~ “ee the description for subroutine
FRNTMT. '

REDIIRED ISMS ROUTINES ~ FINDIT»GETNUM

RECLIIRED FORTRAN ROUTINES - Nane

"ALGORITHM EMPLOYED - The alasarithm emploved is described

’ beloaw? '

Alaarithm- CH (Chanse Alaarithm). Given the number of elements cur-
rentl: in a weiahted matrix, n,» the weishted matrix, W, and its
acsorciated 1ndex set, T, allow changes in the matrix via user
irnteractian. o

ZH1. [FPrompt user.) Write messagse to interactive terminal.

CHI. [Read rhanae.] Aprlv Alacrithm GETNUM, Read the element numbers
and wei1aht chanee (3 numbers).

CH2. [Theck for termination.l If any of the element numbers are zera,
alaarithm 15 complete.
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[(Check to see 1F‘element numbers are valid.] Aprly Alaorithm
FINDIT. I1f one om both numbers are invalid, write an errar mes-—
sa9e and then 9o to ster CHI,

[(Make sure weisht tvred is 9 or less.) If weiaht value ie sreat-
er than 9, write error messase and then 90 to ster CHI.

[(Chanee wei19ht.] wlx,v] <-—- weiaht, where x and v are outrPuts of
algoraithm FINDIT, Go to step CHI.

15.
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I5MS SUBROUTINE/FUNCTION NAME - FILL

FUNCTION - Helprs the user fill the weishted matrix
by presentine the required Queries.

USAGE - CALL FILL(N»MAT, INDEX,R1,R2)

PMARAMETERS N - InPut integer scalar indicating the cur-~
rent number of elements in "MAT",
MAT = Input/Quteput integer two dimensional

matrix of dimensions 350 X 350p. This
is the weishted matrix.

INDEX - Input inteser vector of lensth 50 words
containg the index set for "MAT".

R1 -~ Input/Outrput inteser scalar used as the
row restart indice.

R2 - Input/Qutput intesger scalar used as the

column restart-indice.

COMMON BLOCKS INFO -~ Named integer caommon block of lenath 32
words.

COMMON PARAMETERS ~ See the descrietion for subroutine
FRNTMT.

REQUIRED I2M3 ROUTINES - QUEST, GETNUM

REDUIRED FORTRAN ROLITINES - None

%
ALLORITHM EMPLOYED - The algorithm emploved 15 desribed

belaw: ‘/7/

Alaarithm FL (F111 Alasarithm). Given the number of elements cCurrently
in a weilahted matri», n, the weighted matrix, W, its asscciated
inder set, Ty and two restart erarameters rl and r2, allow the fil-—
iina of all Positions (with the exception to the diasonal) an the
wel9hted matrix, "

FL1. (Check to see 1f this 1s a restart.]l If fi or r2 1s areater than
zerc, 9o to step FL1Z. :




FLZ.
FL3.
FL4.

FLS.

FL9.

FL1O,

FL1L.

FL12.

FL1Z.

FL14.

FL1S.

FL1A.

FL17.

FL1:3,

Flol=,

(Initiralize.] row i--‘l, col <== 1, rl (== 0y r2 <-- 0
(Initialize row loor.l i <=~ rouw

(Initialize column loor.] J <~ col

(Don“t Process diascnal.) If i = j, then so to step FL10.
Eﬁresent auervy.) Apply Algorithm QUEST(t(il,tLJ]),
(Obtain weiroht.] ApPly Alaorithm GETNUM,

[(Che:k for valid weight input.] 1f weight is eaqual to 10,

(et matrix.) wlirJi) <-— weiaht value

[Loor on J.1-J <?s=J + 1. 1If J is sreater than or equal
then 20 to step FLS. .

-~

fLoor on 1. 1 5— 1 + 1., If 1 1s less than or equal to
then @o to sterp FLE, else alaarithm 1s complete.

[(Restart questicnina.]) 1 <== prl, J§ <<=~ r2

(Fresent quervy.] Aprply Alsorithm QUERT(tCLil,tLJ]).

fObtain weirioht.] Aprply Alaarithm GETNUM.

(Check for valid weliaht input.] If weiaht is equal to 10,
ap toa stee FL19. I¥ weiaht 1s areater than 9, then issue
messa9e and 9o to step FLLIZ,

[5¢t matri=x.) wlis4J) <~— weiaht value

(Lowor on g J == + 1. If J is less than or equal tu
then 2o to step FLI13.

[Reset restart Parameters.] row <-— 1, col <~= prl + 1, r1
Oy, r2 <== O, then 9 to step FL3.

[(Senerate restart pParameters.] rl <~= i, r2 <=~ j, then
alaorithm 1is comPlete.

then
8¢ te ster FLIY. If weisht ié sreater than 9, then issue error
messase and 20 to step FLé.

to n»
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REaULY

ISMS SUBRQUTINE/FUNCTION NAME - RESOLV
FLINCTION - Resolves the threshold of a weishted
matrix.
USAGE - CALL RESOLV(N,MAT, INDEIX, THRESH)
PARAMETERS N - Input inteaser scalar indicating the cur-
rent number of elements in "MAT".
MAT - Ineut integer two dimensional matrix of

dimensions 50 X 50. This is the
.. weigahted matrix. )
INNEX = Ineput intesgser vector of lensth 50 words

, containing the index set for "MAT",
THRESH - Input inteser scalar eaual to the maxi-

mum threshold to be used (usually equ-
al to 9).

COMMON BLOCK S INF - Named integer common black of lenath 3
words,

COMMON PARAMETERS -~ See the descriertion for subroutine

, FRNTMT.

REDUIRED I5Ms ROLTINES - TRNCLSPRNTMT, GECQD, NOTR

REGUIRED FORTRAN RQUTINES - None

ALGURITHM EMPLOYED -~ The alaorithm empPloved 1s described
telowd ‘

Alaurithm R (Resolve Algorithm). Given the number of elements cur-—
rently 1n a weiahted matrix, n» the weighted matrix, W, its asso-
ciated i1ndev set, T, and the maximum threshold, r, resolve the maxi-
mum threshald of the matrix,

R>1. (Initi1alize.) 2 <= pr
R=2. (Ini1ti1alizes] 1 <—— 1
R%3, [(Beain ronstructine kinary adJiacency matrix.) 4 <-— 1

19,




R=4, (Do t Process main diasonal.] Set ali,Jdl -~ 0, If 1 = > thenj
ac to step Rab.

RS5. [Check threshold.) I¢¥ wli>J) 1s less than z,» then sa‘to stepr
R37. -

R%4&.  [3et binary matrix position.] ali,il == 1

R37. (Loor o 0.1 4 <~— J + 1, If J is less than or equal to n, then
and to sterp RS4, a

P
iy
oo
-

fLoorp on 1.1 2 <=~ 1 + 1, If i is less than or equal ta n» then
ao to step RT3, : ‘

RS9, ETransxéxve]v close matrix.l Apply Alaorithm TRNCLS to set
reachabi1lity matrix b,

_Rsto. [ls binarv matrix all anes 7?1 If blid) = O, thern ¢ to step
’ R214, J=1,2s.0esMy 11925 ca.aMe

R=11, (Tell wuser cvcle 1s resalved.] Write z.
R>12. {Frint universal matri=.] ApPPIY Alaocrithm FRNTMT.

R=17. (“rint 9eadetic paths.] ApPPlY Alaorithm GEQD and then alsorithm
18 complete.

R>14, Select ne«t lowest threshold.) 7 <-- = —- 1, then 9¢ tao step
Rl '

o
Y)

m
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ITSMS SLIBROUTINE/FUNCTION NAME

GECOD

FIUINCTION - Qutrputs the 9eodetic cycle pPaths con-
tained within a weishted matrix.

USAGE - CALL GEOD(ADJ, N, INDEX)

PARAMETERS ADU - Input loaical two dimensional matrix of
dimensions 50 X S50. This is the
binary threshold adiicency matrix for-—
med in subroutine RESOLV.

N -~ InPut inteser scalar indicatine the
number ot elements in "ADJ".
’ , INDEX - InpPut integer vector of lenath 50 con-

tainine the index set for "ADJ".

COMMON BLOCKS INFC - Named inteser common block of lenath 3
' words.
COMMON PARAMETERS - S¢e the descrieption for subroutine
FRNTMT.
AL CORITHM EMPLOYED - The alasorithm emploved 15 described
helow:

Alaari1thm GE (Gecdetic Alaorithm). Given the number of elements cur-—
rently 1n a bipary threshold matrix, n, the binary threshold matrix,
A, and its associated index set vecter, T, determine and pPrint all
aecdetic cvcle sets.

HEL. (Initi1alize.]l 13 <=-— 1, nbn <=1

LEZ2. (Ini1ti1alize Gl formation.l 4 <-— 1

SE 2, (Fherk for a rero.d If alisd) = 0, then 9o tn ster GEG.

GE4. [(Zet O and R.] 9[1,-1.3 C== 1y bl1+,4] <1

LES. (Subtract identitv,) ¢ 1 = J» then =(1,47 = 0,
GEA, [Loar on J.] Cowm o4 4. 1F 0 35 tess thar or =2a9ual to n, then
ag to step DE™. N .
1%,




GE7., [Loor on 1.] 1 <~-= 31 + 1. If 1 1s less thanm or equal tao n, then
a0 to ster GEZ. i

SES, (Initi1alize.] 1 <—-- 1

|

\

|

|

GE¥. (Inmitialize.] J == 1 .

oELO, (Zero Cul ctuyr1) <=— Q

SE11,  [(Initialize.d k <-= i '
GE1Z.  [Set switch.] ma <-- 0. If ali,Jdl = O, then ma <-- 1.

DEL:.  [Compute A*#nbrn-1.] cly»r1] <== ma # blk,1] + cld»1]

HEL14, (Loorp on ko3 k ==k + 1, If k is less than or eaual to n.
then 9o to step GEL1Z2.

GELS, [{Check for invalid-entrv.] If clJy1] 1s not equal to O, then
set clu,1] <-— 1,.

GEL4A, (Lewaor on .1 0 <—= 4 + 1, If J is less than or equal to n,
then 9o ta step GEL1O.

GE17, (Loze an 1.] 1 <I== 1 + 1, If 1 1s less than or equal to n,
then 9o to step OEY. ‘

GE 1=, (Initialize for LG##nbn.l nbn <= nbin + 1, 1 <-= 1
HE1 Y, (Initialize.,] 4 == |

i

REZO.  (Calculate Ge##nbn,d al1,4) <—= ali,4l + nbn # (cli,Jdl — blis
41), bl1,0] <== clindd.

GEZ1L., [Loor o 3.] 4 == 0 + 1. I€£ J 1s less than oar equal to n,
then aco to step GEZO.

LEZZ. (Leol o 203 2 -1 + 1, If 1 15 less than or equal to n,
then aa ta step GELY,

LEZ . [Is o farmed vet 7] If nbin 15 less than n - 1, then ag to step
LES,

HEZS, {(Initi1alize Path computation.] 1 <=~ &5 ncpPt <—— O, write head-
1ing aon terminal,

NE 2%, [Cet Timit for .31 tam S-=— 1 — 1, 4 <—— 1|




GE 24, (Find cvele distance.l nb <-- 9li,Jly na <-- 9lJ»il

GE27. [1¢f distance is zero, don’t process.] If na or nb = 0, then 9o
to step GEA47Y.

GEZ3. [Keep account of paths.] nbnd <-- 1, 1lnbnd] <-- 1

LEZ?. [(Is path lonser than 1 ?)1 If nb is 2reater than 1, then 20 to
ster GE31. .

~

GE20. [Store end link.) nbnd <-- nbnd + 1, 1Llnbnd] <-—- J,» then 920 to
step GE36.

GE31. [Initialize search for last link.] 1mm <-- nb - 1, last <~- O,
in <{-- 1

GE32. [Find link back t¢ i.] nbnd <-- nbnd + 1, ltnpndl <~= next ltink
(APPlY Algorithm NOTR), last <{~-— 1[nbndl.

GE33. [Unsuyccessful 7) If ix = 1, then write out error messase and =0
to step GE26. .

GE 34, [Loop on 1n.) 1n <-— in + {. If in is less than or equal to
‘mm, then Qo to sterp GE3Z.

GEZS. [Store end link.) nbnd <-- nbnd + 1, 1[nbnd} <-—— J

SE 3. (Ic pPath complete ?] If na is sreater than 1, then 9o to step
GE =3, !

GEZ7. {Store return link.) 1lnbnd + 1] <== i, th#ﬁ ao to step GE43.'

GEXS., C[Initialize search for last link.J Imn <=='na = 1, last <-- 0,
in <-— 1 ’ [

nE 29, (Firnd Yink back to J.J nbnd <=- nbnd + 1, 10nbnd) <-- next link
(ApPly Alaarithm NOTR), last <-- j1lnbndl.

LE4QO., (lneuccessfu)l ?) If ix = L, then write out error messase and 90
to ster GE4:Z.

(=41, (Loop aon in.d in <-— 1n + 1, If in is less than or eaual to
1mrs then 9o to step GE3?,

GE4L. (Store end Vink.) 10nbnd + 1] <—— 1

LE42, [Irniti1alize for printout.) ncpt <=— ncept + 1, Imec <-— nbnd + 1,
E T |




GE44.
GE4S.
GE4¢4.,
GE47.

SE4:2.

(Fi: up Print vector for index set used.] num <-— 1[lnxl,
C=— tLlnuml

PLnx]
(Loor an nx.] nx <—~— nx + 1.

If nx is less than or esqual to
Imz, then 9o to step GE44.

[Frint out cvcle path on terminal.] nxx <-— na 4+ nb, write
nept, nmxsts t01dy tLid, PLKIY k=1,2y...01mcC.,

(Loor an J.) J <=~ 4 + 1, If J

is less than or equal to lim.
then aoa to step GEZA.

(Leor on 1.) 4 <= 1 + 1, If i is less than or equal to n.,
then ao to step GE2S5, else alacrithm is complete.




ISMS SUBROLITINE/FUNCTION NAME

FLUNCTION

LISAGE

PARAMETERS: G

NELG
ILG

NBLL

LAST

COMMON RLOICRS

REDUIRED I5MS ROLTINES

REDJUIRED FORTRAN ROUTINES=
ALGIRITHM EMPLOYED
Alacrithm NOTR, 1Given

the distance matrilx,
element in the

G

the number
and other
aecdetic cvcle.

NOTR

Returns the next element in the seodetic
path.

X = NOTR(G, ICL,NRLG, ILS,NRCL, IX,
NBNvLAbT)

InrPut integser two dimensional matrix of
dimensions SO X S50. This is the dis-
tan<ce matrix.

Input inteser scalar
ine search index.

InPut inteser scalar
tance of the link.

Input intesger scalar
search index.

InPut inteser scalar equal to the dis-
tance of the desired link from the
startineg index.

Output integer scalar used as an error
switch for incomplete paths. IX = 0

equal to the start-

equal to the.dis-

equal toe the ending

means comPplete pPath. IX = 1 means no
1ink found.

Input inteser scalar esual to the last
link found. This is required to keep
the algorithm searchins down the same
rath.

Noane

None

None

The alaorithm empPlovyed 1s described

below:

in & distance matrix, n,
infor mation, determine the next

ot paths




NCTRI .
NOTRE .
. NDTR3.
‘o

NOTRA4.

NOTRS.

NOTRG.,

NOTR7.
NIOTRS.
NOTR®,

NOTR1O,

NOTR11.

NITR1 .

NOTRL 3.

NOTR14.

NOTR1%,

(Ini1ti1alize.] 1x <-— 0O, 1bi {~- 0, 1 {-- 1
(Find all elements with distance nbls from ila,], Ifa[1,11al 1s
not eaual to nble, then 9o to ster NOTRA4.

[heer track of elements with same distance.] ibi <=- ibi + 1,
101b1] <K== 1

(Lowe o 1.) 1 == 1 + 1, If 1 is less than or equal to n,
then 9a to step NOTRZ.

[If none found, than alsorithm 1s complete.] If ibi = O, then
alacorithm 1s complete.

{Inmitialize.] 1 <-~—- 1

[Search for an element of Proper distance.) If glicl,1] 1s not
equal to nbcYy, then 90 to ster NOTRI1Z,

(See 1f this is the first 1ink.] If last = O, then 20 to step
NOTR10O, ‘

(bPeep ac0rne on same Path.] If allast,i1] i1s not equal to 1,
thern aa to step NOTRIZ.

‘[Initxalxze.] k <=-= 1

[See 1f this 1 1s of pProper distance.] If 1 = 1[k]s then an
tn ster NOTR1Z.

(Lauore an ko] kK <—=—— k + 1. If k 1s less thanm or equal to 1bi,
then a0 to ster NITRIL.

(Leae o 1, 1 == 1 + 1, If i is Ness than or equal to n,
then aov to step NOTR7Z. o

[No Yanbk found.d i1x <-— 1, then aloarithm i1s compleéve.

(Return link.,] notr <-=- 1[k), then alaorithm is complete.

4
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This User's Manual was developed for the ISM software on the

University of Dayton computer. It illustrates the type of instructions

that should be given to users wishing to utilize the ISM software.
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EREEACE

This manual#® 1is intended to serve as a user’s sguide for the
InterPretive Structural Modeline Software Packase develored by the
Engineerins and Public Policv Group at the University of Davton, and as
implemented on UD“s Univac Series 70 computer orPeratins under VS/9.
This version of the manual was written under the assumption that its
user is familiar with the ISM#* methodolooay and supportive concepts but
has had little or no Previous exPerience on a computer, spPecifically the
U computer. Therefore, all basic pProcedures like LOGsing ON, etc.
have been included so as to make this manual a stand alone suide.

It is suaaested that if the user Plans to make extensive use of text
files that he or she obtain Manual #4.1 (EDT) from the University of
Davten Office for Computine Activities (OCA). This manual.is available
free of charae and wil) make usins the Univac File Editor (EDT) and text
file editina much easier. '

——

1f vau find any discrepancies in this manual or 'ISMS-UD, please write

tos the address on the front pase or call Monday thru Fridaw
0200 to 1500 Eastern time. If the telephone is busy or no answer,
"leave word" at and we will return vour call.

. — - . G AT S Gmm R Y s A WD M ) WS WA R W e

#The table of contents may be found at the end.

##lnterpretive Structural Modelins (ISM) is developed in John N.
War field s Societal__Swstemsi__Plappinga_Policxa_apd_ Complexity, Wilew-
Interscienced New Yark, 1976, ‘

¢ e

2
(no page 1)
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INIBODUCTIION

The University of Davton ISMS Version 2.0, as imelemented on UD’s
time sharine computer svystem, consists of three FORTRAN IV prosrams
which perform embeddins and amendins, element text Processing, and cvcle
resolution. The followina is a brief description of each prosram. ’

IsMS=uUD - 1is the erooram that merovides embeddins and amendine
facilities for Interpretive Structural Models. ISMS-UD maintains a
reachability matrix permanent file. A aquery file supPlies the informa—
tion necessary for full text queries.,

CYCLE - is the proeram that resolves the cvycles coantained in an
Interpretive Structural Model. CYCLE creates and maintains a matrix
containina numeric weishts denotina the strenath of relationshies
between elements of a cvcle. A aquery file supplies the information
necessary for full text aueries.

MOAKEII - is a proaram that restructures an EDT-created text file into
a random access format reaquired by the ISM method. The random access
format 1s written onto the query file.
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"

UD.IIME.SHARING .COMPUIER.-.SYSTEM

SYSIEM_HABDWARE

The UD Computine Facility owns a Univac Series 70/7 Time-Sharine
Computer Svstem. This third seneration virtual memory multiprcaramming
system has 730K bvytes of main core storase with a backing store of 6.4
million bytes. Time—sharins inerut/output to the pProcessor is handled bvy
a communications controller attached to one of the multiplexor channels.
The communications controller pPresently allows for 18 remote hardwire
terminals and 33 remote dial—-up terminals. Ten of the 33 dial-ur Ports
are 300 baud with the remainins Ports 110 baud.

,SYSIEM_SOEIWARE

The Univac Series 70/7 computer presently runs under the orerating
svyetem V3/9 Version 23.5. V3/? is a aroup of Prosrams and subprosrams
which control inPut, compilaticn, assembly, loadine, execution, and
output of all prcoorams submitted to the comPputer as well as the
allocation of system resources.

univaC_EILE_EDIIOR_LEDI)

" If the user desires to have prosrams ISMS-UD and CYCLE pPresent
Queries in an Enslish text format» a two step Procedure must be
followed. Ster 1@ a sequential element text file must be created
(using EDT). Step 2! the sequential element text file must then be
converted into a query file (usina MAKEIT).

EDT is a eProgram that permits the creation and modification of
sequential element text files. EDT is invoked under VZ/9 and respoands
to simeple commands Prefixed with an @ ("at sign") which initiate,
maintain, correct, and complete file construction. Althoush EDIT is a
comprehensive editine Packase carpable of performine varied tasks, it
presents minimal concern to the ISMS-UD user. A sample run wusine EDT
can be seen in the Aprendix of this document. For a more comprehensive
discussion of EDOT, the wuser 1is referred to OCA Manual #4.1 (EDT)
avallable free of charae at the UD data center, Miriam Hall.

19y
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.EBUCEDUBES-QND~1MEDEIQNI-SXSIEM-CONCEEIS
- SCHEDULING THE USE OF THE UD COMPUTER

The \Univac Series 70/7 is a multiproarammina comPuter svystem; that
isy, it 13 servicine manv users all at the same time. Consequentiv, the
more PesPle using the svystem» the slower the turnaround time (response
time). It is susgested that the user not schedule the use of the
computer durine prime time (i.e.> 1 P.M. to S F.M. weekdavs) and near
the end of the UD academic terms (usually . first tws weeks in both
December and Aeril). It has alsc been exmerienced near the enhd of the
terms that dial-up Ports are extremely hard to set, so these wards to
the wise --PLAN AHEAD-- START EARLY!''!! .

AUTOMATIC LOGOFF FEATURE

In order to keep dial—up Parts from beina tied up or cccuried bv an
inactive terminal user, the UD coemputer has . attached to i1t a device
which will AUTOMATICALLY LOGOFF A TERMINAL INACTIVE FOR NINE MINUTES.
This is 1mPaurtant to remember because sometimes the queries pPresented b
[5MS-UC require a lona Pericd of time for thousht and dis-ussion.
Duripa this discussion time, the computer under control of ISMS-LD is
waitina for an answer to the auery; that is, the terminal 1§ 1nactive.
If an inPut/autput is not done within nine minutes after the start of
the read. the terminal is automatically lossed off and the ISM is
partially lost, It is sueaested that the terminal managser or user keepr
an eve on the time and, if the nine minute limit draws near while
discussian continues, tvpe an invalid input to ISMS-UD. ISMS-UD will
inform the user of the invalid input and re-prompt with the same Quervy.
The nine minute timer is then reset and the ISM saved.

SPECIAL CONTROUL EEYS
Eod_of _Jraossmissioo Kex

Anione who has used an interactive coemputer terminal knows that some
epec1al kev on the terminal is used to sianal the computer to take
actioen on  the twveed input. On most computers, this is the RETLRN kewv.
The UD computer does_oat_use_the BEIURM kewx, but instead, the dePressing
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of two kevs simultanecusly. These two kevs are the CTRL and C kevs,
denoted as CTRL C. That is, when the user wants to tvyrPe a command ta
the computer, he or she first tvypes the command and then sends the inpPut:
to the computer by holdine down the CTRL kevy and tvpins a "C". It will
be assumed from here on that the user understands this erincirple.

Eccor_Correctina _Kexs

Two inpPut error correctina kevs are supported by the lLlnivac hardware.
Thev are:

"CTRL X" == cancels the input line. The Processor responds with
ZUNCL to indicate the line was canceled.

"SHIFT 0" or "UNDERLINE" -- is essentially a backspace kev. When
tvyred, it tells the processor to isnore the last twvred
character before the SHIFT O or UNDERLINE. (The tvepe of
terminal used dictates which is appPropPriate.)

Baoth error correctinsg kevs may be used while running the oprPerating
system and ISM5-UD.

FAR)LTY AND DUFLEX ZETTINGS FOR DIAL-UF QPERATION

‘The Parity settine on the terminal must be EVEN.

The dupPle~ settina on the acoustic courler (and terminal if applic-
able) must be HOLE.

FERTINENT TELEPHONE NLUMBERS

The telephoene numbers below should be kept handvy.
- 110 BAUD
- 110 BAUD
- 300 BALD

- SYSTEM STATLUS/SCHEDULE (recardine)
- HELR! ! ' ~

IS)J &
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HOW_I0_LCGON

There are two tvypes of terminals that canm be used on the UD computers
the hardwired terminal which is directly connected to the computer, and
the acoustically coueled terminal which is connected to the computer via
the telephune svystem. Each tvpe of terminal reauires a different LOGON
procedure which will subsequently be discussed.

FROCEDURE FOR LOGSING ON A HARDWIRED TERMINAL

1. Turn on the pPower cswitch on the terminal.

2. Set the DUPLEX switch to HALF.

‘2. Set the LOCAL/LINE switch to LINE.

=

otal On a Teletvpe Madel 23, turn the control knob (below and to
the right of the kevboard) countercloackwise instead of the
above three sterps.

4. While deprecssina the CTRL kev, tvpe a "C". The terminal should
tvpel

LZEZZ2 PLEAZE LOGON
/.

S. The user should then tvpe
JLOGON userid#, .C Password”

followed by a "CGTRL C". The computer will then tvre various
‘;nFormatxon about the task and return with a slash (/).

FROCEDURE FOR LOGGING G AN ACOUSTICALLY COUPLED TERMINAL

1. Turn oan the accustic coupler s an/aff switch 1f usine a terminal
with an extermnal coupler (this switch is uswally unmarked).

20y 7
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2. Turn on the power switch on the terminal.
3. Set the PARITY switch on the terminal t» EVEN.
4, Set the DUPLEX switch on the courler and/or termival teo HALF.

S. Set the LOCAL/LINE switch on the courler and/or terminal to
LINE.

Notet: On a Teletype Model 33, turn the control knob (bhelow and toa
the risht of the kevboard) counterclockwise instead of
steps 2 and 5 above.

&, Set the BALD switch to the desired position (either 110 or 200
baud - sometimes denoted as 10 characters/sec. or 30
-haracters/sec.) on the terminal if so equipprPed. a .

7. Dial the computer’s telerhone number for the baud rate vou wish
to use (see "pertinent phone numbers"...remember to dial ¢ first
if wusine a ephone on camrus). The pPhone should rines twice and
the cemputer will answer with & hish pitched tone.

2, Upoen hearins the tone, immediately prlace the phone into  the
cradle. There should bhe gome directive un the courler indicat-
ine at which end the Phone cord should be.

9. The CARRIER or SIGNAL lisht on the coupler will be lit and the
terminal will print: :

LE222 FLEASE LOGON
/

10. The user should then tvpe
/LOGON userid#, ,C password”

frllrnwed y a "CTRL cC", The compPuter will then tvre Various
information about the task and return with a slash (/).

Frovided that the user types a syntacticallv correct LOGON command:
containine a valid userid# and password, the svstem should be readvw and
wailtinoe,

20,
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LOGON PROBLEMS

1f_the_ computer_doespit_answer, it is probably not operational. and wou
may obtain a recorded status/schedule report (see "pPertinent telephone
numbers").

lf_a_bus»_sispal_is_received, this indicates all available lines are 1in
use., Try amain in a few minutes.

I1f _the__comeuter__answersa__prints__nathinga._aod.auickly hauas_ue» the
parity settins is usuallv incorrect or the phone was incorrectly placed
anto the coupler.

1f_ _the__computer_cesponds_oocmallx but_the termipal does_oot- eciot_whbat
vou_twpe, the DUFLEX settine is incorrect. b ’

The abaove are some of the more common Problems with the LOGON
procedure. There are many variations of the above problems which have
not been discussed. 1f vyour LOGON problem is tempcrary, that 1iss ~vyou
csuccessfully LOGaed UN vesterday but have not been able todav, feel free
to call the UD Office for Computine Activities HELF line (see "pPertinent
telephane numbers") far help. You could be informine them of a svstem
error. If vyou have uever been able to successfully LOGON, pPlease call
us, the Enoineerine and FPublic Policy Group at or
and we will be hapey ta discuss your prablem.

?
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ISMS=UD_EULL_ IEXI_ QUERY_EAQCILITY

If the wuser desires to have prosrams ISMS-UD and CYCLE present
mueries in an Engalish text format, two thinas are necessarvy. First, a
sequential element text file must be created usins the Univac file
editor EDT. The seauential element text file consists of cantral
information, and the Fnslish text for the relational expression and for
each element to be conscidered.

Second, the seauential element text file must be converted intce a
randoem access farmat required bvy the ISM method. Proaram MAKEIT
performs this function on ?he‘sequential element text file and writes
the random access format onto a suery file.

EQBMATI OE.ITHE _INEUTI_SEQUENTIAL _ELEMENI_TIEXTI_EILE

The format: of an examrle inPut sequential text file can be seen in
its entirety 1n the Appeniix. Certain slash (/) kevwords are used to
1dentifv the records to be wused for the five outputs typed on the
terminal for each question when full text queries are used. The five
outputs are:

1) introductory clause

2) element a

3) relational clause \
4) e¢lement b

) qualifvina clause

An e-ample af the above 1s:

DOES '
DEVELORING SCQCIAL INCENTIVES TO LIMIT '
HLIMAN BIRTH=

HELP ‘

TCQ ASSURE EACH FAMILY SUFFICIENT LAND FOR

THEIR FOOL NEEDS

IN THE SAHEL REGION OF AFRICA 7

R0y 10
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The input seauential text for the above cutput ist

/R1

ES

/R2 '

HELP

/R3

IN THE SAHEL REGION QF AFRICA *

/EL

DEVELOFING SOCIAL INCENTIVES TO LIMIT
HUMAN BIRTHS

/EL

TO ASSURE EACH FAMILY SUFFICIENT LAND FOR
THEIR FOOD NEEDS

// END

The slant (/) contral kevwords define the type of clause for the

line(s)# immediatelv faollowing them. These definitions are listed
bhelow, .
/R1 = introductoary clause
/R2 = relational clause
/R3 = qualifvina clause

/EL = e¢lement text
// = pPhvsical end of sequential element text file
It 1s 1meortant for wou to understand that MAKEIT orderé the element
terts sequentially, startine with one and incrementing by one. That 15,

element number ten in the list is defined by the text immediatelw
followine the tenth /EL card, and so on.

- — . ———— ——— — —— " —— ——— —

“#The ma<i1mum number of lines is 10. The minimum number of lines
1s 1.

#The ma-i1mum number of rcharacterrs on  Qne line is &0, The
minimum number of characters on one linée 1s 1,

QU4

11
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EULL_IEXI_QUERIES CHECKLIST ‘

x L]

To use Full text aqueries, follow this checklists

1) Usines EDT, tveeé iﬁ the element list to form a seauentfal
element text file. ' ' .

2) Run erooram MAKEIT with thé'sequentiaf»texf file created 1in
EDT (durins stee'1). : T

2) Whe. tvpins the "DO" command execuiina ISME-UD ‘or CYCLE, be
sure to tvpe the name of gheJQequential text file as the
secpnd operard. . LT

/

4) Answer "Y" to the "FULL TEST QUERIES DESIRED" question that
is Presented in ISMS-UD or. CYCLE. :

CIEXTI_DOISELAYING. dINIS

-~

The fullowina are some of the optional capabilities of the IZMs-00
full text Querv facilitvy. '

i

f
CLEARING THE SCREEN OF A CRT ‘ -

If a OCRT (cathade rav tube) terminal  is beins used for an ISM
cescinn, 1% 15 possitle to have ISMS-=UD clear the screen of the displavw
before each <Query, Ta do this, all that.is necessary is to make the
ccreen clearins character the first character of the introductory
clause. The clearina charadter is usually a CTRL L on most GRTs,
Ta__clear__the__screen._bheface_.each _auecxs._trpe_a CIBL_L_as.the_ficst
chacacter _uf _the.intraductors_clause. Y

»

ZPALING BETWEEN FRAMING CLAUSES ~

The term "framine =lauses” denates the combination of ‘the introduc-
S tear, clause, reltatiopal clause, and qualifyine clause, The outpPut usins
full te-t aueries is alwavs in the form shown on Paag 10. It is

20y e 4
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sometimes desirable t the @®uery with siacine between the
framine clauses, e,°

DOES

DEVELOPING SOCIAL INCENTIVES TO LIMIT
HUMAN BIRTHS

HELP

TO ASSURE EACH FAMILY SUFFICIENT LAND FOR
THEIR FOOD NEEDS

IN THE SAHEL REGION OF AFRICA 7

in order to increase readablilty. This can be achieved by insertine a
lifie with one blank character 1) after the introductory clause, 2)
before 4And after the relational clause, and 3) befare the aualifvyins
clause. -

—
03
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INTERPREIIVE SIRUCIURAL MODELING_SQEIWARE EACKAGE

The Interpretive Structural Modeline Software Packageconsists of
three 1interactive FORTRAN IV prosrams which perform cperations required
te construct and modify Interpretive Structural Models., "The following
18 a description of each pProaram. References to John Warfield's book,
aoclefal Sistemsi_ _Planoinaa._Palicw..and_Comelexity, will be made to
help the user locate the theorvy used. N : Cs

20

14
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EROGRAM .MAKELT

]

BUBRQSE _GE_MALKELT ’
,
FProaram MAKEIT accepts a quential element text file, reconstructs
it 1nto a random (direct) access format for full text aueries, and

writes this information onte a Query file. The program is conversation—
"al in nature to allow the user to diselavy (show) on his or her terminal
a)) elements, or specific Pairs of elements, as thev misht arpear durina
an ISM sessian. : v -h

If vyou do not know what a seaquential element text file 15, see
"13MS3-UD FULL TEXT QUERY FACILITY".

\

HOW_T0_USE-MAKEIT |
1. To 1nvoke Prosram MAKEIT, use the operatine svstem command /DO
MALEIT. This command has one required oeperand - the name of  the

1nPut seauential element text file (i.e.» the name used in the EDT
@WRITE command). The output query file is automatically named and
initi1alized byv'prefixine the sequential element text file name with
"KND.". The user does nat have to worrv about this file namine and
creation.

A N4

ExamPléeees. /00 MAKEIT, (textfilename)

IF...an invalild file name# is tvyred, the opPeratineg svstem “wil)
produce these error messases and will not let vyou run MAKEIT:

% DS31 INVALID FILENAME. COMMAND TERMINATED.
% EO1S ERROR IN FRECEEDING CMD - CMDS IGNORED TILL STEP ﬁR LOGOFF.
%  E=04 ENDFROC RETURNED TD PRIMARY.

- v s S . W — — —— i San

A wvalid file name 1is 1 to S characters with no initial
rnumer1cs and no embedded blanks

15
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Retvre the "/D0O" COMMAND.

IF...the svntax of the /D0 MAKEIT command is incorrect, the
operating svstem will reject the command and tvype this error
messase:s

% E140 OFERAND SYNTATICAL ERRCOR3 REENTER THE DO COMMAND

1IF...the /00 MAMEIT command is tvyped svyntactically correct with a
valid file name, the orperating svstem will tvpe ¢hese messases
indicatine that MAKEIT is beins loaded for use:

% PS00 LOADING VER# 001 OF ISMS.
FORTRAN IV PROGRAM MAKEIT STARTED --- MM/DD/YY

~

2. MAKEIT now beoins readins the sequential element text File named in
thg /DO MAKEIT command. ' '

IF...an unsuccessful read by MAKEIT occurs, the oreratine system
will tyvpe this error messaQesd ’ ’

MALEIT TERMINATED: TOOQ MUCH DATA REQUESTED FROM RECORD : F1-CTR
= NNNNNNNN. S
SELECT DEBLUG OUTPUT QFPTIONS (OHS,A,B,CHHELF)

Tvpe a "CTRL C" and the computer will return to the orPerating
svetem mode enatling the user to correct the proeblem.

Reasons for an unsuccesstul read opPeration are?

1. the CWRITE ‘textfilename”’:1-6£02 command in EDOT was
not used.

-

2. the file name specified in the /00 MAKEIT cemmand was
nat a seauential element text file. :

IF...MALEIT encounters invalid sequential element text file swyntax,
these error messases will be printed and MAKEIT will terminate
Prematutelv=

#nwERROR#*#%#% INVALILN SLANT KEYWORD ENCOLINTEREL
RE-EDIT TEXT FILE TO CORRECT )

2UJ 146
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###MAKEIT TERMINATED®**

Re-e¢dit the seauential element text file in EDT and trv asain.

iF.o.no Problems are encountered, MAKEIT will print this messase:

PERMFILE HAS BEEN CREATED FOR FULL TEXT QUERIES
SHOW(Y/N) ? :
#

3. Answer "Y" or "N", '

IF...the user types "N", MAKEIT will terminate and return control
to the operatinses svstem.

IFe..the user tvpes "Y", ‘this messase will be tvrPed:

SHOW ALL ELEMENTS 2 (Y/N)
* ‘ :

4. Answer "Y" ar "N".

L}

IF...the user tvres "Y", all of the elements are shown, 1.e.»
printed at the terminal as thev misht appear during anp I3SM
cessian. MAKEIT terminates and returns control to the operat-—
1ina svstem after showine all é¢lements.

IF...the user tvypes "N", this messace will be tvped:

SHOW WHICH ELEMENTS 2
#*

A

T/pe the numbers of the two elements that vou desire to see. MAKEIT
wil)l bheep accertine and showina element pairs until zeros are tveed.

At that time. MAKEIT will terminate and return contral to the
cPrerating svstem.
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EROGRAM._ISM5=LID

BUREBUSE _GQE _13Ma=UD

Froaram ISMS-UD is essentially the hub of the ISMS-UD' Version 2.1
sotftware pPackase. ISMS—-UD allows the user to embed the ISM utilizins
the theoryv of transitive borderine® on a reachability matrix# as wel) as
modifv the ISM. Elements that are adJacent on the disraph map, or
elements that are on the same level or stase of the hierarchy and are
not connected are able to be modified##, ISMS-UD maintains and aprerates
on a reachability matrix which allows a disrarh to be obtained after
each operation on the matrix. ISM3-UD also allows the user to embed the
ISM by usine his cwn queries or the computer”s Queries. .

3

HUW_TOQ_USE_I1aMa=UD

1. To ‘invoké ISMS-UD, use the orperatine system command /DO ISMS-UD.
This command must include the followine two orerands: 1) the name
aof the permanent file which is to contain the ISM, and 2) the name

of the seauential element text file for the full text queries
aptian. ) :

Example: | /00 ISMS-UD#(mode]Filename.textfilename)

IF...full text aueries are not going to be used, tvee "JUNK" for
the secand operand. ’

IF...no model fi1le exists, the cprperatineg svstem will create cne and
aive it the name twvpred for voperand one. "

- —— - — — fda e s P S BB . W G @y

#.lohn N, Warfield, Societal. . Sxstemsi.._Plangicas.. Policx_ .and
Camelexits (New York: Wilev=Interscience,1?76), p. 237.

1 sxWarfield, p, 354,

21, 18
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IF...a file name 1is not tveped for both omrerands., the operatine
svstem wil) produce these error messagses and will not let vou
run ISMS-UD:

% DS31 INVALID FILENAME. COMMAND TERMINATED.
% EOQ1S ERROR IN PRECEEDING CMD - CMDS IGNORED TILL STEP OR LOGOFF.
7. E804 ENDPRQOC RETURNED TO PRIMARY.

* . |

IF...an invalid file name is entereds the opPeratina sSvystem will
respond with ore of the followine error messages: )

% E146¢ ILLEGAL SYMBILIC PARAMETERS DETECTED WHILE FROCESSING
PROCEDURE FILE: PROCEDURE FILE TERMINATED. ’

or
% E144 SYMEBOLIC PARAMETER COPERAND ERRUOR. REENTER THE DO COMMAND.
IF...the svntax of the /DO I5M3-UD is incorrect, the operatine
syvstem will reJect the command.and tvpe this error message!l
% E140 OFERAND SYNTATICAL ERRDRs REENTER THE DO COMMAND.
After each of these error messases, retvepe the "/DO" EDMMAND;
IF...the' /D0 ISM3-UD command 1s cacrcectlxs tweed, the operatine
svetem will tvre these messages indicatinme that ISMZ-UD has
bheen loaded for qse: ‘ ‘
%  PSOO VER# 2.0 OF ISMs-UD LOADED AT LOCATION 000000,
FORTRAN IV PROGRAM ISMSUD STARTED --- ‘MM/DRD/YY
2. ISME3-UD 1s now in control and it asks:

NEW SYSTEM ? (Y/N)
»

A "new svstem" 15 an ISM that has never bheen initialized. Answer
IIYH ':'r IINII.
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IF..."Y" is tvped, ISMS-UD will assume a rnew ISM is heina generated
and proceed to the next auestion.

IF.“’WP' is tvped, ISMS-UD will try to read in the ISM from the
model file named in operand one of the /DO ISMS-UD command.
An  unsuccessful attempt to read the ISM will result in cone of
the follcwine error messagfes to bte tvped:

I[SMEUD  TERMINATED: READ OPERATION ON A NON-EXISTENT ISAM
FILE: FP1-CTR = NNNNNNNN,

SELECT DEBUG QUTPUT OPTIONS (DO,S,A,B,C,HELP)

BORLD TERMINATED: ISAM SEQUENTIAL ERROR ODAE: Pl- CTR =
NNNNNNNN.

SELECT DEBUG QUTPUT OPTIQNS (D S,A,EB,C,HELF)

Tvpe a "CTRL C" and thé comPuter will return to the operating
savstem enabling vou to retvpe the /00 ISMS—-UD command.

2. Next, ISMS-UD twvpes:

TYFE ISMS-UD CcMO ? (OR “"HELF")
#*

Tvpe either a two letter ISMS-UD command describied below or the
kevward "HELP" 1n order to obtain a list of valid ISMS-UD commands,

I5MS=-UD_COMMANDS

IaM2~-U0 recognizes the faollowine twoe letter kevwords as command
1Pyt )

BO COMMAND

The B2 command allows the user to invoke the transitive borderine
alacrithm to embed an element intn the ISM. ISMZ-LID will first ask:
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FULL TEXT QUERIES DESIRELD ? (Y/N)
#*

Answer "Y" ar "N",

IF...the user types "Y", and the filename for operand twe of the
/DD ISMS-UD command is? 1) not the name of a sequential
element text file, or 2) the name of a sequential ¢lement text
file that has not underaone the proaram MAKEIT seauence, the
aperating svystem will tvype this error messase:

ISMSUD  TERMINATED: ISAM ERRIR OQD®A: P1-CTR = NNNNMNNNN,
SELECT DEBUG QUTPUT OPTIONS (D,S,A,E.,C,HELP)

Tyvepe a "CTRL C" and the computer will return to the operating
svstem mode which will enable wou to retvpe the /DU SMS-UD
command.

Next, ISMS-ULD asks:

SUBRORDINATION RELATION 2 (Y/N)
*

Answer "Y" ar “N",

IF...vaou .are in doubt, answer "N". A subordination relation is a
transitive relation where if Element A is related to Element
E, then Element B 1is not related to Element A. This is an
“aptimization for. the transitive borderina algorithm which
eliminates the pPossibility of feedback (cvcles) and reduces
the number of auestions reauired to embed an e¢lement for  this
borderine session anlxy. Caution: be sure that vou understand
the meanine of a subordination relation. In most cases a
subordination relation is oot desiced. When in doubt, answer
lINlI. R )

Naotes Once these auestions have been answered in an ISM session,
thev cannot be chansed until a TE command is received and a new
sess1on started.

The next Question 188

TYPE NEXT ELEMENT NUMEER OR O FOR EBREAK 7
#*

214 | .
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TvrPe the number of the first element (if a new svystem) or the
next element (if an old svystem) to be included in the .I35M,

IF...a new svystem is beins modeled, ISMS-UD will +form a 1 X |
reachability matrix and respond with the same auestion asain
to set a secénd elemgnt to besin the auestionins Pracess.

IF...a non-numeric entry is tvped, ISMS-UD will respord witht

###ERROR### INPLIT NOT NUMERIC--RETRY
*

IF...the number tvypPed is already in the svystem, ISMS-UD will sive
this error messase:’

4

»x#ERROR### NNNN ALREADY IN SYSTEM INDEX

and ask for another element number.

IF...a O (zero) 1is trvpred, ISMS-UD will ask for the next command
kevword. ‘

IF...a valid element is tvped, ISMS-UD will present the Queries
< necessary to embed the element. :

When asuerles are pPresented, answer with either "Y", "N", or "“AR".
CISM3-UD w1l retvee the response it received and

~

IF...a "Y" ar "N" is received, ISMZ-LD will insert & one or
zerrc, respectivelvys, in the pProrer l1ocation in the reachability
matri1x and Present the next auerwy.

IF..."AR" 1is received, ISMS-UD will abert the borderine
' alaorithm for the element beins Processed and ask for the next
command kevword. '

IF...an invalid respanse is received, ISMS-UD wil) 1ssu¢  an
error messase and pPresent the query again.,
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After the new elemaent is mrorerly embedded, ISMS-UD will ask for
another element number to beein the borderins alsgsorithm asain.

BOQ COMMAND

The BOGQ command allows the user to invoke the transitive borderins
alaorithm to embed an e¢lement into the ISM by usins his or her own
querics. (Notet If this is the first time the transitive borderine
alaorithm is beina started, the “"full text" and "subordination
relation” auestions will be asked as in the BO command’ however, 1if
they have already been asked, ISMS-UD will assume the answers to be
the same as in the BO command.)

Newxt, ISMS-UD will ask for elements as it did in the BO coemmand.
When a valid new element is accepted, ISMS-UD will asks

New tvpe the elements to be used in the auery in the order to be
compared (i.e. if 2,3 is tvped, the auerv will ask if 2 1is related
to
be

WHICH ELEMENTS TCO BE COMFARED ? (TYPE O FOR AUTGMATIC)

L]

3

2)., FRemember...the new elemgnt must be one of the two elements to
compPared.

IF...the relation betueen the elements typed has alreadr been
answered, ISMS-UD will respond withs

SORRY., THIS QUESTION HAS BEEN EITHER ASKED ALREALDY OR
FILLED BY INFERENCE EL1 R ELZ = YES(NOQ)

IF...0 (2ern) is tvped, ISMS-UD will send a messase acknowledainsg
the © and will bkesin to issue aueries automatically. The
automatic queries option only lasts for the new e¢lement. When
the next element 1is entered, ISMS-UD wil) "asain  ask’ for
elements to be comPared.
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.DI COMMAND

The DI command directs ISMS-UD to extract and print the disrarh of
the current reachability matrix ISM in a levels format. No other
user interaction is reafired for the execution of this command..

DIS COMMAND

The DIS command directs ISMS-IUD to extract and pPrint the disrarh of
the current reachability matrix ISM in a stases format. No other
user ;nteraction is reauired for tie execution of this command.

ADD COMMAND

The ADD command allouws the user to add elements to the ISM. This

command should be used in condjunction with the AE command to add

elements and their relationshieps. » ISMS-UD will tvpe?

-

TYPE ELEMENTS TO:BE ADDED 7
% :

Tvpe the number of the element to be added. ISMS-UD will keer
accepting elements to be added until a zero is tvyeped.

ELIM COMMAND
LS

The ELIM command Permits the ellmlnatlon of elements from the ISM,
ISM:s-1D t,Pes this message!?

1)
=X

TYFE ELEMENT NUMBERS TO EBE ERAZED 7
#*

T.pe the rnumber of the element vou wish to eliminate from the I:=M.
I2Mi-0D wi1ll keep acceptine element numbers to be eliminated until a
zern 1% tvped. ‘

o
oy
- T
]
H
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AE COMMAND g

The AE command allows the user to add a relationship (edae) an the
ISM., ISMS-UD wil}l tyees

TYPE <A REACHES TO B>
*

Tvyrpe the twe elements to be connected. The edses to be added are
accepted until a zero is tvrPed for one .or both of the elements.

EE COMMAND

-

The EE command allows the user to eliminate a relationship (ed=oe) on
the ISM., ISMS-LID will tweesd ‘

TYPE <A REACHES TO B> TO BE ERASED
#

T/pe the two elements to be disconnected. The edaes ta be discon-
nected are accerted until a zero is tvred for one or both of the
elements.

IF...e1ther element is not on the minimum edge disrarh (i.e. the
elements are not connected in anv wav), ISM3-LD will issue an
error messaae and ask for next command kevword.

IF...the edae entered does not exist (i.e. elements are connected
but not directlvy), ISMS-UD  wil) issue the following error
messaoe!

% ##ERROIR##* THE EDGE FROM NNN TOQ MMM DOES NOT

EXIST ON MINIMUM EDGE DIGRAPH

IF...the elements tvyped are inm a cycle, ISMS-UD will tvee:

###ERROR#*#% NNN ANO MMM ARE IN A CYCLE

Q1
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"ELIM" NNN AND RE-ENTER USING THE "BO" COMMAND

Eliminate either one QF the elements from the svystem’ aﬂd} re-~embed
usinge either the BO, BOX, or ADD and AE command.

PO COMMAND

The FI (Fooline), command Permits the user to combine unconnected
e . ements an the same level or stase of 'a hierarchy inte one sinale
element. ISMS-LID will tvpe:

TYFE TWO ELEMENTS TO- BE POOLED ¥
#*

Tyre the two elements to be Pooied.x

IF...the elements to e pooled are not onm the same level or stase,
ISMS-UD will issue the followine error message and ask for two
elements to be pPocled.

###ERROR##% NNN AND MMM 'ARE NOT ON THE SAME LEVEL
IR STAGE |

Al

IF...the two elements pPass the errar checks. ISMS-UD will twvpe
NEW. INDE')S’ NAME
#

Tvpe the number that'the new element is to take on.
IF...the new index number tvped is @lready in the s+vstem., _ISMS—UD
~wl Y inform the user of the error and ‘ask for ancther new:.

sndes number.,

“lements to be pPonled are accepted until twa zeros are tvyred.

&
) b
LN
[ g4
o~




ISMS-UD Version 2.0

Julvs 1979 , University of Davton

£C COMMAND

The EC (Elementary Contraction) command allows the user to combine
two adiacent elements on different levels or stases of a hierarchy
intay one sinale element. ISMS—-UD will twpe:

TYPE TWO ELEMENTS TO BE CONTRACTED ?
*

Type the twe elements to be contracted.
IF...the elements are not adiacent, ISMS-UD will issue the taollow-
ina error messase and ask for two elements to be ;oniracted.

###ERROR#%## NNN IS NOT ADJACENT TO MMM

IF...1t is Possible to contract the elements,'ISMS-UD.wi1l tvype:

NEW INDEX NAME ?
#*

TvyrPe the number that the new element is to take on.
e i -

IF...the new 1index number tvred is already in the svstem#“rEMS—UD_
will inForm he user of the error and ask for another new
index number .

Elements to be contracted are accemted until two zeros are tveed.
TE COMMAND

The TE command directs ISMS—-UD to terminate and return control to the
aperatine svstem. : : :

| :"' 2:;’0 27
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Occasional ly,
render it
short,
compPuter _
this excellent record,
nated. The ISM3-UD
made )
completed.
messase

incrPerative,
The UD

The
is tvped:
#*

be seen
(brealks

It can
crashes
commands,

Pproblems
computine

1& operational 94%

permanent file is
updating

that a small

1. Jvre the /DO
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may arise with a computer svystem which will
These cccurrences are wusuvally infreauent and
facility maintains a 96% up time (i.e., the
of the scheduled operation time). Even with
the restart carpabilities of ISMS-ULl should be
software has been desigoned in such a way that the
updated after an operation onto the ISM is
operation occurs immediately before this

TYPE ISMS-UD CMD ? OR ("HELP")

\

Ppart of the ISM can be lost if the computer

down) while executine any of the embeddinea or amendins
Restartina is very easy however. '

See the pPrucedure belouw.

A

Haw_ta_cestact_a l3MIzUD_ session_aftec_a_time-shaciona_sxstem_failuce!

CISME-UD command  with the name of the mode)
permanent fi1le and the sequential element text file to be
restarted.

<o Answer "N" to the "new svstem" auestion. ISMS-UD now  has  a

copy of the ISM;
3. (OFTIONAL)  Tvepe "DI" tao diselay the dioraeh of the restarted
15M.
4, Type the ISM3-UD commarnd you were usine when the comPuter
crashed.
5, Continue normallvy,
¥
29,
- 4 =5
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EROGEAM._CYCLE

BURBOSE_QE_CYCLE

Proaram CYCLE resolves cvcles contained in an Interpretive Structural
Model. The user creates and maintains a weighted adiacency matrix that
derotes the strenath of relationships hetween elements in the cvcle.
CYCLE allows the user to obtain listines of the resclution threshold,
threshold matrix, and the gecdetic rPaths®* :

1. To inveke CYCLE, use the cperatins,.svstem command /D0 CYCLE. This
* command must inciude the followines two orerands: 1) the name of the
permanent ¢i1le which is to contain the weishted matrix, and 2) the
name of the seauential element text file for the full text aueries
artion. : ~

Ewample... /00 CYCLE,(weiahtedmatrixname, textvilename)

IF...full text 9queries are not gsoina to be used, tvpe "JUNK" for
the second orerand. :

IF...no weishted matrix file exists, the orPeratina svstem wil)d
create one and aive it the name tvrped for corPerand 1.

IF...an invalid filername 'or a filename 1is nof tveed for both
orerands, the operatine svstem will produce these error
messages and wil)l not let vou run CYCLE:

v, DS31 INVALID FILENAME. COMMAND TERMINATEL.
v EOL1S ERROR IN PRECEEDING CMD — CMDS IGNORED TILL STEP OR LOGOFF,
v ES04 ENDPRQD RETURNED TO PRIMARY.

R m Pan e v - e e S WAt WS e Gwm Gend S et e

#War fi1eld, pPP. 32843 2

)
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Retvre the "/DO" COMMANLD.

IF...the svyntax of ¢the /DO CYCLE command 1s incorrect, the
orperating svstem will reject the command and tvype this error
messases

Y

% E140 CPERAND SYNTATICAL ERROR3 REENTER THE DO COMMAND.

Iv...the /0DQ CYCLE command is caccectly tyeed, the operafins system
will tvprpe these messases indicatine that CYCLE is beins loaded
for use?

% PS00 LOADING VER# 001 QF ISMS. ,
FORTRAN IV PROGRAM CYCLE STARTED ~~- MM/DL/VYY

. CYCLE is now 1n control and it asks?

FULL TEXT QUERIES DESIRED ? (Y/N)
#* .

Answer "Y' ar '"N".

IF...the wuser tvepes "Y" and the file name for crerand two of the
/00 CYCLE command is! 1) not the name of a seauential element

text file, or 2) the name of a sequential element text file
that has not wundersone the prosram MAKEIT sequence, the
oreratina svstem will type the followine error message after
attemptine to print the first full text Quervy:

CYCLE TERMINATED: ISAM ERROR OD%A: P1-CTR = NNNNNNNN.
SELECT DEBUG QUTPUT OPTIONS (IH»S,A,B,CrHELP)

Tvpe a "CTRL C" and the computer will return control to the
.operating svystem enabling vou to retvyepe the /700D CYCLE command.

B The next auestion is:

NEW SYSTEM ? (Y/N)
*
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A "new svystem" is a weishted matrix that has never been initialized.
Answer "Y" or "N",

IF..."N" is tvyped, CYCLE will try to read in the weishted matrix
from the file named in orerand one of the /DO CYCLE command.
An unsuccessful attemet to read in the matrix will result in
the followinw error messase to be Printed:

#EXLST = OPENERR#%

CYCLE will  terminate and return control to the oreratins
svetem.

CIF..."Y" is tvped, CYCLE will then tvpe:

NUMRER OF ELEMENTS (S50 MAX.) 7
»

!

Tvyre the number of elements that are contained in the araument
cryrcle. CYCLE will then ask:

REGULAR INDEXING OF ELEMENTS DESIRED ? (Y/N)
*

Tepe uyu or nNu.

IF...the user tvpes "Y", CYCLE assions sequential numbers to
the elements in the cvcle. That is, the indexes for the
elements are assioned as 15 2+ «.. n (where: n is the
number of elements).

IF...the user types "N", CYCLE then tvres:t

ENTER INDEXES ONE AT A TIME
*

The user is now allowed to specify his own index numbers
for the clements in the cvcle. Tvpe the intesers that
define the index set one per line.

The advantase of beine able to specify index set
numbers is apparent when utilizine the full text aueries

aption. For example, SuPPOSse elements 2y 7y 59, and 62
of a Particular ISM were in a cyrcle. I1¢ full text
31
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aueries  were desired, the user would have to specify his
index set as 3y 7» 59, and 62 in order to be able to use
the same text file as he did for the embeddins session.
If "resular indexing" were mistakenly used, the text for
elements 1, 2, 3 and 4 would arrear whenever full text
aueries were reauired and would lead to a sreat deal of
cenfusion, ‘ :

4, Next, CYCLE tvpes:

TYPE CYCLE COMMAND (OR "HELP")
N _

Tvpe either a two letter CYCLE command or the kevword "HELP" in
order to obtaim a list of valid CYCLE commands.

CYCLE.COMMANDS

CYCLE recosnizes the followine twoe letter kevwords as command input?
AL CUMMAND /

The AL command allows the user 'to add elements to the weighted
matrix. CYCLE tvpes this messasel

ELEMENT NUMBER TO BE ADDED 7
*

Tvpe the number of the e¢lement vou wish to add. CYCLE will then ask:

BORDER ON THIS ELEMENT 7 (Y/N)
*

Answer "Y" ar "N".

IF...the user tvepes "Y", the weishts Pertainine to this element can
be converiently assisned bv "borderina" down the side and
bottam of the weishted matrix, CYCLE will present queries to
the user.

- -
Sd

ZPNY
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CH

DL

FI

IF...the user tymes "N", the wei;hts are not able to be "bordered"
in and must be must be entered via the CH command.

L

Added element numbers are accerted until a zero is trvped.
COMMAND

The CH command allows the user to chanse any weisht in the weighted
matrix., CYCLE tvres this messase?

ENTER A REACHES TO B, WEIGHT (3 NUMBERS)
*

Tvee the element indexes definins the relationshir and the new
weiaht., CYCLE will keep accerptins changes until three =zeros are
tveed. ' :

The CH command can also be used to initially insert weights into the
matrix.

COMMAND

The DL command allows the deletion of elements from the ‘weiahted
matri+<. CYCLE tvypes this message:

ELEMENT NUMBER TO BE ERASED 7
*

Tvre the number of the element vou desire to delete from the weighted
matri.:, CYCLE will keer accepting element numbers to be deleted
unti) a zera is typed.

L OMMAND

The FI command facilitates the 1loadines of the weishted adiacency
matriv by automatically presentine all the Aueries necessary to £.11

224

33
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El.

PR

RE

TE

the matrix. In addition, if the full text wueries oPtion was
selected, the FI command will use the text (rather than Just the

numbers) of the elements durin® the automatic process. The user
should respond to each auery by tyPine an inhteser (less than 10)
which repre¢sents the weioht of the relationship between the elements.

COMMAND _BESIABIING. When usina the FI command, the user must answer
(N##2)-N a«questions in order to commletely £ill the weishted matrix
(where: "N" is the number of elements in the weishted matrix). A
restart/termination feature is available since the number of Ques-—
tions could become quite larse. To use the restart feature, simply
tvype a weisht of 10 for the element Pain vou wish toe terminate with.
CYCLE can now be terminated and resumed at a later time. If the FI
cemmand is  typed, auestionine will resume with the element rair for
which the weight of 10 was specified. The restart feature may bhe
used as many times as required.

COMMAND -

The PR command pPrints the weishted matrix in its Present state on the
terminal., No other user interaction 1is required for the the
execution of this command.

COMMAND

The RE command is essentially the main command of CYCLE. This
command calculates the resolution threshald of the current weishted
matrix. The resalution threshceld, thresheld matrix, and geodetic
paths are printed at the terminal.. Mo other user interaction is
reauired for the execution of this command.

CTOMMAND

The TE command directs CYCLE to terminate and return control to the
oreratine svstem.
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BEEENDIX_ SAMELE.EUNS

the following text
The text file is
EDT. Comments

pertainina to each sample run will-immediately follow the listins of
the sample run.

EDI_SAMELE_EUN

/EXEC EDT
FSO0 VER# 10B OF EDT LOADED AT LOCATION 000000,

%

!

##% EDITOR LDADED’(VER 10B), BEGIN TYFE IN:

1.0000
2.0000
3.0000
4. 0000
5.0000
&, 0000
7.0000
2, 0000
7, 0000
10,0000
11,0000
12,0000
1.3. 0000
14, 0000
15. 0000
16.0000
17.0000
13,0000

/R1

DOES

/R2

WEIGH MORE THAN

/R3

IN MOST CASES?

/EL

A BREATH OF AIR (1)
/EL

AN OLD TENNIS SHOE (2)
JEL |

A FIRE TRUCK (3)

JEL

A FEATHER (4)

/EL

AN ELEPHANT  (5)

// END

@WRITE" TEXT.SAMFLE "t 1-60!

TEXT.SAMFLE I35 IN THE CATALOG
DOVERWRITE = (Y.N) Y

22U

3%
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18.0000 @HALT

If

the

the tekt "file has never been written to the disc, the

overwrite messase followins the "@WRITE" command will not be pre-
When the compPuter returns a slash ("/") after the "@HALT"

ISMS-UD proerams can be executed.
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MQ&EII;SQMELE-BUN

/D0 MAKEIT, (TEXT.SAMPLE)
% PS00 VER# 001 OF ISMS LOADED AT LOCATION 000000.

FORTRAN IV PROGRAM MAKEIT STARTED ~-—- 04/10/77

FERMFILE HAS BEEN CREATED FOR FULL TEXT QUERIES
SHOW(Y/N) ?
*Y

SHOW ALL ELEMENTS(Y/N) ?
*Y

DQES

A BREATH OF AIR (1)
WEIGH MUORE THAN

AN OLD TENNIS SHOE (2)

IN MOST CARSES 7

DQOES
" A'FIRE TRLCK (3)

WEIGH MORE THAN

A FEATHER (4)

IN MOST CASES 7

DOES '

AN ELEFHANT (%)

WEIGH MORE THAN

A BREATH OF AIR (1)

IN MOST CASES ?

DOES

AN CLD TENNIS SHOE  (2)

WEIGH MORE THAN

A FIRE TRUCK (20

IN MO3T CASES 7

DOES

A FEATHER (4)

WEIGH MORE THAN

AN ELEZFPHANT (S

IN MOST CASES 7

#% FORTRAN #*# CALL EXIT
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If an odﬁ number of elements exists in the text

Ppreceedine example, MAKEIT will show each element twice so as ta

display aueries until the end of file occurs after a
is presented.

complete

0

03
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I15MS=UD_SAMELE_EUN

/D0 I5MS~UD, (MODEL . SAMPLE, TEXT.SAMPLE)
% PS00 VER# 002 OF ISMS-UD LOADED AT LOCATION 000000.
FORTRAN IV PROGRAM ISMSUD STARTED ——- 04/10/79

: &
NEW SYSTEM ? (Y/N)

*Y /

TYPE ISMS-UD CMD ? (OR "HELP")
#HELP

IsSMS - UD COMMANDS

EMEBEDING

BQ - TRANSITIVE BORDERING METHOQD

BOD - TRANSITIVE BORDERING WITH SELECTABLE GUERIES
DISFLAYING /

0l - DISPLAY MINIMUM EDGE DiIGRAFH
IN A LEVELS FORMAT

DIs — DISPLAY MINIMUM EDGE DIGRAPH
IN A 3TAGES FORMAT

SUBSTANTIVE AMENDING

ADD - ADD ELEMENTS

ELIM - ELIMINATE ELEMENTS3

AE - ADD EDGES (RELATIONSHIPS)
ON THE MINIMUM EDGE DIGRAPM

234
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EE - ERASE EDGES (RELATIONSHIPS)

ON THE MINIMUM EDGE DIGRAPH
FORMAT AMENDING
PO - POOL ELEMENTS oo f\

EC - ELEMENTARY CONTRACTION

TERMINATION

TE - TERMINATE ISMS-UD PRUOGRAM

#x#NOTE ##+#

HELP - REPRINTS AROVE LIST

TYPE ISMS-UD CMD '? (OR "HELP") ,
# RO

FULL TEXT QUERIES LESIRED ? (Y/N)
*Y

gUBURDINATION RELATION ? (Y/N)
* :

TYPE NEXT ELEMENT NUMBER OR O FOR BREAK 7 - N
*1

. TYPE NEXT ELEMENT NUMEBER OR O FOR BREAK 2

#2

DOES
A BREATH OF AIR (1)
WEIGH MORE THAN

AN OLD TENNIS SHOE  (2) +
IN MOST CASES 7
#N N
f A4
OOES

AN LD TENNIS SHOE  (2)
WEILH MORE THAN
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A BREATH OF AIR (1)
IN MOST CASES 7
*Y Y

TYPE NEXT ELEMENT NUMBER OR O FOR BREAK ?
*0

TYPE ISMS—-UD CMD 2 (GR "HELP")
*D 1

LEVEL NO. 1

LEVEL NOQ. 2

)
]
\/

1,

TYFE ISMS~-UD CMD ? (OR "HELP")
#ROQ

TYPE NEXT ELEMENT NUMBER OR O FOR BRERK ?
*3
WHICH ELEMENTS TO BE COMFARED ? (TYPE © FOR AUTOMATIC)

* L

(L] S
A FIRE TRUCK (3)
WEIGH MORE THAN
AN OLDO TENNIS SHOE (2)
IN MOST ZASES 7
#Y Y
WHICH ELEMENTS T BE COMPARED * (TYPE O FOR ALUTOMATIC)
*3,1 .

SORRY, THIS GUESTION HAS BEEN EITHER ASKED ALREADY OR FILLELD
BY INFERENCE 3K 1 = YES
WHICH ELEMENTS TO BE COMFARED 7 (TYPE.O FOR AUTOMATIC)

»

2354
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*0O

o ACKNOWLEDGED, BEGINNING AUTOMATIC QUERIES

DOES
AN OLD TENNIS SHOE (2)
WEIGH MORE THAN
A FIRE TRUCK (3)
IN MOST CASES 7
#N N

TYPE MEXT ELEMENT NUMEER OR ¢ FOR BREAK ?
*0

TYPE ISMS-UDl CMD * (OR "HELP"™)
*D1

LEVEL NO, 1

LEVEL NO.

rJ

3 =0 2,

TYFE IzMs3-UD CMD v (OR "HELP")
#ALD

TYPE ELEMENTS T0O BE ADDED 7
*4
*<

*()




Julvys

1979

TYPE ISMS-UD CMD ? (OR "HELP")
#D 1

-LEVEL NO. 1
1
4
b
LEVEL NO. 2
2 =2 1,
LEVEL NO. 3
2 “}' 29

. TYFE ISMS--UD CMD ? (QR "HELP")

#AE

TYPE <A REACHFS TO B>
*4, |

TYPE 1SMs-UD CMO ? (OR "HELP")
w01

CYCLE ON 3 S

LEVEL NO. 1

ISMS-UD Version 2.0

Univeresity of Davton
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LEVEL NO.

L
]
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L )

FL

-
)

TYFE ISMS-uUD CMD ? (OR "HELP")

*EE

*

TYPE <A REACHES TQ B> TO BE ERASED

*4, 1

B3, S

‘***ERRUR**&' 3 AND
"ELIMY 3 AND RE-ENTER USING THE "RO" COMMAND

TYFE ISM3-U0O CMD ?
#01]

LEVEL NOQ.

NiJl.

S ARE IN A CYCLE.

(OR “"HELF")

'—
-

LN I

1,

fa

23,

a5
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I => 2,

TYPE ISMS-UD CMD ? (QR "HELP")
*PQ - '

TYPE TWO ELEMENTS TO BE PQOLED ?
#3,5

NEW INDEX NUMBER ?
*b

TYPE TWO ELEMENTS TO BE POOLED ?
*#0, 0

TYPE 1SMS~UD CMD ? (OR "HELP")

- #D1
LEVEL NuO. 1
1
4
LEVEL N0, 2
2 = 1,

LEVEL NaQ. 2

TYPE ISMS-UD CMD 7 (OR "HELP")
#ELC

TYPE TWJ ELEMENTS TQ BE CONTRACTED ?
#2,1
* NEW INDEX NLUMEER 7
*7
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TYPE TWO EI.LEMENTS T0O BE CONTRACTED ?
#0Q,Q
TYPE ISMS-UUD CMD ? (OR "HELP")
#*DJ . ’
LEVEL NO. 1
7
4
LEVEL NO. 2
é =3 7
TYPE I[3SM3-LID CMO ? (OR “"HELP")
*ELIM ‘ oo
TYFE ELEMENT NUMBERS TO BE ERASED 7
*4
* &
*0)
TYPe ISMS-UD CMD ? (OR "HELP")
+D I
LEVEL NO. i
7

TYFE I3aM=-U CMD ¥ (OR “"HELP")
*TE
##FORTRAN #*% STOP

NOTE ¢ Whenever a ) (zero) 1s tao be entered t¢ discantinue an
commands 3 "CTRL C" can be tvred instead of the zero

ISMS-UD Version 2.0

University

of Davton
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the computer recoesnizes this inmut as a zero. This also holds true
for the MAKEIT (when showin® which elements) and CYCLE erosrams.

The above sample run is a very simelified-exammle of how each ISMS-UD
command affects the ISM, Durin® an actual ISM session, a disraph

would not usually be Printed until the session is completed. The
commands can be used in any lomical order.

Sy

47
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CYCLE._SAMPLE_EUN
‘\,,’

/DO CYCLE, (WEIGHT.SAMPLE, TEXT.SAMPLE)
% P300 VER# 001 OF ISMS LOADED AT LOCATION 000000.
FORTRAN IV PROGRAM CYCLE STARTED —--- 04/17/7%

FULL TEXT QUERIES DESIRED ? (Y/N)

»Y
NEW SYSTEM 7 (Y/N)
o *Y ,
NUMBER OF ELEMENTS (S0 MAX.) 7
*4

REGULAR INLDEXING OF ELEMENTS DESIRED ? (Y/N)
*Y ' :

TYFE CYCLE COMMAND (OR "HELF")

*HELP
*###HELP MESSAGE ##+
AL ~ ADD AN ELEMENT TQ SYSTEM
DL - DELETE AN ELEMENT FROM SYSTEM

FI = FILL SYSTEM (ASSIGN WEIGHTS)

CH = CHANGE WEIGHT OF A RELATIONSHIP
RE - RESOLVE SYSTEM '

FR = PRINT SYSTEM OLT

TE ~ TERMINATE SESSION

HELP - REPRINTS ABOVE LIST

TYFPE CYLZLE COMMAND (ORr”HELP“)
T owAL
ELEMENT NUMBER TGO BE ADDED 7
*5
- BORDER ON THIS ELEMENT 2 (Y/N)
»Y
A BREATH CQF AIR (1)
HAS BEEN RELATED TO
AN ELEFHANT (S)
WEIGHT 2

*Y

ag
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AN OLD TENNIS SHOE (2)
HAS BEEN RELATED TO
AN ELEPHANT (%)
WEIGHT ?
.8
A FIRE TRUCK (3)
HAS BEEN RELATED TO
AN ELEPHANT (S)

WEIGHT 2
*7 '

A FEATHER (4) :

"HAS BEEN RELATED TO ‘
AN ELEPHANT (&)~

WEIGHT ?

*3

AN ELEFPHANT (%)
HAS BEEN RELATED TO
A BREATH OF AIR (1)
WEIGHT ? '
*4
AN ELEPHANT (5)
- HAS BEEN RELLATED TQ
AN OLD TENNIS SHOE (2)
WEIGHT *?
*5
AN ELEPHANT (5)
HAS BEEN RELATED TO
A FIRE TRUCK (3) . '
WEIGHT ? l
#é&
AN ELEPHANT (S)
‘HAS REEN RELATED TO
A FEATHER (4)
WEIGHT ?
*2
ELEMENT NUMEBER TO BE ADDED ?

*0Q

TYPE CYCLE COMMAND (OR "HELP")

*#FR ‘
1= 2(0), 3(0), 4(0), S(9),
o= 1(0), 3(0), 4(0), S5¢(3),
o= 1(0), 200), 4(0), S(7),
4=, 1(0), 2(0), 3(0), S(2),
S= 1(4),. 2(3), 3(6)» 4(2),
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TYPE CYCLE COMMAND (OR "HELP")
»DL

ELEMENT NUMBER TO BE ERASED ?
*35
#Q

TYFE CYCLE COMMAND (OR "HELP")

#PR
1=> 2(0Q), . 300), 4(0),
2=> 1(0), 3(0), 4(0),
I=> 1(0), 2(0), 4(0),
4=> 1(0), 2(0), 3(0),

TYFPE CYCLE COMMAND (OR "HELP")
*F1
A BREATH OF AIR (1)
HAS REEN RELATED T0O
AN QLD TENNIS SHOE (2)
WEIGHT ?
*7
A BREATH OF AIR (1)
HAS BEEN RELATED TO
A FIRE TRUCK (3&)
WEIGHT 2
*3
A BREATH OF AIR (1)
HAS BEEN RELATED T
A FEATHER (4)
WEIGHT ? '
»Y
AN OLD TENNIS SHUOE (2)
HAS BEEN RELATED T
A BREATH OF AIR (1)
WEIGHT 2 ‘
«7
AN COLD TENNIS SHOE (2)
HAS BEEN RELATELD TO
A FIRE TRUCK (3)
WEIOHT ?
*A
AN CLD TENNIS SHOE (2)
HAS BEEN RELATED ToO
A FERATHER (4)
WEIGHT 2
*7
A FIRE TRUCK (&)

S0
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HAS BEEN RELATED TO
A BREATH OF AIR (1)
WEIGHT ?
*0
A FIRE TRUCK (3)
HAS BEEN RELATED TO
AN OLD TENNIS. SHOE
WEIGHT 7
*S
A FIRE TRUCK (3)
HAS BEEN RELATED TO

(2)

A FEATHER (4)
WEIGHT ?
*7

A FEATHER (4)

HAS BEEN RELATED TO
A BREATH OF AIR (1)
WEIGHT 7
*9

A FEATHER (4)

HAS BEEN RELATED TO
AN OLD TENNIS SHOE  (

2)

WEIGHT 7
*6
A FEATHER (4)
HAS BEEN RELATED TO
A FIRE TRUCK (3)
WEIGHT ?
*3

ISMS-UD Version 2.0

'Universitv of Davton

TYPL. CYCLE COMMAND (OR "HELP")
*PR
! f=> 2(7), 3(S), 4(9),
2=l 1(7), 3(6), 4(7),
3= 1(0), 2(9), 4(7), _—~
4=> 1(%), 2(6), 3(3), A
TYPE CYCLE COMMAND (OR "HELP")
*CH
ENTER A REACHES TO B, WEIGHT (3 NUMBERS)
#3,1,3
#0Q, C) ’ (:)
TYPE CYCLE COMMAND (QR "HELP")

*FR
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1=> 2(7), 3(8),» 4(9),
2= 1(7), 3(6), 4(7),
3=> 1(8), 2(9), 4(7),
4=>

1(9)y . 2(6), 3(R)»

TYPE CYCLE COMMAND (QR "HELP")
*RE

###CYCLE RESOLVED®#%
THRESHOLD==2 7

THRESHOLD MATRIX

1=3 2(7), 3(3), 4(9),

2= 1(7)t 4(7),

3= 1(8), 2(9), 4(7),

4=> 1(9), 3(8),

NUMEER #LINKS ELEMENTS PATH

1 2 Z» B 2 1 2

2 2 3, 1 3 1 3

3 c 3, 2 '3 2 1 3
) 4 2 4, 1 4 1 4 :

< c; 4, Z 4 1 2 4

& 2 4, 3 4 3 4

TYPE CYCLE COMMAND (QOR "“HELP")
*TE .
## FORTRAN ## CALL EXIT

-
NOTE: As 1n the ISMS-UD eprooram, a "CTRL C" can be used instead oF 
zeros when terminatine a CYCLE command.

Also as with ISMS~-LUD, the above example is a werx simpPlified run of
the CYCLE prosram. The user mavy wish to resolve the matrix several
times durina the session to obtain the threshold of rescalution
desired. The commands may also be executed in anvy logical order as
with the IZMZ-UD commands. ’
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User DELTA Charts

This attachment consists of DELTA charts that describe the user and machine
decision interactions that occur while operating ISMS. These DELTA charts are provided
for both the programmer and the user in order to facilitate the installation and the use of
ISMS. At first glance, you might notice that the DELTA chérts look like programming
flow charts. However, these charts do not document program flow. Instead, they
document the actions of both the user and computer at a typical ISM computer session,

therefore, the DELTA charts should be used only for instructional and system overview '

purposes.

How to Read the DELTA Charts

The charts depict the flow of activities at .a typical ISM computer séssi‘on. They
convey a great deal of information in a highly structured format and a relatively small
amount of” space. This information includes activities, decisions, time flow, logic
connections, and who is responsible for each activity or decision.

Several symbols appear on the charts; these are explained and illustrated in the next
few paragraphs.* Activity,boxes are the most common symbol used on the charts. An
activity box is divided into two parts; the lower part shows an activity énd the top part
shows who is responsible for carrying out the activity. In I'SM, either the user or the

.cormputer is responsible for each activity.

USER/COMPUTER

4

Activity

*This material is adapted from Warfield (1976, pp. 421-425).

Attachmergél-l/l




A decision box is similar to an activity box, but it only has one part. By answering
the question shown on the decision box, the user chooses among several alternatives paths

leading from the decision box to subsequent boxes.

Question

The OR box is interpreted as an "exclusive OR." One and only one of the preceding

activities or decisions can occur at a given time. The lines that join the various boxes

represent only the flow of time, except at the output of a decision box where lines alsd -
represent the various decisions that could be made. In that case, the lines are labeled;

usually with either YES or NO.

OR

F 4

2;;(1

Attachment 3 - 2




O

ERIC

Aruitoxt provided by Eic:

ISMS-US FULL TEXT QUERY FACILITY USE

USER

Initistea hoat
aystew taxnt editor

[o]

COMPUTER

Prompts for a user
input

USER

Types an element
text or editor
command

COMPUTER

Accepts text lins

Lor |

COMPUTER

Processes editor
command

VES | HALT command?

COMPUTER

Prompts for
command

USER

Iniciates MAKEIT
program

COMPUTER

Loade progrom and
bagine sxecution

O

PEN

NO




Eg

BT T

pU—

s

" CORPUTER

record from sditor
crested fila

Syntax errors?

NO

COMPUTER "

Writes llu.r‘y s

COMPUTER

Asks if user wents

to display any
alements

USER

Displays slements

Decides yes or no
OR
USER
Decided no

N



Aruitoxt provided by Eic:

<OMPLTER

Resds I1SM (rom &
permanent (file

USING PROGRAM |SMS-UD

NO

user

Initiates ISMS-UD
progran

COMPUTER

Loads Program and
begine exscution

corfren

Inquives if to
tnitislize ISM

USER

Responds vith yes
or no

Initialize?

* |YES

11

OR

COMPUTER

Rrquests a command

)




USER

Decides on command

OR

|

]

USER USER

user

Terminates ISMS-U
program

!

Requastn & mattix Requests HELP

operation

|

COMPUTER COMPUTER

Presents & 1list of
valid commands and
their meaning

Performs operstion
and displays
resulte
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Aruitoxt provided by Eic:

COMPUTER

Inquires tf full
text quaries are
Jdestred

Usen

Decides and typas
ves or no

Full text querles
Jdesired’

YES

YES

BO COMMAND

usKR

Raqueste Bordering
oparation

firet call to
| any bordering
subroutine?

j [ NO

COMPUTER

o4 Resds in freming

NO

clauses from
query file

OR

(OMPU'TER

inquives it rela~
tionehip belng
sodeled s
subotdinate

USER

Decidze end types
vya® 9T NO

QR
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N

COMPUTER

Types srror
menuage

USER

Typed sn element
numbar elready in
1§11

b

OR

COMPUTER

Asks for next
elemant to bordaer

USER

Types an elemant
nusber

T

COMPUTER

Tvpee ertor

aeo0ane

elament number

Full text gqueries
selected?

COMPUTER

Checks to eee if
text record exists
for user spacified

“‘ncnt

NOl(or user specified

slament?

Text vecord existe

YES

Lor]

_ )
USER USER
Types ¢ valid
44 Typed & "@"

COMPUTER

Forms inference
opportunity matrix
(1e) '

.1”——
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Aruitoxt provided by Eic:

COMPUTER

Celculete bast
quescion to ask

Full text queries

selacted?
COMPLTER NO
Read question text
trom query file
COMPUTER CL.CUTER

Present full text
query and request
responue

Present symbolic
query end request
response

a8

USER

Decide on rasponae




?%
USER USER useR
Typas an "N Typse & "Y" ’ Types "A3"
(abort)
‘ [or]
COMPUTER
lculate inference
nd place in ISM
tein
COMPUTER
Zero rove and
columne of 18 ueed
in etap adbove
COMPUTER
. y
tites ISM matrix I# ell zeroes?
No.

nto permsnent file

”»




BOQ COMMAND

USER

N Rajuests ''BOQ"
ope=ation

Firet call to
YESY any bordering

subroutinaes?
NO ‘
COMPUTER
Inquires 1f full
text quetrics ate
destred
USER
Decides and types
ves Or no
9
COMPUTER
Full text querles -
d;slred? ! YES Resds {n framing )
cleusss from
query file
NO I
[or].
COMPUTER

Inquires 1 rela-
tlonship being
wodeled 1o wub-

USER

Decides and typee
yea of no

L]




’ A
OR
COMPUTER
Aske for next
elament number to
border
COMPUTER
)
q
Types an error user
wessage
. ¥ Typee an element ‘
number
vser lor] .
Typed en alemant
elreedy in ISM
user : usen
Typee o valid Ty ng
ped o "'$
element
CoMPLTER nt aumbet .

Tvpee error
saceege .

‘ . YES | Full text queriee
' eelected?

NO
COMPUTER ’

Checke to eee it
text record exiete ’ )

tor user epecified

Text record exiet

YES
for uear epecifie
elament?

oRr |
COMPUTER

Yorme inference
epportunity mstrix
(81}

QU J

Q
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COMPUTER

OR

COMPLUTER

Aske user which
question to pressnt

Types arror

USER

~1

pasnage Decide and type
question desired
OR
USER
Requested @
question already
ansvered {(inferrec) USER USER
Requested an
unenevared Requested eutomatid
question querias

[os

Full text queries

COMPUTER

Calculate bast
question

Xt selected?
NO
COMPUTER
Read question text
tros query flle
UVMPUTER Y COMPUTER

g

Pressnt full tex
querv scd request
response

Present sympolic
query snd requast
fesponas

or]
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Aruitoxt provided by Eic:
.

h']
’
12
K
4
,ser
yi
Decide on *
response
Lor |
. {
USER UsER USER
Types an "N" Types & "Y' Typas “AB"
. d (ebort)
\ [
:
.. v \

—~

or |

& COMPUTER

" Calculate infer-
ence and place in f
1SH matrix

comruTER €

Zero rowe end
columne of 1§ uged
in otep nbov.*’,.

[ COMPUTER

Writes ISM matrix
onto permanent
file

YE3 16 all ‘zeroes?

10

NO
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DI COMMAND

USER

Requests o lavale
format digraph to

bs printed

COMPUTER

Celculeten bier-
erchicel resch-
ebility matrix in
s levels format

COMPUTER

Cslculates stander
form matrix

COMPUTER

Cealculates conden-
sstion matrix end
printe cycle eets

COMPUTER

Calculates ekeleton
satrix

COMPUTER

Prints ssch gslamen
end Lte connective
for esch lavel
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DIS COMMAND

usyr

Requaests & eteges
format digreph to
bs printed

CQPUTER

Calculstes hiaer-
srchicel \-eech-
ebility matrix in

COMPUTER I

Calculstes otondnrj
form matrix

Celculetes conden-
sation matrix snd
printe cycls sete

[ CaaruTER I
/
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L ]
COMPUTER

Princte sech
slewent end ite
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ADD COMMAND

USER

Requests ADD
operetion

Lor |

COMPUTER

Request added
slement numbets

USER

nyaber

Inpute en element

OR

COMPUTER

USER

user epecified
element fen't in

I

Checks to make sure

Types a "g"

COMPUTER

Types srror
weosage

Yt

Elemant slreedy

fn ISM?

COMPUTER

Writes ISM matrix -

onto permanent
file

COMPUTER

ISM wvith no

connéctivee

Add elemant Into

O
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Aruitoxt provided by Eic:

ELIM COMMAND

COMPUTER

lasue error
nessage

NO

UsER
-
Requests ELIN
operstion
|Loﬂ
COMPUTER
quasts sliminated
lemant numbere
1114 3

Inputs sn elewent
nusber

lon
COMPUTER user
scke tO make surs
ser epacified ngn
slement s in ISM Types o ¢
COMPUTER
Element in ISM?
Writes ISH matrix
onto psrmansnt
COMPUTER

Eliminats slement
from 1SM matrix
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At COMMAND

r‘ usie
Raqueate AZ
oparation .
OR
COMPUTER
Requaate edges
to add
USER
Typeea element
numbars
Eeﬂ
0“5 COMPUTER useR
Checks for pressence .
of both slemente in wan
ISM matrix Types o "8
COMPUTER OMPU
Both elemsntae in ¢ TER
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COMPUTER COMPUTER
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. file )
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EE COMMAND

user
Requeste EE
oparation
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COMPUTER
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to ealiminate

USER
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o] COMPUTER USER
Chacks for presence
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)
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NO
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Type error Writeae ISM matrix
nesrage :2:: permanent
YES
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COMPUTER

Checks to ses {f
elements sre in s

- cycls
COHPL’TFR Zlements in s
YES] cycle?
Tvps srror
wessags
NO
COMPUTER
'8 Chscks to see 1f
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COMPUTER no| Eiements on
- ninisum edge
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\ YES

COMPUTER
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edge digreph
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YES

COMPUTER

]
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on [SM matrix

o
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PO COMMAND

AN

USER

Requests "PO"
operation

P

COMPUTER

Requeste slemente
to be pooled

USER

Types elemente
to be pooled

L_C’.EH‘

COMPUTER user
Checke to ese 1if wan
both slements are Typed o "P
on (SM matrix
COMPUTER Both elemente in COMPUTER

1SM matrix?

Type ecror Writes ISM matrix

maseage onto permanont

YES tile

@

Qi
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COMPUTER

Chacks to sas {f
slsments srs on
Jasms lavel or .

llsl.l

COMPLUTER

Tvpas srror
aesisge

Elementa on the
NQ ]| sene lavsl or )

@

stags?

YES

OR
COMPUTER

Request nev
index name . ‘

USER /

Typs nsw
indsx name (
N

COMPUTER

Chacks to sas thst i
nav indss name is ,
not & duplicste

C'RPUTER £ Nev indax name s
3 duplicats?
Typs srror
sessags
NO

@

lad]
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EC COMMAND

USER

Requeats “EC"
coeration

| OR |

COMPUTER /

equest contrected
elements

ustRr .

p————— > S

Types alamant
peir

[o=] (
o

F)JR_] COMPUTER USER /

R Checke to see if
l >"“_ both elemants sre ngn
on ISM matrix Typad o 6\

7
COMPUTER
Both elamwents in COMPUTER
- NO
ISM matrix?
Type error Writee ISM matrix
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YES tile
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COMPUTER

Type error
sessage

@

Chacks 1{f elements
are directly con-
nacted on minimus
eph

Elemants directly
connected on the
ainisus edge
digraph?

YES

1) —

COMPUTER

Requeats nev
index nase

USER

Types nev index
name

COMPUTER

echke to maks eure
het user hsen't
pecified a dupli-
ate index ne

COMPUTER

Type error
mesnage

YES
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duplicate?

NO

@
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Contracts elements

@

O
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XY
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CYCLE PROGRAM

USER

Initietes CYCLE
program

COMPUTER

Losds program and
bagins execution

COMPUTER

Inquires {f tull
text queries are
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Decides and typas
yes or no

COMPUTER
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USER

Dec ides and types
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27
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USER USER
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permanent file
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COMPUTER '\

Checks to make’
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COMPUTER
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¥
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COMPUTER

Writes weighted
matrix oato
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OR

COMPUTEX
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USER
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command
OR
USER useR . USE
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This attachment contains the listing of the FORTRAN IV programs
entitled Interpretive Structural Modeling Scftware (ISMS). Tapes

containing the listing of these programs can be obtained for a service

fee by writing:

Director

The Oftice of Computing Activities
University of Dayton ’
Dayton, Ohio 45469
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PRUGRAM [ S4SUD

0060000000000 0008880080830800088408000000¢00000000000000000%0004000
NOTICE

] [ ]
) [ ]
® ALl RIGHTS RESERVED, NO PART OF THIS PROGRAM MAY BE SOLD, .
¢ REPRODUCED, STORED IN A RETRIEVAL SYSTEM, UR TRANSMITTED .
o [N ANY FORM (JR BY ANY MEANS, ELECTRONIC, MFCHANICAL, .
¢ PHITICIPYING, RECORDING», DR UTHERWISE, WITHUOUT THE .
¢ PRIUR PERMISSION OF THE .
* UNIVERSITY OF OAYTON RESEARCH INSTITUTE, s
. [ ]
) [ ]

CO80000 0600080000080 0 80082080000 00000080000000000000053001100000800¢

1 § M S - Uu o
INTERPRETIVE STRUCTURAL MODELING SOFTWARE - UNIVERSITY OF DAYTON °

NRITTEN BY: DAVID R. YINGLING, JR
ENGINEERING AND PUBLIC POLICY GROUP
UNIVERSITY OF DAYTODN

PU o v e g B e e e B e
O WD NdOWMWE PN~ O WD NTP PSS W -

21 DAYTON, OHIO 45469
22
23 VARTABLE NAME DESCRIPTJON
24
25 N THE NUMBER OF ELEMENTS IN THE
25 REACHABILITY MATRIX "RMY,
27
28 RM THE CURRENT REACHABILITY MATRIX
293
INDEX THE INDEX SET OF ®RM",
3
32 NUMS A VECTOR USED TO CUMMUNICATE WITH
33 SUBROUTINE GETNUM
34
35 QTYPE LOGICAL VARIABLE WHICH WHEN FALSE,,
36 DENDTES FULL TEXT QUERTES, WHEN
37 e TRUE,» DENDTES SYMBOLI!C QUERIES,
38
39 SUBREL LOGICAL VARIABLE WHICH WHEN ,TRUE,»
49 DENDTES AN OPTIMIZATION OF THE
T3 TRANSITIVE BORDERING PROCESS IS TO
42 BE DUNE, WHEM ,FALSE., THE
43 OPTMIZATION IS NOYT ABLE TD BE DONE,
a4
4% TTYIN FORTRAN READ UNIY NUMBER FOR TELETYPE
4%
.7 TTYQUT : FORTRAN WRITE UNIT NUMBER FOR TELETYPE
40
49
50 TXTWDS THE NUMBER UF MACHINE WORDS REQUJIRED
51 TO HOLD ONE OF THE ®= PHRASES OF FULL
52 TEXT QUERIES

SYS DIMENSION SIZES OfF SYSTEM MATRICES, 1IT
1S THE THE MAXTMUM NUMBER OF ELEMENTS
THAT CAN BE HOAMDELED BY THE PROGRAM,
THIS VALUE 15 SET RY THE PROGRAMMER
DEPEMDING ON THE AMUOUNT DF MEMURY

C
¢
¢
¢
¢
C
C
C
o
C
¢
C
8
C
C
C
C
(
t
C
9
C
C
C
(
C
C
C
30 ¢
C
C
C
C
C
C
C
¢
C
C
C
C
C
C
¢
¢
C
C
C
C
C
C
C
C
¢
L
¢
¢
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AVAILABLE,

s*oe(OMHON BLOCK /F‘EXI/

COMMUN BLOCX /FTEXT/ 1S USED WHEN FULL TEXT QUERIES

ARE SELECTED BY THE USER, IT CONSISTS DF 3 VECTORS
DIMEMSIAONED BY "TXTWUS", THE MAIN PROGRAM 1S RESPONSIBLE
FOR READING IN 'THE "FRAMING"” CLAUSES INTU THE BLOCK 1IN
THE POSITINNS R1, R2, AND R3,

el aNalalalakal ol ol b

IMPLICIT INTEGER®2 (A=2)

LDGICAL QTYPE, SUBREL, FIRST, QST
LOGICAL®L RM{128,128)

DIMENSION INDEX()128)

INTEGER RO,01,ELIMM,HE, TE, YUP, ols,AE,EE,Aob.Po.Ec ANSWER R1,R2,R?
INTEGER L1,L2,UNUSEO,80Q,N, INDEX

DATA BO/2HBO/, DI/2HDL/, HE/GHHELP/, TE/2HTE/, YUP/LHY/ .

DATA DIS/3HDIS/, AE/2HAE/, EE/2HEE/, ELIMM{4HELIM/» ADD/3HADD/
DATA PO/2WPQO/, EC/2HEC/, BDQ/3HBOQ/

COMMON /FTEXT/ R1(160), L1(160), R2{160), L2(160), R3(160)

THE BLANK COMMON 1S FOR THE U,D, SYSTEM ONLY,..,
THe FORTRAN RUN TIME SUBROUTINES REQUIRE THE ASSOCIATED
VARTABLE OF THE DEFINE FILE STATEMENT IN BLANK COMMON

[aRaKa¥a¥al

COMMON UNUSED UDVER2
SYS 128

NCHAR 4

TXTWOS 160

TTYQUT » 2

TTYIN 1

QTYPE . TRUE,

SUBREL .FALSE,

FIRSY « TRUE,

QsT +FALSE,

NEW SYSTEM ?

[a NaNal

WRITE(TTYQUT»101)
READ (TTYIN, 200) ANSMER
IFCANSWER LEQ, YUP) GOTO 3

SYSTEM MARTIX RESIDES ON A PERMFILE, READ IT IN

laXa¥al

CALL lU(N;RM:lNDEX:lO:.TRUE.rSYS)
tato 3

UPDATE PERMFILE EVERY TIME IN CASE OfF YIHE
SHARING SYSTEM FAJLURE

SO O

4 CALL 10(N,RM,INDEX»10» ,FALSE,,SYS)

P

( ASX THE USER FOR A 1SMSUD COMMAND

3 WRITE(TTYOUT»103)
READ (TTYIN, 200) ANSWER




117 IH LA, ,me A bW, BL) Gy

b !

118 1FLANSWER (BN, DI) carag o

) 1FLASAtR LEJ, DIS) cuY0 9

120 IF(ANSHER LEYd, ELIMM) GDTOD 7

121 1FCANSHER LEN. HE) cuT0 8

122 1FUANSHER LEN. AE) GI'0 10

12) 1FOANSWER LEN, EE) 6010 11

124 1FLANSHIR LEN, ADD) GUTO 12

125 1Ftanswer Lfu, PO c0T0 13

12% 1FLANSHER L,EN, EC) c0T0 14 '

127 1FLANSHER L,EJd. BDQ) cUTO 18

129 IFLANSHWER LEN, TE) ST0P

127 o

132 ¢ INVAL D COMMAND

131 ¢

132 WRITE(FTYOUT,104) ANSWER

133 ¢0f0 3

134 ¢

1)5 C CEEE ORI EREEIL R R NG EEE LR QO RN EE RS UEREREREEEEE SR ENER S EPEEPRRORNERS
135 ¢ . TRANSIT | VE BORD RING .
137 C ‘“t‘t‘..tOO“‘.““‘t‘“‘“‘0“““‘“Q““““‘“““#.“0“0““
138 ¢

13 S IF{.NUT, FIRST) GDTO 1%

140 FIRST = ,FALSE,

141

142 ¢ FULL TEXT QUERIES ?

143 ¢

144 WRITE(TTYOUT»100)

14% READ (TTYIN, 200) ANSWER

146 IFLANSWER . NE, YUP) GOTO |

AT L

148 ¢ FULL TEXT QUERIES DESIRED ‘
149 ¢

159 DEFINE FILE 8(999,160,U,UNUSED)

151 C

152 ¢ s80eNTESsess

193 C THe RECORD SIZE FDR THE ABQOVE DEFINE FILF STATEMENT SHOULD
154 ( BE EQUAL TO "TXTWOS",

155 C

1% FIND(B'2)

157 QTYPL = _FALSE,

158 REAN(B'2) (RIUI),1%1,TXTWDS)

1993 READ(O8'3)  (R2(1),1=x1,TXTWDS)

16) READ(8'4) (R3(1),121,TXTHDS)

161 ¢

162 = SUBNRDINATION RELATION 7

163 '

164 1 WwRITE(TTYOUT,»106)

164 READ (TTYIN, 200) ANSWER

165 IF(ANSWFR LEQ, YUP) SUBREL = ,TRUE,

167 ¢

168 15 CALL BUORDER(N,RM, INDEX,TTYIN, TTYOUT,QTYPE,SUBREL, 057 TXTWDS,SYS)
159 Q3T = .FALSE,

172 Gutn 3

171 ¢ X

172 C "ﬁ‘tt“.t0““““““““““““t““"*t“‘t‘t}“‘t‘ttt"““tt
173 ¢ * DISPLAY DIGRAPH IN LEVELS *
176 r ‘t‘t“‘0“0““‘*‘0“““““t““#““““‘t““?‘#‘t‘t‘#ﬁ‘t“tt‘

[

250 3




178
176
177
178
179
130
181
182
183
186
183
185
187
188
189
199
191
192
193
19¢
193
195
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
21
214
213
216
217
218
219
220
221
222
223
224
223
224
221
228
229
239
231
232

[aXaNa¥aNal [aXaNa¥a¥a [aXaXa¥a¥a! [aXaRaNa¥al [a¥aXaRa¥al laXaXaXa N aWalalle Wa

[a e Y a

b

10

11

12

13

14

CALL DIGLEVIN,RM, INDEX,TTYOUT,SYS)
G0To 13

SEE 00200 EEEEE SRS USRS EELEEESSOESEEEERSEEtENsePetteeRett e

¢ DIsSPLAY DIGRAPH IN STAGES *
AR A I I R R R R T Rl L T R PR LY T

CALL DIGSTG(N,RM, INDEX,TTYOUT,SYS)

RE-READ N,RM, AND INDEX BECAUSE STAGES ROUTINE
HAS USED THEM FOR "CRATCH AREAS

CALL TO(N,RM,INDEX,10s4TRUE,»SYS)
6070 3

SRS EEEEESEP SRRSO ESESEEREE S USSUESS ettt ttns st

. ADD AN FDGE .
SEEELUIRRBEIEEEREANEEEERERLEBEEEEERESSREEEEEERISESEERREERRtRt st tes

CALL ADEDGE(N,RM, INDEX, TTYIN,TTYQUT,SYS)
cotn 4

S0 SE0SEEEEES SRS ESEEES SO REEENESESEEEEEES SR et ettty

¢ ERASE AN EDGE *
SE0EESUINEBEEEEREE SRR EEEEREEtERBEtEOtetetRPe sttt dentdd

CALL EREDGE(N,RM, INDEX, TTYIN, TTYOUT,SYS)
coto 3 .

SEES0SEESSSE SRS RS SRERNEERE RS ESS S NNERSNENEES RS ENNS

. ELIMINATE AN ELEMENT .
SLGEE SRR SEI NSRS REEREEEEESEREARIREt et ENeRRNESteeDed

CALL ERASE(N,RM, INDEX,TTYIN, TTYDUT,SYS)
cOTo 4

SUSEESESESEEP SR RSS20 ESAES S¢S0t esdt et ssiesdtine

. ADDO AN ELEMENT ¢
SEISSEEI I SRS AEEEEENGEEEESSATESEIERRACRESEEIEES SR RANEIISSNS

CALL ADDEL(N,)RM, INDEX,TTYIN,TTYQUT,SYS)
6010 ¢

SE8LEEESAEEEESEEE LSS EEESEEESS 20 SRt REOSE S0 Entsskstsstetns

* PDOL ELEMENTS *
SOEEEESEREREEERNREBC PRI ERERE S EREIBIRE SRR EEttERREesNstettttts

CALL POOL (N,RMp INDEX, TTYIN, TTYOUT,SYY)
60T0 ¢

Ty T L Y T T T LY T P P
. CONTRACT FLEMENTS *
T R IR A Y R I T T A IR R IR R T R P R R il L
CALL ELCONTI(M,RM, INDEX,TTYIN,TTYOUT,SYS)

GOTEr 4
25
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PR R 0000000000000 000000000003000000000000000008800 0000000000009 00 ¢

234 . BJRDER WiTH YUIR OWN QUIHIES .
2]5 4 000000 0300000800000 R0RILEEORLORIGTC00CEROOCCOIININTNINI0O0CQC0CR0I0I0OCRTCOOOOTYS
235 16 SST = [ TRUE.

237 LoT0 9

238 ¢

2¥y < MELP MESSAGE

240 ¢

241 8 wRITECTIYQUT,108)

242 Lotn 3

263 € ’

ha C FORMATS .

245 C

2645 100 FURMAT{34H-FULL TEXT QUERIES DESIRED ? (Y/N))

247 101 FURM/ V(19X NEW SYSTEM ? (Y/N))

248 103 FORMAT(IIH-TYPE [SMS-UD CMD ? (OR ™HELP"))

249 104 FORMAT(]14H-0C®eERROROO® ,A4,2TH <~-=[NVALID JSMS-UD COMMAND/43H IF

2992 +IN DUOUBT TYPE "HELP™ FUR LIST QF CUOMMANDS)

251 105 FORMAT(iH-/1H=-»5X,34H] S M S - UD C OMMAND S/1H=;3X%,
252 +BHEMBEDING/1HO»4X,32HB0 - TRANSITIVE BORDERING ME THOD/

253 +4Xr50HBIQ - TRANSITIVE BORDERING WITH SELECTABLE QUERIES/1H~,3X,
2%4 +1OHDISPLAYING/LIHO,4X,33H0L -~ DISPLAY MINIMUM EUGE DIGRAPH/10X,

295 +18HIN A LEVELS FORMAT/1HO»3IX,34HDIS = DISPLAY MINIMUM EDGE DIGRAPH
256 +/10%, 18HIN A STAGES FURMAT/1H=,3X,20HSUBSTANTIVE AMENDING/1HO,3X,
257 +18HADD ~ ADD ELEMENTS/1HO»2Xp29HELIM - ELIMINATE ELEMENTS/1HO,4X,
298 +30HAE - AQOD EDGES (RELATIONSHIPS)/10X,27HON THE MINIMUM EDGE DIGRA
259 +PH/IHO,4Xs32HEE ~ ERASE EDGES (RELATIONSHIPS)/10X,27THON THE MINIMY
260 +M ENCE DIGRAPH/IH=53X,15HFORMAT AMENDING/1HO,4X, 18HPO - POOL ELEME
261 eNTS/1HO0»4X,2THEC ~ ELEMENTARY CONTRACTION/1H-,3X, LLHTERMINATION/
262 +1HO, 64X, JOHTE ~ TERMINATE 1SMS-UD PROGRAM/11H~oessHOTEws#/1HO,2X,
26) +26HHELP -~ REPRINTS ABOVE L}IST)

P{-1) 106 FORMAT(32H SUBORDINATION RELATION ? (Y/N) )
269 200 FORMAT (A4)
266 END

25
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SUBROUT INE BURUER(N;HATplNDEX:TTYlN;TTYOUT,QYYPE;SUBREL:QST,

oTJUND%SYS)

THIS SUBROUTI
UTILIZING THE
8Y DR,

WRITTEN BY1

VARTABLE NAME

N

MAT
INDEX
TTYIN

TrYpur

QrYPE

SUBREL

Qs7

TXTWOS

- -

NE WILL EMBED AN ELEMENT INTO #MAT»
TRANSITIVE BORDERING ALGORITHM DEVELOPED

JOHN WARFIELO,

DAVID R. YINGLING, JR,

ENGINEERING AND PUB! IC POLICY GROUP
UNIVERSITY OF DAYTON

DAYTON, UHIOD 45469

DESCRIPTIDN

THE NUMBER OF ELEMENTS IN "MAT¥, UPON
COMPLETION OF THIS SUBROUTINE,
"N s N® e ],

THE CURRENT REACHABILITY MATRIX MODEL
INDEX SET OF "MAT»

FORTRAN READ UNIT NUMBER POR TELETYPE
FORTRAN WRITE UMIT NUMBER FOR TELETYPE

THE QUERY TYPE SWITCH, IF QTYPE »
~. +TRUE,» SYMBOLIC QUERIES ARE USED,
~ IF QTYPE = FALSE., FULL TEXT QUERIES
ARE USED,

THE SUBORDINATION RELATIONSHIP SWITCH,
JF VTHE EMBEDDING RELATIONSHIP 1S
SUBORDINATE, AN OPTMIZATION CAN BE
MADE THAT REDUCES THE NUMBER OF
QUESTIONS REQUIRED TO EMBEDD

ELEMENTS, IF JFALSE.,» THIS

OPTMIZATION 1S NUT (ONE,

LOGICAL VARIABLE IF WHEN ,TRUE,.»
THE USER 1S ABLE 10 SELECT HIS
OWN QUESTIONS, WHEN .FALSE,»
QUESTIONING 1S5 AUIOMATIC

THE NUMBER OF WORDS REQUIRED YO
HOLD ONE OF THE 5 PHRASES OF
FULL TEXT QUERIJES.

DIMENSION SIZES OF SYSTEM MATRICES

DENOTES ROWS/COLS IF "PHI"™ WHICH HAVE
BEEN 2EROED QUT AS A RESULT OF THE
SEARCH/ZERD OUT RINTINES

N
AN




el aRakakakalaialakalaNaNala ol o

[N e

alat

alat

P

)2

-\

PHI THE TRANSITIVE BURUERING INFERENCE
; OPPORTUNITY MATRIX
2 SCRATCH VECTOR USED FOR PH] ZERD OUT
ROUT INE
DIMPH] THE DIMENSION OF 1ML CURRENT
PHI MATRIX

Ll LOGICAL SWITCH VARIAOLE

SO eNOTESs s
THE DIMENSION SIZES OF "PHI", “l", AND "FLAG™ SHUULD BE
SET EQUAL TO 2enSYS",

IMPLICIT INTEGER*2 (A-])

INTEGER NOPE,YUP,ABORT,ANSWER,R1,R2sR3,L1,L2,RECORD,UNUSED,N

INTEGER [NDEX, K

LOGICAL QTYPE, SUBREL, FOUND1, FOUND2, QST, QST]) )

LOGICAL®] FLAG(256), 2(256), PHI(256,256), MAT(SYSJSYS)J 122
DIMENSION INDEX(SYS), NUMS(2)

DATA NOPE/LIHN/, YUP/LHY/, ABORT/2HAB/

COMMON /FTEXT/ R1(160), L1(160)» R2(160), L2(160)» R3(160)

THIS BLANK COMMON 1S FDR THE U,D. SYSTEM ONLY

COMMON UNUSED | UDVER2
INITIALIZE EVERYTHING

QsT1 = QST
UIMPH] « N o 2
GsT = QST1

D0 1 I=),DIMPH]

FLAG(I) = ,FALSE,

) = FALSE.

DO 1 J=1,DIMPHI !
PHI(1,J) o ,FALSE,

CONTINUE

MAKE SURE SILE OF ""SYS"™" ELEMENTS IS NOT EXCE(DED

IFIN & 1 .LE. SYS) GOTOD 2
WRITE(TIYOUT,103) SYS
5070 3

ASK INTERACTIVE USER FOR NEW ELEMENT NUMAER

WRITELTTYOUT,100)

CALL GETNUMINUMS, L, TYYIN,TTYOUT)
INDEX(N + 1) = NUMS(1)
1FCINDEX(N + 1) .€EQ. 0) GOTD 3
1F(N LEQ, 0) GOTD 35

25U 7




1i7
1186
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
1642
143
144
143
146
147
148
149
130
151
152
153
15¢
135
156
157
138
159
160
161
152
163
164
165
166
167
168
16%
170
171
172
17
174

[}

[aNaNaNaNaRaNaNaleNalal [N alelel

[aNaNalaNaNal

[a N e Nal

(aNaNalaNaNaleal ol el o N

35

36

(HECK TO SEE IF USER SPECIFIED AN ELEMENT ALREADY
IN THE SYSTEM MATRIX

CALL FINDIT(N,INDEX(N ¢ 1),4,1,J5 INDEX,FOUNDL,F(IUND2,SYS)
IF(FOUNDL) GOTO 8 '
IFLQYYPE) GUTD ¢

FULL TEXT OPTION ON. MAKE SURE THIS
TEXT RECORD IS ON RANDOM TEXT FILE

RECORD = INDEX(N + 1) + &
READ(8'RECORD,ERR®36) (LI{]),1s1,TXTWDS)
cJT0 & .
WRITE(TTYQUT,»102) INOEXIN ¢ 1) °

caro 2

ALL OK, BEGIN XITIVE BORDERING
1. FORM PHI MATRIX

A 0
PHL =
-T
AA A - A
6 CONTINUE

4)

IFIN .EQ. 0) GOTO 33
SYS2 = 2 ¢ SYS§
CALL TBPHI(NsMAT,PHI,DIMPH],SUBREL,SYS2,5YS)

WE NOW HAVE AN INFERENCE OPPORTUNITY MATRIX

2, DO MIN/MAX PROCEDURE TO FIND THE I (2POINT) WITH
THE MOST INFERENCE.

CONTINUE

IFLQST) ¢ov0 37

CALL FINDI(DIMPHI,PHI,ZPOINT,FLAG,SYS2)
CONTINUE

SINCE WE NOW HAVE THE 1 (ZPOINT) WITH THE MAXIMUM INFERENCE
POTENTIAL, ASK THE USER THE RELATION OF THIS ELEMENT WITH THE
ADDED ONE.

IF ZPDINT IS GREATER THEN N, A "Y» QUESTION 1S TO BE ASKED

If IPOINT |S LESS THAN OR EQUAL TO N, AN "X™ QUESTION
IS TDO BE ASKED

RELATE = 2POINT
IF(ZPOINT ,GT, N) GOTD B8

ASK THE “X» QUESTION AND CHECK
CALL QUEST(INDEX(RELATE), INDEX(N + 1),TTYOUT,QTYPE, TXTWDS)

READITTY[N,200) ANSWER
NRITE(TTYQUT,106) ANSWER 22()(,
) ]

L




175
175
117
178
173
180
181
182
183
184
185
186
187

‘108

189
190
191
192
193
194

195
/196
{197
;198

199
200
201
202
203
204
205
206
207
208
209
210
Zll
212
213
214
215
216
217
218
219
220
221
222
22}
224
225
226
221
228
229
230
231
232

ol a N Al

~

aNaNal

laRaNaNaNaNaNal

[aNalal

11

10

16

13

12

13

18

IF(ANSwER LEW, ABORY) GUTO 31

lrtausn*‘hi;z. YUP ,ANO, ANSWER .N[L, NOPE) Gulp 10
lll * A .
IF CANSWER P, YUP) GUTO 11

cotn 12
111 « FALSE. P
oty 13

ERR(R MESSAGE

WRITE(TTYQUT,»104)
GOTu 9

ASK THE "y~ QUESTION AND CHECK

RELATE » 2!PDINT « N

CALL QUEST(INDEX(N ¢ 1), INDEX(RELATE},TTYOUT,QTYPE, TXTWDS)
READ(TTYIN,200) ANSWER '

WRITE(TTYOUT,106) ANSWER

IF(ANSWER (EQ, ABORT) GOTOD 31

IFLANSWER ,NE. YUP (AND, ANSWER . NE, NOPE) GOTH) 18

LIl = L FALSE,

IF(ANSWER (EQ, YUP) GOTD 16

¢o0T0 12
tIl = ,TRVE.
6070 13

ERROR MESSAGE

WRITE(TTYOUT»104)
coTD 8

COME HERE WHEN THE QUESTION WAS ANSWERED NO,
IF II1 = .TRUE., "X" QUESTION ASKED-SEARCH RONW'OF PHI
1F 22 = ,FALSE.,"Y™ QUESTION ASKED-SEARCH COL OF PHI

IFC.NOT, 222) GOTYOD 17
GOTD 18

COME HERE WHEN THE QUESTION WAS ANSWERED YES

IF 2121 » FALSE,»"X" QUESTION ASKED-SEARCH COL OF PHI

IF 212 « ,TRUE,» "Y" QUESTION ASKED-SEARCH COL 1JF PHI
IF(,NOT, 2220 GOTO 17

SEARCH ROW OF PHI FOR INFERENCE TO BE ENTERED INTOD "MAT®
D0 19 J=1,DIMPHI

IFC.NOT, PHI(ZPOINT,J)) GOTO 19

ICTR2 =

IFUICTR2 4GTe N) ICTR2 = ICTR2 - N

IFty JLE, N) GOTOD 20

291 ’




2N MAT(N ¢ 1,I1CTR2) s ,TRUE,

234 coto 21

235 ¢

236 20 MAT(ICTR2,)N ¢ 1) = ,FALSE,

2371 ¢

238 21 FLAG(J) = ,TRUE,

239 ~ 1) = TRUE,

240 19 CONTINUE

24} ¢oTa 25

242 €

243 C SEARCH COL OF PHI FOR INFERENCE TO BE ENTERED INTO "MAT®
244 C

249 17 DO 22 1=1,DIMPH]

246 IFL.NOT, PHI(],2POINT)) GOTD 22
247 1CTR2 = |

248 IFCICTR2 GTe N)  ICTR2 s JCTR2 - N
249 ¢

250 IFClI LE, N) GOTO 23

251 ¢

252 MAT(N ¢ 1,1CTR2) = ,FALSE,

253 GOTD 24 :

234 C

2593 23 MAT(ICTR2,N ¢+ 1) = ,TRUE, .
2356 C :
257 24 FLAG(I) = ,TRUE,

258 mnn *» ,TRUE,

239 22 CONTINUE

260 ¢ ‘

261 C PHI MATRIX ZERO OUT ROUTINE

262 C

263 25 00 26 l=1,DIMPHI

264 IFC.NOT, Z(D)) GOTO 26

265 C

266 00 27 Js1,DIMPH]

267 PHI(1,Jd) s ,FALSE,

2068 PHI(J4,1) = FALSE,

2069 27 CONTINUE
270 26 CONTINUE

2711 ¢
212 € TEST FLAG VECTOR FDR ALL ,TRUE,
213 ¢ IF 50, ALL ROWS/COLS OF PHI ARE ZERO-ALGORITHM
274 ¢ 1S COMPLETE~RETURN
215 ¢
276 C 1F NOT ALL ,TRUE,» IERD OUT NECESSARY VECTORS
211 ¢ ANO GO AGAIN,.
2718 €
279 €
280 00 28 Is1,D]MPHI
201 IF(,NOT, FLAG(])) 6GOTD 29
282 28 CONTINUE
283 ¢
284 COME HERE WHEN PHI 1S NULL
208 ( :
200 JIN e N+ |}
287 HA‘(NIN) L] o'RUEo
208 C
Q 209 ¢ SAVE NEW MATRIX ON PERMFILE IN CASE OF TIMESHARING FALJURE
[ERJ!: 290 ¢

98>




271
292
293
2%

1295

298
291
298
293
30D
301
302
303
304
305
306
307
308
309
310
LR
312
31
34
315
e
317
318
319
320
321
322
323
324
328
326
327
3as
329
339
331
332
313
334
338
33
LR R
338
339
340
341
342
34)
344
345
349
347
340

2k s Xakaln

~ aN ol ol

~

[aNal [aXal

o

[aNal

(aNaNalelel o aRaNal

[aNaNeaNal

29

30

3l

M

CALL JU(MsMAT,INDEXS )0 FALSE,»SYS)
KEEP BURDERIMG UNTIL USER TYPES A ™0™ FOR NEW ELENT NUMBER

60T 32
RETURN

£RROR HMESSAGE
1
wRITECTTYOUTAL101)  INDEXI(N » 1)
cato 2 _
PHE STILL HAS SOME UNES IN IT
00 30 1=1,DIMPH]
e « ,FALSE,
CONTINVE
CO AGAIN !
coT’o 7
COME HERE WHEN USER HAS ABORTED BORDERING SEQUENCE

WRITE(TTYDUT,108) INDEXIN ¢ 1)
¢0To 3

0080000000000 00804000000000000
ASK YOUR QWN QUESTIONS CODE
CO000000 400000000000 40000000

WRITE(TTYOUT,10T)
CALL GETNUMINUNS,2,TTYIN, TTYOUT)

RESET TO AUTOMATIC QUERIES ? |

IFINUMS(1) JLE, O .OR. NUMS(2) ,LE, D) GOTO 41

ONE OF NUMBERS TYPES MUST BE EQUAL TO INDEX(N + 1)

IF (NUMS(1) JNE, INDEX(N + 1) .AND, NUMS(2) .NE. INDEX(N + 1))
+G0T0 38 ‘ ’

NEXT CHECK IS JUST IN CASE USER TRIES SOME FUNNY STUFF

TFINUMS(L) ,EQ, INDEX(N ¢ 1) ,AND, NUMS!{2) ,EQ, INDEX(N + 1))
+GOTD 37 .

WE KNOW THAT ONE OF THE NUMBERS READ IN IS THE NEW ELEMENT
BEING ADDED, FIND OUT WHICH ONE IT I$ AND SEE IF OTHER
NUMBER TYPED 1S IN SYSTEM INDEX

IF(NUMS(1) .EQ, INDEX(N + 1)) GOTO 39

IF WE MAKE 1T HERE, SECOND NUMBER TYPED IS NEW ELEMENT,
SEE IF FIRST ONE IS IN SYSTEM INDEX .

K e |1

PAYIS)




349
330
351
332
393
334
333
356
3N

. 338

339
360
381
362
363
3d6
369
366
367
358
349
370
I
372
ERE)
374
379
376
mnm
37
379
380
38
382
38)
3846
388
386
N
388
309
390

- 391

392
393

[aNaNaNal [N al¥ ol

[aNaNaN-]

[aEaNalal

[aXaXa A

396

398
398
397
399
399
400
401
402
401
404
403
4006

62 CALL FINDIT(N,NUMS(K)»Js1sJ, INDEX,FOUNDL,FOUND2,5YS)
IFLFOUNDL) GOTD 40

ERROR MESSAGE, ONE OF NUMBERS TYPED IS NOT IN SYSTEM JNDEX

WRITE(TTYOUT,108) NUMS(K)
G070 37

RESET BACK TU AUTOMATIC QUERIES

41 QST « FALSE.,
WRITE(TTYOUT,110)
6070 7

ERROR MESSAGE, ONE DR THE OTHER OF THE NUMBERS TYPED MUST BE THE
NEW ELEMENT BEING INTRODUCED INTD SYSTEM

38 WRITE(TTYOUT,109) [INDEX(N & 1)
c0To 37

IF WE MAKE IV HERE, FIRST NUMIER S NEW ELEMENT,
SEE IF SECOND TYPED IS IN SYSTEM JNDEX

I9K =2
GOTD &2

NOW CHECK TOD MAKE SURE THAT USER MASN'T' EJTHER ALREADY
ANSWERED THIS QUESTION OR INFERED THE ANSWER

40 IPOINT = | .
IF(K ,EQ, 2) ZPOINT = ZPOINT ¢ N
IF(,NDT, FLAG(ZPOINT)) 6OTD 43

K &N+ |
CALL FINDIT(K,NUMS(1)sNUMSC2),1,J, INDEX,FOUNDL,FOUND2,SYS)
IF(MAT(1,J)) GOTD 44 :
WRITE(TYYOUT,111) NUMS(1), NUMS(2)
60T0 37

44 WRITE(TTYOUT,112) NUMS(1), NUMS(2)
G6oT0 37

FORMATS

100 FORMAT(42H-TYPE NEXT ELEMENT NUMBER OR O FOR BREAK ?)

101 FORMAT(12H-0®6ERROR®®®, 13,24H ALREADY IN SYSTEM INDEX)

102 FORMAT (29M-0¢wERRORC®® TEXT FOR ELEMENT,I5,17H NOT IN TEXT FILE?

103 FORMAT(62H-0¢eNOTE®®e NUNBER OF ELEMENTS HAS REACHED COMPUTERIS ]
*MIT OF,13/24H 80" COMMAND TERMINATED) '

104 FORMAT(46H-¢®@ERROR®®¢ INVALID RESPONSE TO LAST QUESTJON)

103 FORMAT(42H-e®eNDTEeo* BORDERING SEQUENCE FOR ELEMENT,13,17TH HAS BE
+EN ABDRTED)

106 FORMAT(IH+,2X,A2) .

107 FORMAT(55H WHICH ELEMENTS TD BE COMPARED ? (TYPE 0 FOR AUTOMATIC))

100 FORMAT()12H-48eERROR®#¢, 15,204 NOT IN SYSTEM INDEX)

109 FORMAT(]2H-0®0ERROR®®®, [5,28H HUST BE DONE OF THE ELEMENTS)

110 FORMAT{43H O ACKNOWLEDGED, BEGINING AUTOMATIC QUERIES)

111 FORMAT(64H-SORRY, THIS QUESTION HAS BEEN EITHER ASKED ALREADY OR F
¢1LLED BY/10H INFERENCE,I5,2H Ry I5,5H » NO)

254




«07
408
%09
410

L2 TOAMAT(59n-SURRY, THIS QUESTION 14AS BEEN EITHER ASKED ALREADY UK F
¢JLLED BY/10H INFERENCE, 15,214 RO15,0H » YES)

<00 FOmmaT(a2)
END

29
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1 SUBRQUTINE FINDZ(DIMPHI,PHI,2POINT,FLAG,SYS2)
2 C
3 C THIS SUBROUTINE RETURNS THE 2 (ZPOINT) WITH THE MAXIMUM
¢ C INFERENCE POTENTIAL GIVEN A PH] MATRIX
5 C
6 C WRITTEN BY: DAVID R, YINGLING, JR,
7C ENGINEERING AND PUBLIC PDLICY GROUP
8 C UNIVERSITY OF DAYTON
9C DAYTON, OHIO 45469
10 €
11 C VARTABLE NAME DESCRIKTION
12 ¢
13 C DINPH] THE CURRENT DIMEMSION OF ®PHI™,
14 C
15 C PHE THE TRANSITIVE BORPERING lNFERENCE .
16 C OPPORTUNITY MATRIX,
17 C
18 C IPQINT THE ROW/COL OF "PHI® WHICH
19 C HAS HMAX]MUM INFERENCE PDTENT!AL
20 C
21 C FLAG VECTOR DENOTING ROWS/COLS OF ®"PHI"
2 ¢ " WHICH HAVE BEEN SET TO ALL LEROS
23 C
24 C SYS2 DIMENSION SIZES OF SYSTEM MATRICES
23 C
26 Co==-- .-
21 ¢ )
28 ¢ MIN SCRATCH VECTOR CONTAINING THE
29 ¢ MIN2(V1,V2) SEY
30 C
31 ¢ V1 VECTOR CONTAININGC THE NUMBER OF ONES
32 ¢ OF THE COLS OF "PHIw,
33 ¢
3¢ C vVl VECTOR CONTAINING THE NUMBER OF ONES
s C ‘ OF THE ROWS OF "PHI",
36 C
31 ¢ l DENDTES MEMBERS OF THE V' SgT
38 C
39 C
40 C et eNOTESS S
41 C THE DIMENSIONS DF “MIN®, "Vi®, wy2%, & *2% SHOULD BE SET
42 ¢ EQUAL To *svsa2", ) .
43 C
40 C
45 IMPLICIT INTEGER®2 (A-1)
46 LOGICAL®) PHI(SYS2,5Y52), 21256), FLAGISYS2)
47 DIMENSION MIN(256), V1(258), V2(286)
408 C
49 C CALCULATE TME SET SET V '
30 ¢
51 ¢ DETERMINE Vv (1) AND V (I} FOR I 1)
52 ¢ 1 2 . §
53 C WHERE: V (1) IS THE NUMBER OF 1'S IN COL I OF PHI
34 C 1
3% C V {1) IS THE NUMBER OF 1'S IN ROW 1 OF PHI
86 ¢ 2
o J1 ¢ )
: 58 00 1 "=1.DIMPHI “
ERIC . 29
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[aEale)

[N aRKaNal

vitlr e )

v2Utl) = 9

[FEFLAGLLIY GUTD 1

VIGL) 2 VISET(PHL, 1,DIMPH],SYS2)
vatl) = V2SETIPHI,1,DIMPHI,SYS2)
CaNTINUE

e DETEAMIME THE SET V¢
VY os MAX(MiN2IVL,VY2))
FIND MIN2(VLsV2)

0N 3 I=1,01MPH]

JINCD) 2 0

IFLFLAGLIYY GOTD 3
MINGCE) = MIN2(VI(L)aV2(1))
CONTINVE

CET MAX2(MIN2(V],v2))

BIGGER = MIN(])

IPOINT = 0

00 5 121,01MPH]

IF(FLAG(])) GOTO 5

BIG » MAX2(BIGGER,MIN(]))

IF(BIG .GT, BIGGER) CALL 2ER(Z,1,8Y52)
IF'BIG «LEs MINCI)) I ARY » .TRUE.
1F(BIG .GE. BIGGER) OBIGGER » BIG
CONTINUE

NOW FIND SET OF V' FOR WHICH
VI ¢ V2 1S A MAXIMUM

BIGGER = 0

DO 10 {=1,DIHPHI

IFL.NOT, 2(1)) GOTO 1o

81G =« MAX2(VI(TI) » V2(1),81GGER)
IF(BIG ..E. BIGGER) GOTD 10
BIGCER = BIG

IPOINT =

CONTINUE

RE TURN

END :

RO

15
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SUBF JUTINE TBPHI(N»A,PHI,0DIMPHI,SUBREL,SYS2,5Ys)

1
2 C
3¢ THIS SUBROUTINE FNRMS THE TRANSITIVE BORDERING INFERENCE
4 C uppourun:rv MATRIX
5 C
5 C WRITTEN BY: DAVID R. YINGLING, JR,
7¢C ENGINEERING ANG PUBLIC POLICY GROUP
8 C UNIVERSITY OF DAYTON
9 ¢ DAYTON, ON]O 45469
10 ¢
11 C VARTABLE NAME DESCRIPTION
12 ¢
13 ¢ N THE NUMBER OF ELEMENTS IN “A",
14
15 C A THE CURRENT MODEL MATRIX
16 ¢
17 ¢ PHI ' OUTPUT INFERENCE UPPORTUNJTY MATRIX
18 C
19 ¢ DIMPHI THE CURRENT DIMENSION OF wPHIw,
20 ¢ ? :
21 ¢ SUBREL SUBORDINATION RELATJONSHIP SWITCH,
22 ¢ IF THIS VALUE IS ,TRUE.» A SPECJAL
23 ¢ PROCEDURE 1S PERFORMED ON THE ®PH|"
26 ¢ MATRIX, IF (FALSE., NO SPECIAL
28 ¢ PROCEDURE §$ DONE.
26 C
21 ¢ SYS2 DIMENS 10N SIZES OF "PHI" AND
28 ¢ ASSOCIATED MATRICES
29 ¢
30 C SYS DIMENSION SIZES OF SYSTEM MATRICES .
3l ¢
32 ¢ -
33 IMPLICIT INTEGER®Z (A=1)
34 INTEGER N
33 LOGICAL SUBREL
36 LOGICAL®) A(SYS,SYS), PHI(SYS2,5YS2)
37 C
38 ¢
39 ¢ FORM THE INFERENCE OPPORTUNITY MATRIX PHI IN IWO STEPS
! 40 C -
a1 C 1. FORM N1
42 ¢
43 ¢ A 0
44 €
48 "NL® =
66 €
47 € 8 A
Y
49 -T
%0 C WHERE: B = A IF A TRANSITIVE RELATIONSHIP 1S USED,
51 C
s2 ¢ -T
53 8« A 41 IF A TRANSITIVE AND SUBORDIHATION RELATIONSHIP
54 C 15 USED, \
ss
56 C 2. MULTIPLY ON "N1" YO OBTAIN PHI
. 57 '
Y c A 0

9% ¢




103
106
107
108
109
110
111
112
113
114
115
116

N YN Oy

[Nl [aNalal [a N el

o

aNaNaNalal

aNalaNalal

[aNaNaNhNal

P = s
ARA A
DY STEP )

00 1 I=1,N
DOt Jsl,N

PUT "a"™ (JN UPPER LEFT OF "NL"
PHItL,J) o AL],Y)

PUT ~A™ JN LOWER RIGHT OF »N1"
}Hl(l + NsJd ¢ N) = A(L,Y)

PUT »B" DN LOWER LEFT OF "N|"

PHICLL ¢ N,y?Y = ,NOT, A(y,])
1 CONTINUE '

SEE IF USER WANTS SUBORDINATION RELATION.,
IF YES, ADD "I® TO "B" SECTION,
IF NO» SKIP ARDUND AND CONTINUE PROLESSING,
IF(,NOT. SUBREL) GOTD 2
00 3 Isl,N
PHItI ¢ Ns1) = JTRUE.
3 CONTINUE
00 STEP 2 .

FIRST MULTIPLY "B"™ TIMES ™A™ AND STORE IN "0 AS FIRST OPERATION
2 DIM = N ¢+ ]

D0 4 1=1,N
00 4 J=1,N

PHI(1,J & N) = ,FALSE,
00 4 X=|,N

©OPHILINY ¢ r e PHILISY + N) LOR, (PHICI4N,K) ,AND, PHI(K4NsJ+N))
4 CONTINUE

NOW HULTIPLY “A® (LEFT OF "0"™) TIMEL THE PROODUCT STORED IN
"0" AS SECONU OPERATION, STORE THAY PRODUCT I1NYD ITS CORRECT
LOCATION (ABA), .

00 5 [=],N

DO 5 J=1,N

PHIC(I + N»J) = ,FALSE.,

00 %5 K=1,N
PHIUL ¢ Ny J) = PHI(I 4 NsJ) 4ORe (PHI(I,K) ,AND, PHI(K,J4N))

- 29 7
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117
118
119
120
121
V22
123
126
125
126

o

5 CONTINUE -
AS FINAL OPERATION, IAP "0* SECTION BACK TD ZERQS
00 & I»1,N

D0 & J=0IM,DIMPH]
PHI(1,J) = FALSE,

6 CONTINVE

RETURN
END

1Q




1
2
"y
4
3
5
1
8
%
10

—
—

—— s -
O NN

-—
@ -

4

e aakakakakal alal

JF{PHIUI,J))  VISET = VISEY + |}

JHTEGER FUNCTION V155|‘Z(PH!;JOD[”PH!ISYJ;,

TNIS FUSCTION SUJPRUGRAM COMPUTES THE NUHBER of
UNE'S % COL ™J" 'OF PHL,.

f/

WRITTEN BY: DAVID R, YlNGLlNGp T ‘

~

UNIVERSITY OF DAYTODN
DAYTDON, OHIO 434089

IMPLICIT INTEGER®2 (A-1) ,
LOGICAL®] PHI(SYS2,5YS82) . /
VISET = 0 ’ .
00 1 I=1,DIMPHI ’ 7

CONT INVE
RETURN '
END

’ ENGINEERING AND PUILIC POLlCY GROUP




INTEGER FUNCTION V2SET®2(PHI, 1,0DIMPHI,SYS2):

l
2 O
Tac THIS FUNCTION SUBPROGRAH'COHPUTER THE NUMBER UF
4. C UNES IN ROW "1" OF PHI, °
5 C
6 ¢ NRITTEN BY: OAVIOD R, YINGLING, JR
7T C ENGINEERING AND PUBLIC POLICY GRIUP
6 C UNTVFASLTY QF QAYTON
9 C r’ T UHID 45469
10 C
11 IMPLICLIT M
12 LOGICAL®]
13 V2SET = |
A& 00 1 Js=,
15 IF(PHILT,, V2SET ¢+ )
16 1 CONTINUE
17 RETURN
18 END
s
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SUBRUJIINE OIGLEVIN,MATRIX, INDEX, TTYUUT,SYS)

LEVELS FORMAT

' VARTABLE NAME
N

MATRIX

INDEX

TTYQuUT

HATRXX

INDXX

LEVELS

NLEVEL

$60oNOTES S0

VAYTON,

THIS SUBRIITINE WELL DISPLAY THE DIGRAPH DOF "uATRIX™ IN A

wRITTEN By: DAVID R, YINGLING, JR,
ENGINLERING AND PUBLIC POLICY GRIUP
UMIVERSITY QOF DAYTON

OHI0D 454589

CESCRIPTION

THE NUMBER OF ELEMCHTS IN "MATRIX"
REACHABILITY MATRIX TO BE O!SPLAYED
THE INDEX SETFOF “MATRIX"

TORTRAN WRITE UNI! NUMBER FOR
TELETYPE

DIMENSION SIZES O SYSTEM MATRICES

THE NUMBER OF ELEMENTS IN THE
CONDENSATION MATRIX '

SCRATCH MATRIX FUR. LEVELS ROUTINE

SCRATCH INDEX VECTOR FOR LEVELS
ROUTINE

SCRATCH VErTOR DENODTING THE NUMBER
OF ELEMENTS ON EACH LEVEL,
LEVELS{I)» NUMBER DFf ELEMENTS ON
LEVEL #1,

THE TOTAL NUMBE N+ LEVELS

*

THE DIMENSIONS OF "MATRXX", "INDXX", AND "1 EVELS™ SHOULD BE
EQUAL TO "SYS",

IMPLICITY INTEGER®2 (A-Z)
INTEGER N, INDEX,
DIMENSION INDEX(SYS),
LOGICAL*] MATRIX(SYS,SYS)» MATRXX(128,128)

CHECK FOR ERROR

IFIN JLE. 0)

coTo

INDXX, NC

1

INDXX(128), LEVELS(128)

STEP | -~-REARRANGE "MATRIX" INTD HIERARCHIAL FORM - PUT
RESULT IN "MATRXX™ ANO "INDXX", '

21
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59 CALL HIERCH(N,MATRIX, INDEX»MATRXX, INDXX,NLEVEL,LEVELS,SYS)

60 ¢
61 ¢ STEP 2---PUT "MATRXX™ INTQ STANDARD FORM
62 ¢
- 63 CALL STANUIN,MATRXX, INOXX,NLEVEL,LEVELS,5YS)
64 (
88 C STEP 3---COMPUTE CONDENSATION MATRIX OF "HAYRXX” - LEAVE
66 C RESULT IN "MATRXX"™,
67 (
68 NC = N )
69 CALL CONDE(NT,MATRXK, INDXXsLEVELS,TTYOQUT, ,TRUE,,SYS)
10 C
71 C COMPUTE NONREDUNDANT ADJACENCY MATRIX (SKELETON MATRIX)
72 C
13 CALL SKLTN(NC,MATRXX,SYS)
T4 C
75 C PRINT LEVELS FORMATTED DIGRAPH
18 ¢
n CALL DISPLV(NC:HATRXXJlNDXX:LEVELS:TTVDUT»SVS)
LA I RETURN
79 C ‘ -
80 C ERROR MESSAGE 7
81 ¢
82 L WRITE(TTYOUT,100)
Lk RETURN
8¢ ¢
¢ C FORMAT
8s ¢ -
87 100 FORMAT(42H-¢*oERROR*** NO STRUCTURE CURRENTLY EXISTS)
88 END
A

30 4
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SUBROUTT ot DISPLVINSSKLTN, JHDEX,LEVELS,TTYOUT,SYS)

THIS SUBRDUTINE PRINTS A LEVEL FORMATTED DIGRAPH FROM

alakatelalalalalelatalakakalLiiaiakakakakalasiaiakaRakalakakakakaNaRaRaNa ool el ol e Il el el Sl
. N i

THE 1IN

nwRITTE

PUT SWELETON MATRIX,

NODY: UAVID R, YINGLING, JR,
ENGINEERING AND PUBLIC POLICY GROUP .
UNTVERSITY OF DAYTON '
DAYTON, OMID 45469

VARTABLE “AME DESCRIPTION

N NUMBER OF ELEMENTS [N THE INPUT
SKELETON MATRIX

SKLTN INPUT SKELETON MATRIX

INDEX INDEX SET DOF "SKLINW,

LEVELS INPUT VECTOR DENOTING THE NUMBER
OF ELEMENTS ON EACH LEVEL,
LEVELS(I) » NUMBER OF ELEMENTS ON
LEVEL # I,

TTYOUT FORTRAN WRITE UNIT NUMBER FOR
TELETYPE,

SYS OIMENSION SI2ES OF SYSTEM MATRICES

LISY SCRATCH VECTOR FOR LEVELS PRINTOQUT,
"LIST® CONTAINS THE ELEMENT NUMBERS
FOR PREINYING ON THE TELETYPE,

LEVEL THE CURRENT LEVEL NQHBER

ROW THE ROW OF THE LAST ELEMENT THAT
1S ON LEVEL # LEVEL,

COUNT - THE NUMBER OF ELEMENTS IN "LIST®,

*86eNOTEssoe

THE D

IMPLIC

IMENSION DF "LIST™ SHOULD BE EQUAL TD *sys",

IT INTEGER®2 (A-7)

INTEGER N» INDEX

DIMENS
LOGICA

INITIA
1

LEVEL
ROW

ION INDEX(SYS), LEVELS(SYS), LIST(]128)
L*l SKLTN(SYS,SYS)

L12E PROCEDURE
s 1
* 0
* ]
300

23

?.
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100
101
102

PRUCESS NEXT LEVEL

LEVEL » LEVEL ¢ |

ROW » A0OW ¢ LEVELS(LEVEL)

WRITE(TTYOUT,100) LEVEL

IF THIS 1S THE FIRST LEVEL, DO SPECIAL PROCESSING
IFCLEVEL ,EQ. L) GOTO 3

PROCESS ELEMENT #licvnagos
FIND ALL ELEMENTS THAT ELEMENT #1 REACHES T0

COUNT = 0

IMINUS» | - 1

00 4« J=1,IMINUS

IFCLNOT, SKLTN(I,J)) GOTD &

FOURD ONE, PUT INTO "LIST™ FOR PRINTOUT

COUNTY s COUNT ¢ |
LIST(COUNT) = INDEX(J)
CONTINUE

ALL DONE PROCESSING ELEMENT N1, PRINT OUT LINE
WRITE(TTYOUT,101) INDEX(I), (LIST(II),11=1,COUNT)
POINT TD NEXT ELEMENT

=1 ¢ |

ARE WE DONE PRINTING THE OIGRAPH 172

IF{1 46T, N) RETURN !

ARE WE DONE WITH TMIS LEVEL ON DIGRAPH ?P?

IF(] .EQ, ROW) GDTD |
60To 2

SPECIAL PROCESSING FOR FIRST LEVEL

WRITE(TTYOUT,102) INDEX(])
¢orp ¢

FORMATS
FORMAT(1H-,10Xs 11HLEVEL NO, ,13/1HO)

FORMAT(11X,13,3H =>518i2(13,1H,1/20X))
FORMAT(14X,13)

.END .
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TSUBRIUTINE HIERLH(N,) IHREA, INDA IN,REAH, INDXMH,HNL,LEVELS,SYS)

THES SJBRJUTINE REARRANGES A REACHABILITY MATRIX INTU A
LEVEL DRIENTED MIERARCHIAL REACHABILITY MATRIX.

VARTABLE NAME DESCRIPTION

INOXIN . VECTOR CONTAINING TME INDEX SET OF
THE INPUT REACMABILITY MATRIX,

INDXH VECTDR CONTAINING THE INDEX SET OF THE
OUTPUT HIERARCHIAL REACHABILITY MATRIX

FLAG LOGICAL VECTOR WHICH DENOTES ELEMENTS
. THAT HAVE ALREADY BEEN PROCESSED, IF
FLAG(I) & ,TRUE,» ELEMENT #1 HAS BEEN

PROCESSED,

LEVELS VECTOR CONTAINING THE NUMBER OF
ELEMENTS ON EACH LEVEL. LEVELS(]) =
NUMBER OF ELEMENTS ON LEVEL #I,

TEMP SCRATCH VECTOR USED BY LEVELS
PARTITION ALGORITHM,, IT HOLDS THE
ELEMENTS THAT ARE ON THE CURRENT LEVEL

INREA INPUT (ARGUMENT) REACHABILITY MATRIX

REAH : DUTPUT (RESULTANT) HIERARCHIAL
REACHABILITY MATRIX

N NUMBER OF ELEMENTS IN BOTH INPUY
REACHABILITY MATRIX AND QuTPUY
HIERARCHIAL REACHABILITY MATRIX:

NE AP NUMBER OF ELEMENTS ALREADY PROCESSED

NEL NU&BER OF ELEMENTS ON CURRENT LEVEL

NL NUMBER OF CURRENT LEVEL

SYS « DIMENSION SIZES OF SYSTEM MATRICES

*98eNOTESses ;
I:SSEE"ENSlONS OF "TEMP™ AND "FLAG" SHOULD BE EQUAL TO

IMPLICIT IMTEGER®2 (A-2)
INTEGER N, INDXIN, INDXH
DIMENSION INDXIN(SYS)» INDXH(SYS), LEVELS(SYS), TEMP(]28)

LOGICALe] INREQ(SYS:SYS)p REAH(SYS,SYS), FLAG(128)

COPY INREA INTO REAH ! INIVIALIZE FLAG

DO 1 Isi,N
FLAGC(I) = ,FALSE.
DOt J*lsN
N bt
L ]
25




59 REAN(1,J) = INREA(1,J)
60 .| CONTINVE
61 C '
62 ¢ INVTIALIZE LEVELS PARTITION ALGOR]THM
63 C
64 NL =0
65 NEAP = 0
66 C
61 ¢ BEGIN LEVELS PARTITION ALGORITHM
o8 ¢
69 C THIS ALGNRITHM REARRANGES INOXIN ACCORDING TO A LEVELS
70 C PAXTITION. THE RESULT IS IN INDXH, °
e
72 2 NL = NL ¢ 1
7 NELe O
' T8 C
75 ¢C FIND AN ELEMENT TOD PROCESS
7% C
17 DO 3 l=1,N
78 IF(FLAG(I)) GOTD 3 " !
19 ¢
80 C TEST TO SEE IF THE REACHABLILITY SET (R) 1S A ;
81 C SUBSET OF THE ANTECEEDENT SET (A) FOR THIS ELEMENT '
82 ¢
83 D0 & Je=1,N
8s 4 CONTINVE .
86 C
“:7 E COME MERE IF R WAS A SUSSET OF A
(]
89 NEL = NEL ¢ 1
90 INDXH(NEAP + NEL) « INDRIN(I)
91 TEMP(NEL) = 1
92 3 CONTINUVE
L E) NEAP s NEAP ¢ NEL
94 LEVELS(NL) « NEL
93 ¢ :
98 C FOUND ALL ELEMENTS ON CURRENT LEVEL (NL). !
%7 C BLANK ROW AND COL ON REAH POR ALL ELEMENTS ON THIS LEVEL,
98 ¢’ '
99 DO 5 1s=1,NEL
100 TEMP] o TEMP(])
101 FLAGI(TEMPL) = ,TRUE.
102 D0 5 Je=I,N
103 REAH(TEMPL,J) « ,FALSE,
104 REAH(J,TEMP]) « ,FALSE,
105 3 CONTINUE
106 ¢
107 € CHECK TO SEE IF ALL ELEMENTS HAVE BEEN PROCESSED
108 ¢
109 IF(NEAP LT, N) GOTD 2
110 ¢
11 c COME HERE WHEN ALL ELEMENTS HAVE BEEN PROCESSED,
112 ¢ LEVELS PARTITION ALGORITHM IS NOW LOMPLETE, BEGIN TD
113 ¢ CONSTRUCT A LEVELS PARTITIONED HIERARCHIAL REACHABILITY
1le C MATRIX BASED ON INDXH.
Q 11 ¢
[ERJﬂ: 116 C EXCHANGE ALL.ROHS FIRST E)Q){gxuc YO INDXH )




17
119
119
122
121
122
123
126
123
126
127
128
1273
130
131
132
133
134
135
136
137
138
139
140
141
142
143
laé
145
146
147
148
149
130
131
152
153
134
155

[N alleN e

[aEaNaEaNalel

aNaNalleYal

156

137
158
133
160

11
13

10

14

Ul o -1,

00 7 Jsl,N

TFOINORH(D) JEQU, INDXINGY)) GOTO B8
COMTINVE ,

00 & X21,N

REAH(],X) o IMREALJ,X)

COMTIMNUE

COPY REAH INTO INREA, THIS IS A NECESSARY STgP, DO NOT
TAKE DUT el .
00 9 1=21,N

DO 9 J=2],N

INREA(],J) = REAH(I,J)

CONT INUE

WE PRESENTLY HAVE A MATRIX (INREA) WHICH 1S INDEXED ON THE
TOP BY INDXH AND DOWN THE SIDE BY INDXIN. REARRANGE THE

COLS SO THEY ALSD ARE INDEXED BY [NDXH, LEAVE RESULT IN
REAH, ‘

00 10 I=1,N /

DO 11 J=1,N .

IFCINDXH() +EQ, INDXINCJ)) ¢cOTOD 13 -
CONTINUE

00 10 Kal,N
REAH(K,1) » INREA(K,J)
CONTINUE -

IN ITS PRESENT FORM, INREA, FOR ALL PURPOSES DTHER THAN
THIS SUBROUTINE, IS SCRAMBLED, COPY REAH INTO INREA TD
SOLVE THIS PROBLEM,

00 l¢ lal,N

INDXINCT) = INOXH(T)
D0 14 Jsl,N

INREA(T,J) = REAH(L,J)
CONTINUVE

RETURN
ENO

30J
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SUBRNUTIME STANIN,MATRIX, INDEX,NLEVEL,LEVELS,SYS)

THIS SUBROUTINE CONVERTS AN INPUT MIERARCHIAL REACHABIL.TY
MATRIX (MATRIX) INTO ITS STANDARD FQRM,

EDITED BY: DAVID R, YINGLING, JR,
ENGINEERING AND PUBLIC - OLICY GROUP
UNIVERSITY OF DAYTON
DAYTON, OMHIO 45469

VARTABLE NAME DESCRIPT]ION

N NUMBER OF ELEMENTS IN INPUT MATRIX

MATRIX INPUT/OUTPUT HIERARCHIAL REACHABILITY
MATRIX,

INDEX o INPUT7OUTPUT INDEX SET OF "HATRIX™,

LEVELS INPUT VECTOR DENDTING THE NUMBER OF

ELEMENTS ON EACH LEVEL. LEVELS(]) =
"THE NUMBER OF ELEMENTS ON LEVEL #]

NLEVEL THE TOTAL NUMBER OF LEVELS

SYS OIMENSION SIZES OF SYSTEM MATRICES
NONE S NUMBER OF ONES COUNTED

END ENDING SUBSCRIPT FOR LEVEL #1] -

STARY STARTING SUBSCRIPT FOR LEVEL #1

IMPLICIT INTEGER®*2 (A=Q)

INTEGER N, INDEX .
LOIMENSION INOEX(SYS), LEVELS(SYS)

LOGICAL®] MATRIX(SYS,SYS), SWIT

CHECK FIRST TO MAKE SURE ALL NON-CYCLE ELEMENTS
ARE UPPERMDST ON EACH LEVEL

END = 0O

DO 1 I=l,NLEVEL

START = END ¢ |

END * END ¢+ LEVELS(I) .

IF THE NUMBER OF ELEMENTS ON LEVEL #1 1S TwO OR
LESS, NO RE~ADJUSTMENT 1S NECESSARY

IF(LEVELSII) JLE. 2) GOTO 1

FIND AND MOVE NON-CYCLE ELEMENTS UP ON MATRIX IF NECESSARY
8§ ™

DO 1 ITsSTART,END 3L
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LAST s )
00 1 ANWaSTART,END
WOMES » O

DJ 2 COLaSTART,EMND
IF(MATRIXIRIA,COLI L NONES « MNONES ¢ )
COT Ut

CHECX TO SEE IF ELEMENT WROW HAS LESS ONES THAN
LAST ELEMENT CHECKED

IFAINOYES oLTs LAST) CALL SWITCH(N,SMATRIX»INDEX,RON,SYS)
IFINONES .GEs LAST) LAST s NONES
CONTINUE

ALL NON-CYCLE ELEMENTS ARE AT THE BEGINING OF LEVELS
PARTITION, NOW GROUP THE CYCLES TOQGETHER.

NMINUS 2 N - ]
SWIT o _FALSE,

CHECK FOR ONES ABOVE MAIN DJAGONAL

00 &4 1=1,NMINUS

IPLUS = T o 1

00 5 JslPLUSsN

FFCLNQT. MATRIX(LE,J)) GOTO 8

COME HERE IF A ONE ABOVE THE MAIN DUAGONAL IS FQUND

CHECKX TO SEE IF IT IS NEXT YO DIAGONAL ONE--IF 50,
OON'T SWIYTCH BECAUSE OF THE WAY THE "SWITCH" SUBROUTINE
WORKS, IF NOT, SWITCH THAT ELEMENT (J) WITH ELEMENT y-i.

JMINUS = § - 1 _
IF(1 ,EQ. JHINUS) GOTO 4

CALL SWITCH(N,MATRIX,INDEX»JsSYS)
SHIT «TRUE

J ey -1

GoTo &

CONT INUE

CONTINUE

IF ANY SWITCHING WAS DONE, WE NEED TO CHECK AGAIN
OTHERWISE RE TURN.

IF(SWIT) 6070 3
RETURN
END

311
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SUBROUT INE SHITCH(N,HATRIX, INOEX,ROW,»SYS)

THIS SUBROUTINE WILL SWITCH THE ROW AND COL Or "ROW™ WITH
THE ROW AND COL OF "ROW™ - |,

OB~ NES W -

DAVID R. YINGLING, JR, -
ENGINEERING AND PUBLIC POLICY GROUP
UNIVERSITY OF DAYTON

OAYTOR, OHID 45469

VARTABLE NAME -~ DESCRIPTION

[aNaNalaNaNaNaYaNaNaNaNalaNalaNalaNaNalaNalaNaNaN el el e X ol ol
H

THE TOTAL NUMBER OF ELEMENTS IN
"MATRIX",

INPUT MATRIX TD BE SWITCHED
INDEX SET OF THE INPUT MATRIX

THE SUBSCRIPT OF THE MATRIX TO BE
SWITCHED.

OCIMENSION JIZE OF SYSTEM MATRICES

THE OTHER ROW YO BE SWITCHED, ALWAYS
EQUAL TOQ "nOw" - 1

IMPLICIT INTEGER®*2 (A=)

IMTEGER N,

INDEX, ITEMP

DIMENSION INDEX(SYS)
LOGICAL®]L MATRIX(SYS,SYS), TEMP

OVHER = ROW = |}

SWITCH THE ROWS

laNaRal

0O 1 I=1,N

MATRIX(ROW, 1)
MATRIX(OTHER, 1)
1 CONTINUE

s MATRIX(ROW,1)
MATRIX(QOTHER, )
TENWP

SWITCH THE COLS

[a N aXal

DO 2 1=1,N

MATRIX(1,ROW)
MATRIX(1,0THER)
2 CONTINUE

= MATRIX([,ROW)
HATRIX(]»OTHER)
TEMP

SWITCH THE INDEX SET

(aNalal

INDEX(ROW)

* INDEX(ROW)
* INDEX(DTHER)

INDEX(OTHER) = ]TEMP

312
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6) RETURN
61 END




1 SUHROUT INE CUNDE(N;HAIRli:INDEX:LEVELS.YTYDUT.YYPE:SYS)
2 < .
3¢ THIS SUBROUTINE TAKES THE INPUT HIERARCHIAL REACHABILITY MATRIX
6 C IN STANDARD FDRM AND REDUCES EACH MAXIMAL CYCLE SET INTO A
s C 5IMGLE PROXY ELEMENT -~ THEREBY FORMING THE CUONDENSATION MATRIX,
6 C
1 ¢ EDITED BY: DAVID R. YINGLING, JR,
8 C ENGINEERING AND PUBLIC POLICY GROUP
9 C UNIVERSITY OF DAYTON
1o ¢ DAYTON, OHID 45469
11 ¢
12 ¢ VARTABLE NAME - DESCRIPTION
13 ¢
16 € N THE NUMBER OF ELEMENTS IN THE INPUT
15 ¢ MATRIX, UPDN COMPLETION OF THIS
16 ¢ SUBROUTINE, THE HEW VALUE OF N WILL
17 ¢ REFLECT THE ELEMENTS DELETED,
18 ¢ :
19 ¢ SATRIX THE INPUT STANDARD FORM MATRIX/OUTPUT
20 € CONDENSATION MATRIX
Q1 C
22 ¢ INDEX THE INDEX SET OF "MATRIX®,
23 ¢
24 C LEVELS INPUT VECTOR WHICH CONTAINS THE
2% ¢ NUMBER OF ELEMENTS JN EACH LEVEL,
26, C LEVELS(1) = NUMBER DF ELEMENTS O
21 ¢ LEVEL #1, .
28 ¢
29 ¢ TTYDUT FORTRAN WRITE UNIT NUMBER FOR
30 ¢ THE TELETYPE
N
32 ¢ TYPE LOGICAL VARIABLE WHICH WHEN ,FALSE,
I SUPRESSES THE PRINTING OF CYCLES AT
36 C THE TELETYPE, WHEN,TRUE.» CYCLES
3% ¢ ARE PRINTED
36 C
37 ¢ SYS DIMENSION OF SYSTEM MATRICES
38 C '
39 (e-ccmmmemmnean
40 C
41 C LisT A SCRATCH VECTOR OF DIMENSION "SY$™
2 C THAT HOLDS THE INDEX NUMBERS OF THE
43 ¢ CYCLE SET BEING OPERATED ON,
A6 C
A5 COUNT THE NUMRER OF ELEMENTS IN THE CURRENT
46 C CYCLE SEY BEING OPERATED ON,
a7 C
a8 C POSITN THE POSITION TALLY IN THE "LEVELS"
49 VECTOR,
30 ¢
51 ¢ e eNOTESss ¢
32 ¢ THE OIMENSION OF ~LIST» SHOULD BE EQUAL TO "Sys®,
33 |
54 IMPLICIT INTEGER#*2 {A-1)
33 "INTEGER N, INDEX
LY DIMENSION INDEX{SYS), LEVELS(SY L1ST(128)
o 37 LOGICAL  TYPE 314
« ) 1 YS,5YS)
[ERJ!: b1} LQGICAL®l MA BIX(S S»5YS
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8) ° CHECK FIOR A UYE ABOVE THE MAIN DIAGONAL (FIMD A CYCLE) ) -
61 C . T
62 ¢
6) l a ]
64 . 1 COJUNT s |
. 5% . LISTCL) a [NDEX(])
65 J s + 1 '
o1 [FENOT, MATRIX(I,200 GOTO 8
68 ( . ‘
67 ¢ A OME WAS FQUND, "PUT THAT ELEMENT INTO CYCLE PRINTOUT LIST o
¢ ANO THEN ELIMINATE FRUM THE MATRIX,
ne¢
12 2 COUNT " & COUNT + |
n LISTCCUUNT) = INDEX(J)
T4 CALL ELIM(N,MATRIX,INDEX, JsSYS)
75 ¢ ‘
76 NOw REDUCE NUNB€%§OF ELEMENTS ON LEVEL WHERE AN ELEMENT ‘
17 ¢ WAS JUST ELIMINATED, . '
18 C , -
19 POSITN = 0 {
89 DO 3 II=1,N '
81 POSITN = PDSITN + LEVELS(]])
82 IF(POSITN ,GE. J) GOTD ¢ . : )
83 .3 CONTINVE . .
84 ¢ .
85 4 LEVELS(II1) » LEVELS(II) - | ' \
86 ¢
871 ¢ ANY MORE ELEMENTS IN THIS CYCLE SET???
88 ¢ )
89 IF(MATRIX(1,J) ,ANDs J ,LE, N) GOTO 2 .
93 ¢
91 ¢ WRITE. CYCLE DUT 70 TELETYPE - -
92 ¢
9) IF JTYPE) WRITEC(TTYDUT,100} (LISTCII})» 111e1,COUNT)
9 5 1e e}
. 95 IF(L LY, N} 5070 1
’ - 94 RE TURN
V- 91 ¢
98 ( FORMAT
99 ¢ .
100 100 FORMAT(11HO CYCLE ON»2Xs13(10ll4,1Hs2/713X))
101 . END -
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SUBROUTINE ELIM(N,MATRIX, INCEX,DELETE, SYS)

THIS SUBROUTINE ELIMINATES AN ELEMENT FROM A GIVEN
leUI ’"ATRle w

EBITEO BY1 DAVID R, YINGLING, JR,
ENGINEERING AND PUBLIC POLICY GROUP
UNIVERSITY OF DAYTON
DAYTON, OHIO 45469

VAR[ABLE NAME ‘ DESCRIPTION
N | NUMBER OF ELEMENTS [N "MATRIX", UPON

COMPLETION OF THIS ROUTINE, THE NEW
YALUE OF "N" WILL REFLECT THE ELEMENT

DELETED,
MATRIX ‘THE leUT/DUTPUI MATRIX
IND X - THE INDEX SET OF "MATRIX®,
DELETE THE SUBSCRIPT OF "MATRIX™ TO BE
 ELIMINATED,

SYS DIMENSION SIZE OF SYSTEM NATRICES .

IMPLICIT INTEGER®2 (A-1)
INTEGER N, INDEX
DIMENSION INDEX(SYS)
LOGICALe] MATRIX(SYS,SYS)

CHECK FOR SDELETE™ .EQ, TO LAST LOGICAL POSITINN ON "MATRIX®

NMINUS » N - 1}
IFIDELETE ,EQ. N) GOTO 1

MOVE ALL COLUMNS BELOW "DELETE™ OVER BY 1
]

00 2 ROW1sDELETE,NMINUS

ROW2 « ROWL1 + |

00 3 COL=1,N
NATRIX(ROHIJCOL) » NATRIX(ROWZ&COL)
3 CONTINUE

MOVE ALL ROWS BELOW "DELETE"™ UP BY 1

D0 2 ROWel,N
MATRIX(ROW,RON1) = MATRIX(ROW,ROW2)
2 CONTINVE

FIX UP INDEX SET

D0 & ROW{SDELETE,NMINUS

ROW2 = ROW] + |

INDEX(ROW]L) = INDEX(ROW2)
& COMTINUE

BYRY
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61
61
62
6)

1

SUHTRACT 'y

e NMIYUS
RETURN
ENU

FRIM " T REFLECT DELETION

Y
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SUBROUTINE SKLTN(NsMATRIX,S$YS)

THIS SUBROUTINE CONVERTS THE INPUT MATRIX INTyU A
NONREOUMDANT ADJACENCY MATRIX (SKELETON MATRIX)

THIS ALGORITHM IS SIMILAR TO THE ONE DESCRIRED BY

R.X, SHYAMASUNDAR, ™BODLEAN MATRIX NETHOD F1R THE
CONSTRUCTION OF HIERARCHIAL GRAPHS™, IEEE IRANSACTIONS
ON SYSTEMS, MAN, “AND cvsenNETICSa VoL ,.SMC-d, NO, 2,
FEBRUARY, 1978,

EOITED BY: DAVID R, YINGLING, JR,
ENGINEERING AND PUBLIC POLICY GROUP
UNIVERSITY QF DAYTON
OAYTON, OHIO 45469

VARIABLE NAME " DESCRIPTION

N NUMUER OF ELEMENTS IN "NATRIXW,
MATRIX INPUT/OUY T MATRIX TO BE CONVERTED
sYS ’ DIMENSION SIZES DF SYSTEM MATRICES
IMPLICIT INTEGER®2 (A-2)

INTEGER N

LOGICAL®L MATRIX(SYS,SYS)

NMINUS » N - 1]
00 1 1+2,NNINUS
IMINUS = 1 - 1]
PO 1 Jel,IMINUS

CHECK REACHABILITY OF NOODE J TO NOOE 1

IFL.NOT, MATRIXUI,J)) GOTD 1

ADD ALL NODES YO ROW J THAT CAN BE REACHED FROM NODE: |
IPLUS = | + 1

DO 1 X=IPLUS»N

MATRIX(K,J) = MATRIX(K,J) ,AND, NOT. MATRIX(K,1)
CONTINUE

RETURN
END

316

24




1 SUSRIOJTINE ZERIVECIUR,T,5YS82)

2 .

3 . THTS SURRJUTINE LERUS DUT ALL PREVINUSLY

4 FLAGED MAX|MUMS

L I

5 “4RITTEY AY: DAVID R, YJINGLING, JR

? ENGINEERING AND PUBLIC POLICY GRNU
8 - UNIVERSITY OF pAYTON :
I C DAYTON, OMIOD 45469
15 ¢

11 TMPLICIT [MTEGER®2 (A«])

12 LOGICAL*)Y VECTOR(SYS2)

13 ¢

14 s 1 -1

1% 00 1 J=1,11

16 VECTORtJ) » LFALSE,

17 1 CONTINUE

18 RETURN

13 END

37
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SUBROUTINE QUEST(ELL,EL2,TTYOUT,QTYPE,TXTHLS)

THIS SUBROUTINE DISPLAYS EITHER FuULL TEXT
DR SYMBOLIC QUERIES

C WRITTEN BY: DAVID R, YINGLING, JR

ENGINEERING AND PUBLIC POLICY Gruup
UNIVERSITY OF DAYTON
DAYTON, OHID 45469

IMPLICIT INTEGER (A-1)

INTEGER®2 ELL,EL2,TTYOUT,TXTWDS

LOGICAL QTYPE

DIMENSION BLOCK(800),BUFFER(256)

EQUIVALENCE (BLOCK,R1)

COMMON /FTEXT/ R1(160), L1(160), R2(160), L2(160)» R3(160)
COMMON UNUSED ‘

DATA CRLF/215132531/» INIT/115252%50C/

ssesNOTESs sss
THE DIMENSION OF ®“R1", ™L1", PR2", "L2", "R3I™ SHOULD BE
EQUAL TO "TXTWDS"®, .

THE DIHENSION OF *BLOCK® SHOULD BE EQUAL TOD "TXTWDS # 3,0",

SYMBOLIC QUERIES ?
IFLQTYPE) G60Y0 )
NOPE, FULL TEXT - READ IN ELEMENTS

Il = ELL ¢ 4
FIND(B'IL)

12 = EL2 + &
READ(S'T1) (L1t
READ(SB'12) L2
QFFSET » O

1),11,TXTHDS)
1)s1ml, TXTWDS) '

PRESENT FIVE. LINES OF 1/0
1) INTRODUCTORY CLAUSE (RELATIONAL CLAUSE 1)
2) ELEMENT A
3) CORRALATION CLAUSE (RELATIONAL CLAUSE 2)
&) ELEMENT B
5) QUALIFYING CLAUSE (RELATIONAL CLAUSE 3)

COUNT = 8

148 2

BUFFER(I4) = INIT
DO 2 I* 1,5

Il =0

12 » 0

PRINT UP Tn TEN LINES FOR EACH OF THE ABOVE PHRASES
00 3 J = 1,10

IF LENGTH INDICATOR 15 ZERO, N'T PRINT
: &
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100
101

IF(BLOCK(JoQFFSET) .EQ. O) GO0T0 3
HOT 2ERT, CIMPUTE LENGTH AND LOCATIUN DF LIwf
LENGTH » BLOCK(JeOFFSET)

1 = 12 |
12 = I1 o LENGTIH - 1}

PUT TEXT INTQ BUFFER ,
13 = J4 o |

14 » 13 + LENGTH - |

c = 11

DO & 111=13,14

BUFFER(IIT) = BLOCKIC + OFFSET + 10)

C=C + ]

CONTINUE

14 = 16 » |
BUFFER(14) = CRLF

COUNT - ® COUNT ¢ (LENGTH * 4) + 4
CONT INUE

OFFSET = QFFSET ¢ TXTWOS

CONT[NUE

‘COUNT = CQUNT - &

CALL lAP{COUNT,BUFFER)
GoTo 6

SYMBOLIC TEXT QUERIES

WRITE(TTYQUT,101) ELI,EL2
RETURN

CHECK 4 FORMAY
FORMAT(LIX,1744)

FORMAT{1H~,15,2H Rs15,2H? }
END
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SURROJUTIHNE FINDIT(NSNL,)NZ»S1-52, INDEX>FOUNDL, HIIUND2,SYS)
THIS SUBROUTIMNE FINDS ELEMENTS N1, N2 IN THE (HDEX SET
THE VALUES SLl, S2 ARE THE POSITIONS OF N1 AND N2 IN THE

INDEX SET,

FOUNDL AY0 FOUND2 ARE LOGICAL VALUES AND ARE SET EQUAL
TO .TRUE, IF Nl OR N2 (RESPECTIVELY) ARE FOUND N THE

INUEX SET,

WRITTEN BY: DAVID R. YINGLING, JR.,

ENGINEERING AND PUBLIC POLICY GROUP
UNIVERSITY OF DAYTON
DAYTON, OHID 45489

IMPLICIT INTEGER®2 (A-1)
INTEGER N, INDEX
DIMENSION INDEX(SYS)
LOGICAL FOUNDL, FOUND2

FOUNDL
FOUND2
S1
S2

+FALSE,
+FALSE,
0
0

DO 1 1s1,N

IFCNY JEQ, INDEX(1)) S1 = |
IFIN2 EQ. INDEX{T) 52 * |
CONTINUVE

IF(Sl 46T, 0) FOUNDL = ,TRUE,
IF(s2 .GT, 0) FOUND2 = ,TRUE,
RETURN N

END

40




1 SUBRINUTINE GETNUMIARRAY, N, TTYIN, TTYOUT)
2 ¢ .
3 C THIS SUBROUTINE WILL READ "N" UNSIGNED INVEG(HrS FROM
o C THE TERMIMAL TYPED IN A FREE FORMAT AND STORF THEM IN ,
5 ¢ "ARRAY" . . _ .
6 C ’ : : ‘
7T C WRITTEN BY: DAVID R, YINGLING, JR,
8 C ENGINEERING AND PUBLIC POLICY GRiuUP
9 UNIVERSITY OF DAYTON
10 ¢ DAYTON, OHIO 45469
11 ¢
12 IMPLICIT INTEGER®2 {A-1)
13 INTEGER NUMS,»BUFFER, BLANK, COMMA
14 DIMENSION ARRAY (1), BUFFER(BO), NUMS(]0)
15 DATA NUMS/IHO, LH1,1H2,1H3 5 14 L NS, LHO, LHT» L HH, 1 H9/
16 DATA BLANK/LH /, COMMA/LH,/
17 ¢
18 ¢ . .
19 1 READ(TTYIN,200) BUFFER
20 ¢
21 L = N
22 ARRAY(L) = 0
23 POWER = 0
24 €
29 00 2 11,80
“ 24 K e8] -1
28 ¢
29 ¢ FOUND A CHARACTER, SEE IF IT'S A VALID NUMERIC
30 ¢
DO 4 J=1,10
I ey -1
IFIBUFFER(K) ,NE, NUMS(J)) GOTD &

1TS A NUMBER, ADD IY TO PRESENT SUM

ARRAY (L) s ARRAY (L) ¢ (11 * (10**pOWER))
POWER * PUWER ¢+ 1

W oW W W W
W ~dO NS W N
[}

GOTo 2
40 4 CONTINUE
41 C
02 ¢ COME HERE IF CHARACTER FOUND WAS NOT NUMERI]C
43 C
4 WRITE(TTYOUT»100)
4% ¢o70 |
46 (
67 C FOUND A Dto MITER, SEE IF END OF A NUMBER
48 C
49 3 IF(ARRAY(L) .EQ, 0) GOTD 2
30 Lot -1
51 IFIL LEQ, 0) GOTD 5
32 ARRAY(L) s O
53 POWER » 0 ' .
4 2 CONTINUE
3% C
56 C MAKE SURE NUMBER(S) IS/ARE LESS THAN 99999 Si»
57 ¢ WE DON'T EXCEED 15 FURMATS
58
o 41
ERIC 320 '




—

o

100
101
200

00 6 1=},

IFVAHRAYLL) +GT. 99999) gGotn 7
CONT I UE

RETURN

ERRUA MESSAGE

WRITELTTYDYTSL0])
carn

FIIRMATS

FORMAT{3ITH-oseERROR®®s [NPUT NOT NUMERIC--RETRY)
FORMATI3IOH-e6sERROR®®® NUMBER(S) TOO LARGE--RETRY)
FORMAT(B80AL)
END
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SUBROUTINE TUIN,MAT, INDEX,UNITNO,READ,SYS)

THIS SUBROUTINE HANDLES ALL PERMFIL 1/0

IT WRITES/READS N (THE NUMBER OF ELEMENTS [N THE MAIRIX),
THE SYSTEM MATRIX (MAT), AND THE INDEX SET (INOEX) TD/FROM

A PERMFILE,

WRITTEN BY1 DAVID R, YINGLING, JR
ENGINEERING AND PUBLIC POLICY GROUP
UNIVERSITY OF DAYTON -

DAYTON, OH]O

IMPLICIT INTEGER*2 (A-1)
INTEGER N, INDEX
LOGICAL READ

LOGICAL®] MATI(SYS,SYS)
DIMENSION [NDEX(SYS)

CHECK TO SEE IF THIS IS A READ REQUEST

IFIREAD) cOTO 1
NUP, IT*S A WRITE REQUEST

REWNIND UNITNO
WRITE(UNITNO) N
WRITE (UNITND) MAT
WRITEC(UNITNO) INDEX
c0T0 2

YUP, IT WAS A READ REQUEST

REWIND UNITNO

READ (UNITND) N
READ (UMITNO) MAT
READ (UNITNO) INDEX

RETURN
ENO

-
“

CER |
-




-

1 SUBRTIUTLYE DICSTGINSMATREX, INDEX,» TYYOUY,SYS)
2 C ~ .
tIe THLS SURBRGUTINE DISPLAYS THE DIGRAPH IN STAGES
6
s C WRITTEN BY: DAVID R, YINGLING» JR,
6 C / ENGINEERING AND PUBLIC POLITY GROUPY
1 C _ UNIVERSITY OF payTtOn
8 C DAYTON, UHIO 45469
I C : /
(“ 10 C .
/ 11 ¢ VARTABLE NAME DESCRIPTION
12 ¢ .
13 ¢ N THE NUMBER OF ELEMINTS IN THE INPUY
14 € MATRIX,
15 ¢ , .
16 C MATRIX INPUT REAGCHABILETY MATRIX
17 ¢ '
18 ¢ INDEX INDEX SET OF THE I[NPUT MATRIX
19 ¢
20 ¢ TTYQuUY ‘ FORTRAN WRITE UNIT NUMBER FOR TrLETYPE
21 ¢ ' .
22 ¢ sYs DIMENSION SIZES OF SYSTEM MATRICES
23 ¢
26 (~ommminoann
2% ¢ . »
26 C MATRXX SCRATCH MATRIX FOR STAGES ROUTINE
27 ¢
20 ¢ INDX X INDEX SET DF SCRATCH MATRIX
29 ¢ ‘
30 ¢ STAGES VECTOR DENDTING THE HUMBFR QF ELEMENTS
' 31 ¢ ON EACH STAGE. STAGES(1) e THE
32 ¢ NUMBER OF ELEMENTS UN-STAGE #l,
1M ¢
34 C NS , THE TOTAL NUMBER 0OF STAGES
3% ¢
35 C *se0eN(QTEsesee
* 37 ¢ THE OIMENSIONS OF "MATRXX™, "INDXX", # “STACES" SHDULD BE
38 ¢ EQUAL TO "SYS™,
37 ¢
4% C . sseeN(OTESGOS
Al C IN DRDER TO CONSERVE CORE STORAGE, THE STATC UF THE [NPUT
62 C REACHABILITY HATRIX HAS BEEN DESTROYED, LET THE PROGRAMMER
43 ¢ BEWARE!!' LI
46 C
45 IMPLICIT INTEGER®2 (A-2)
&b INTEGER N, INDEX, INDXX
47 DIMENSTION INDEX(SYS), INDXX(128), STAGES(128)
Y. LOGICAL*) MATRIX(SYS,SYS)» MATRXX(128,128)
49 C
50 C CHECKX FOR ERROR CONDITION
51 C
L ¥ 1FIN ,LE, O) GOTD &
51
LT STEP 1---TRANSPOSE INPUT ORIGINAL REACHABILITY MATR]IX
8s
8% DO 1 I=1,N
57 DO 1 JrL,N N
o 58 MATRXX(T,J » MATRIX(J, 1) S R
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1

100

CONT INUE

VO 2 I=1,N

00 2 J=1,N

MATRIX{T,J) 3 MATRXX(],4)

CONTINUE

STEP 2---LEVELS PARTITION "MATRIX", LEAVE RESULT IN "MATRXX"
CALL HIERCHIN,MATRIX, INDEX,MATRXX, INDXX,NS,STARES,SYS)
STEP 3--~PuT "MATRXX™ INTQO STANDARD FORM

CALL STAN(N,MATRXX, INDXX,NS,STAGES,SYS)

JTEP 4-- CALCULATE COUNDENSATION MATRIX

CALL CONDE(NsMATRXX, INDXX,STAGES,TTYDUT, ,TRUE,,SYS)
STEP 5---CALCULATE SKELETON HAfRIX

CALL SKLTNIN,MATRXX,SYS)

STEP 6---TRANSPOSE SKELETON MATRIX TO PUT INTN UPPER
TRIANGULAR FURM

D0 3 l=1,N

DO 3 Jsl,N

MATRIX(1,J) » MATRXX(J,1)
CONTINUE

STEP 7---PRINT OUT STAGE DIGRAPH

CALL DISPSTIN,MATRIXsINDXX,STAGES,NS,»TTYOUT,SYS)
RETURN

ERROR MESSAGE

WRITEITTYOUT,100)
RETURN

FORMAT

FORMAT{42H-4*¢ERROR?4® NO STRUCTURE CURRENTLY EXISTS)
END




1 SUBRJUTINE DLISPST (N, MATRIX,) IHDEX,)STAGES)NSTAGE, TTYUUT,SYS)
? . :
3 C THIS SUBROUTINE TAKES AN UPPER TRIANGULAR SKELETON MATRIX
. ¢ AND PRINTS QUT & STAGES DIGRAPH
s (
5 wRJTTEY BY: DAVID R, YINGLING, JR,
T ¢ ENGINEERING AND PUBLIC POLICY GROUP
8 . UNIVERSITY LIF DAYTQOH
9 < DAYTQN, UMID 4549069
17 ¢
11 ¢
12 ¢ VARTABLE NAME DESCRIPYION
13 ¢
16 € N NUMBER OF BLEMENTS [N INPUT SKELETON
15 ¢ MATRIX,
16 ¢ '
17 ¢ MATRIX INPUT SKELETON MAIRIX
18 ¢
19 ¢ INDE X INDEX SET OF SKELETON MATRIX
20 ¢
- 21 ¢ STAGES INPUT VECTOR DENOTING NUMBER OF
22 ¢ ELEMENTS ON EACH STAGE, STAGES(I) =
23 ¢ THE WMBER OF ELEMENTS ON STAGE #1
26 C
25 ¢ TTYOUTY FORTRAN WRITE UNIT NUMBER FOR TELETYPE
26 € '
21 ¢ 5YS DIMENSION SIZES OF SYSTEM MATRICES
28 ¢ :
29 (--=-"=----
30 ¢ '
31 C LIST SCRATCH VECTOR WHICH CONYAINS THE
32 ¢ INDEX NUMBER OF ELEMENTS RELATYED 1O
33 ¢ ELEMENT #1
34 ¢
35 ( COUNT NUMBER DF ELEMENTS N "LIST",
38 ¢
1T ¢ ROW CURRENT ROW BEING PROCESSED
3V '
"y C STAGE NUMBER OF THE CURRENT STAGE BEING
40 ¢ PROCESSED .
41 €
62 ¢ NSTAGE THE TOTAL NUMBER DF STAGES
43 ¢
a6 C 15TART STARTING SEARCH INDEX FOR UPPER
oS C TRIANGULAR MATRIX
s ¢
47 CoasoNOTES02
68 C THE DIMENSIC "LEST® SHDOULD BE EQUAL rp "SYS",
43 ¢
57 ¢
51 IMPLICIT INTEGER®2 (A-1)
52 INTEGER N, INDEX
53 DIMENSION TMNDEX(SYS), STAGES(SYS), LISV(128)
LY LOGICAL#L MATRIX(SYS,»SYS)
LL IS
5% BEGIN PROCESSING: INLTIALIZE
51 ¢
o 58 ROW @

S




109

119
111
112
113
1ls
119

116

alat

[aXal

P

a¥a

alat

100
101
102

r

STAGE
l

= 0
s ]
BEGIN FINDING ELEMENTS p
STAGE = STAGE + |

ROW  » ROW ¢+ STAGES(STAGE)
WRITE(TTYOUT,100) STAGE

SEE IF WE ARE PROCESSING LAST STAGE
IF(STAGE .EQ. NSTAGE) GOTD 2

PROCESS ELEMENTS FOR STAGEN STAGE'

COUNT » O

ISTART » [ + |

00 3 J=ISTART,N

FIND ALL ELEMENTS THAT ELEMENTH 1 REACHES TO
IF(,NOT, MATRIX(1,J)) GOTO 3

FOUND ONE, KEEP A RECORD QOF 1T

COUNT * COUNT + 1 :
LIST(COUNT) = INDEX(J) , , .
CUNTINUE

_lF(COUNT .EQ. 0) GOTOD 2

ALL DONE WITH ELEMENT #1, PRINT puT
NRITE}TIYOUTJIOI) lNoex(li, (LISTCIT)y BIml,COUNT)
I = | ¢ | t
ALL DONE WITH STAGES PRINTOUT??Y?
IF{1 +GT, N) RETURN
ALL OUNE WITH THIS STAGE????
IF(1 ,EQ. ROW) GOTO 1
CONTINUE PROCESSTING THIS STAGE
GNT, &
4

PROCESS LAST STAGE

WRITE(TTYOUT,»102) INDEX(])
coTyg 5

FURMATS

FORMAT (1'4=) 1 OXs 1IHSTAGE NO, ,13/1HO)
FORMAT(LI\X,13,23H #>,18(7{15%5,1H,)/20X))
FORMATILIX,15)

A

o .
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{ SUBRUUTINE ELCUNT(N,REA, INDEX, TTYIN, TTYOUT,SYS),
2 C
3 C THIS SUBROUTINE PERFORMS THE ELEMENTARY CONTRACTION PROCESS
6 C :
5 C EDITED BY: DAVID R. YINGLING, JR, : 1
6 ¢ ENGINEERING AND PUBLIC POLICY GROUP
7 C UNIVERSITY OF DAYTON
8 C DAYTON, UHID 45469
3¢
1) IMOLICIT INTEGER?2 (A~Z)
11 INTEGER N, INDEX, INDH, NN
12 " LOGICAL FOUND1, FOUND2 : -,
13 LOGICAL®] REA(SYS,SYS), REAM(128,128) ‘
. 14 DIMENSIDN INUEX(SYS),  INDH(128), NUMS(2), LD(128) o
‘ 15 ¢ , - i
16 ¢ VARTABLE NAME/ DESCRIPTION .
17 ¢ .
18 ¢ N : rnj NUMBER OF ELEMENTS IN “REA® . ¥
19 ¢ )
20 ¢ REA ABBUMENT REACHABILITY MATRIX
21 ¢
22 ¢ INDEX INDEX SET OF "™REA"
23 ¢ .
. 24 C TTIYIN . FORTRAN READ UNIT NUMBER POR TELETYPE '
2% ¢
26 C TTYQUT ‘FORTRAN WRITE UNIT NUMBER FDR TELETYPE
" 21 C : -
28 C SYS DIMENSION SIZES OF SYSTEM MATRICES
v 29 C '
30 (—owmeeom-e
31 C
32 ¢ REAH SCRATCH REACHABILITY MATRIX
33 ¢
34 C INDH INDEX SET OF "REAH"
35 ¢ -
36 C - L0 SCRATCH YECTOR
’ 37 ( . : '
.38 ¢C 1V POSITION OF ELEMENT U DN “REA"
39 ¢ ‘
40 C. v ,POSITION DF ELEMENT V ON "REA"
41 C : .
42 ¢ 11V : POSITION OF ELEMENT U ON "REAH"
‘3 C o »
a4 C 11V \4~Posxrlon OF ELEMENT V ON WREAH"
4s ¢
4s C NEWNAM THE NEW INDEX VALUE FOR THE CONTRACTED
47 ¢ : ELEMENTS ., .
48 C
49 ( U ELEMEN] ¥ U TO BE CONTRACTED
50 C ' :
s1' ¢ v ELEMENT WV TD BE CONTRACTED
82 C ‘
53 C
%4 ( «reeNOTE N e
55 C THE DIMENSIUNS DF "INDH", “REAH",+"L0" SHCULD BE EQUAL TO "SYS*®
54 .
57 C
58 C ASK FOR Twn ELEMENTS , - - “
Q . ’ [ I I“() :
ERIC 3uy .




110
111
112
113
114
113

[a N ol al

VOO (N el

a N ala)

[aXaN e

la N aNal

alRJTECTITYDOUTSLO00)

CALL GETHUMINUNS, 2, TTYIN,TTYQUT)

U s NUMSLL) .

Y o= NUYS(2) ‘
IFlu JEQ., 0 +UR, v .EQ, 0) GOTU 2

LHECK TO SEE THAT U AND V ARE N SYSTEM INDEX

CALL FINOITUM,LU,V, U, IV, INDEX,FOUNDL»* OUND2,57Y5)
IFIFQUNDL ,AND, FOUND2) 6OTO 3

U AND/OR V DOESN'T EXIST
]
IF(,NOT, FNUNDL) WRITE(TTYQUT,101) U
IFO.NOT, FQUND2) WRITE(TTYDUT,101) ¥
¢oTn 1 .
DOES U REACH TO V ?
NN & N ‘
CALL MIERCH(NN,REA, INDEX,REAK, INDH,NL,LD,»SYS)
CALL STAMNINN,REAH, INDH,NL,LO,SYS)
CALL CONDE(IIN,REAH, INDH,LO,TTYOUT» FALSE,»SYS)
CALL SKLTN(NAN,REAH,SYS)
CALL FINDIT(NN,U,V, 11U, 11V, INOH)FOUNDY,FOUND2,SYS)
IF{FOUND]1 ,AND, FOUND2 .AND, REAH(IIU,1IV)} GOTO 4
U IS NUT ADJACENT TD V, ISSUE ERROR MESSAGE

WRITE(TTYQUT,102) U, V
60To 1

OK» GET MEwW NAME

WRITE(TTYOUT»103)

CALL GETNUMINUMS,1,TTYIN,TTYQUT)

NEWNAM 3 NUMS(1)

JFINEWNAM ,EQ, 0) GODTD 2

CHECK TO SEE THAYT NEWNAM 1S NOT .IM SYSTEM INDEX

CALL FINDIT(N,NEWNAM,1,]1,0, INDEX,FOUND]1,»FOUND2,S5YS)
IFC.NOT, FOUNDL) GOTO 5

NEWN AM IS IN FHE INDEX SET, ISSUE ERRDR MSG

WAITE(TTYOUT,»104) NEWNAM
6oT0 4

UK» NOW CHANGE MATRIX,
CALL COMBININ,REA,INDEX, IU» IV, NEVWNAM,SYS)
CALL TRNCLSUIN,REA,SYS)

CALL IO(M,REA,INDEXs10, ,FALSE,»SYS)
coro |1

50




19
118 C
119 ¢
120 C
S 12l
122
123
124
123
12%

2

100
101
102
103
104

RETURN
FORMATS

FORMAT(3aH-TYPE TWO ELEMENTS TO BE CONTYRACTED ? )

FORMAT (] 2H-¢*oERROR®*%,[5,20H NOT IN SYSTEM [HNDLX)
FURMAT(12H-*®0ERROR®*%,15,19H IS NOT ADJACENT Tu,»15)
FORMAT (20H NEW INDEX NUMBER ? )
FORMAT(12H~#9sERROR®#®, [5,24H ALREADY IN SYSTFM INDEX)
END b

o
Qo
*

51




SUBRIJTINE PUILIMIREA) THDEX, TTYIN,TTYOUT,SYS)

l
2 i
3} € THIS SUBROUT!INE PERFURAMS THE VOOLIHG'GFERAYIIW
[ .
5 C tEDITED BY: WUAVID R, YINGLING, JR,
s C ENGINEERING AND PUBLIC POLJCY GR:P
v ( JUNIVERSITY UF DAYTON ,
8 C DAYTON, OMIO 434069
9 C Co
lo ¢
1« VAR]ABLE NAME DESCRIPTION
12 ¢ .
13 ¢ N NUHBER OF ELEMENTS I[N "REA"
14 °¢ !
15 ¢ REA ' ARGUMENT REACHABILITY MATRIX
16 € -
17 ¢€ 1M0E X } INDEX SET FOR "REA™
18 C

’;%,L‘ TTYIN FORTRAN READ UN]JT NUMBER FOR TELETYPE
21 C TTYQUT FORTRAN WRITE UNII NUMBER FOR TELETIYPE
22 ¢
23 ¢ SYS DIMENSION SIZES O SYSTEM MATRICES
24 C : :

25 (=cccmmerncan. &

25 C .

21 C END ' ENDING SUBSCRIPT OF LEVEL OR STAGE #]
28 ¢

29 C 1 POSITJON DF ELEMENT U ON "REA"

30 C

31 ¢ 1v POSITION OF ELEMENY V ON "REA"

32 ¢ .

33 C °  INDH INOEX SET FOR "REAH"

M - ' «
35 ¢ Lo SCRATCH VECTOR, LO(]) & NUMBER « ' o
3s ¢ ) OF ELEMENTS ON LEvEL # | (OR STAGE '
371 ¢ ¥ 1 IFF "STAGES" = ,TRUE,)

38 ¢
39 ¢ NEWNAM THE NEW INDEX VALUE FOR THE
40 C \ POOLED ELEMENTS
41 C .
42 ¢ REAN | . SCRATCH REACHABILITY MATRIX
4) ( ' , T N—
44 € STAGES LOGICAL VARIABLE (F WHEN ,TRUE,,
4% C : THE STAGES ARE BEING EXAMINED, WHEN
46 C . +FALSE.» THE LEVELS ARE BEING
47 C ’ EXAMINED
48 C
49 C START STARTING SUBSCRIPT OF LEVEL DR STAGEW]
50 ¢
51 C U ELEMENT N1 TO BE YUOLED
52 C
53 ¢ v ELEMENT ¥2 TO OE PUOLED
S4 ( ,
98 IMPLICIT INTEGER#*2 (A-2)
56 INTEGER N, INDEX, INDH
57 LOGICAL FQUNDL, FOUND2, STAGES
Q se LOGICAL®] REA(SYS,5YS), REAH(128,128) :3‘; ~




LR/ DIMENSIN: INUDEX(SYS), INDH(128), LO(128), NuNs(2)

60 C
61 ¢ *e¥ONITEso e i ]
62 C THE DIMENSIUNS QOF "REAH", "INDH", +"LO" SHOULLD BE EQUAL YO "SYS*,
63 C ! : : .
64 C ' ,
63 € ASK USER FOR ELEMENTS TO BE POOLED
66 ( ,
61 } WRITE(TTYOUT,100) ,
68 CALL GETNUMIHNUMS,2,TTYIN,TTYDUT)
63 U = NUMSI(]) '
70 vV = NUMS(2) S
L2 IFlUu ,EQ, 0 +OR, V ,EQ. 0) GOTO 2
72 C
T3 C SEE IF U AND V EXIST IN SYSTEM INDEX
T4 C
715 CALL FINDITIN,U,V,1U, IV, INDEX,FOUNDLs»FOUND2,5YS)
16 IF(FOUNDL ,AND, FOUND2)} 6OTOD 12
77 C
78 € U AND/OR V DOESN'T EXIST
19 ¢
80 IFU.NOT, FAUNDY) WRITE(TTYQUT,101) U
81 IFC,NOT. FOUND2) WRITE(TTYOUT,101) V —
a2 6070 1 .
/ 83 ¢ N
a4 C CHECX FOR U AND V ON SAME LEVEL
8% C
86 12 STAGES = ,FALSE, .
87 CALL HIERCHIN)REA, INDEX,REAH, INDH,NL,LO»SYS)
88 ¢
89 C USE "LQ" TO DETERMINE IF U AND V ARE ON SAME LEVEL OR STAGE.
90 C
91 11 FOUND2 = ,FALSE,
93 STARY = |
94 C
95 DD 5 I=1,NL
96 END = START ¢ LO(]) - 1
97 C
98 . DO 6 J=START,END
100 . IFUINDHUY) (EQs V) FOUNDZ2 » ,TRUE,
101 6 CONTINUE
102 ¢
103 IFLFODUND| .AND, FOUND2) 6OYOD 3
104 C
105 IF(FOUND1 ,OR, FOUND2) GQTOD 7
106 €
107 START » END. + )
108 5 CONTINUE.
109 C
1172 ¢ NQT ON SAME LEVEL, SEE IF DN SAME STAGE
111 C
w112 T IFISTAGES) GNTOD 13
117 C .
110 C TRANSPNISE MDODEL MATRIX IN ORDER TD FOOL "HIERCH® SUBRQUYINE
115 C
116 5 DO 8 I=1,N
' -
53




117
118
113
120
121
122
123
124
129
125
127
128
129
110
131
132
133
134
13%
136
137
138
139
140
141
162
143
164
145
146
167
148
149
150
151
1352
133
154
15%
196
157
158
159
160
161
162
163
164
165
~ 166
167
168
169
170
171
172
173
176

Lol anl

[N al [N al

O

(N e Nel (m)

[N al

(ol ol

DI 8 Jri,N
REAM( D)) o REA(J, 1)
COMT INUE

DU 9 I*l,N

DO % JalN

REA(L1,J) » REANLIL,J)

COMT [ HUE ’ -

CALL HIERCHIN,REA, INDEX,REAH, INDH, ML, LOSSYS)
TRANSFUSE MATRIX BACK SO IT IS NDNT SCRAMALED

D0 10 1=\

DU 10 JulyN

REA(T,J) » REAHM{J,I)
CONT INUE

STAGES = ,TRUE,

GoTo 11

POOLING ERROR MESSAGE

WRITE(TTYOUT,104) U, V
Goto 1

GET PROPER "POSITIONS™ FOR ELEMENTS U AND V ON "REA™,

‘.
>

CALL FINDIT(N,U,V,1U,1V, INDEX,FOUND]FOUND2,SYS)
ASK FOR MEW NAME

WRITE(TTYDUT,102)

CALL GETNUMINUMS, 1, TTYIN, TTYOUT)

NEWNAM s NUMSI(1)

IFUNEWNAM ,EQ. 0) 6GOTO 2

MAKE SURE NEWNAM DDESNI'T EXIST IN SYSTEM INOEX

CALL FINDIT(N,NEWNAM,J,J,J, INDEXsFOUND]L,»FOUND2,SY$)
IF(.NOT, FOUNDL). GOTD &

HEWNAM IS IN THE INDEX SET, ISSUE ERROR MESSAGE

CWRITE(TTYOUT,103) NEWNAM

G070 3

DX» CHANGE THE MATRIX

«CALL COMBIN(N,REA, INDEX, IUs IY,NEWNAM,SYS)

CALL TRNCLS(N,REA,SYS)
co’o ) .

RETURN

-FORMATS

FORMAT(34H-TYPE TWO ELEMENTS YO BE POOLED ? )
FORMAT( ] 2Hao®¢ERROR®®®,15,20H NUT IN SYSTEM INDEX)

330 54




178
176
1
178
179

102 FORMAT(20H NEwWw INDEX NUMBER 7 )
103 FORMAT(L2H-¢%SERROR®*¥,]5,24H ALREADY IN SYSTEM INDEX)

104 FDRMAT(lZHJfoEﬁROR“‘:I506H AND, 5,335H ARE NOT ON THE SAME LEVSL

+0R STAGE)
END

3

A
30
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SUBRUUTINE CUMBIN(NIREA, INDEX, U, IV, NEWNAM, SY )
THIS SUBROUTINE COMBINES JU AND IV IN REA

EDITFD BY: DAVID R, YINGLING, JR,

EMGINEERING AND PUBLIC POLJCY GRNOP

UNIVERSITY QF DAYTQOM
DAYTON, OHID 45449
513-228-2238

o

VARTABLE NAME DESCRIPTION
N NUHMBER DF ELEMENTS [N "REA"
REA QRGUMENT'REACHABILITY MATRIX
INDEX . INDEX SET FDR "REA™
1V SUBSCRIPT W1 TO BE COMBINED
v , SUBSCRIPT #2 TO Be COMBINED
NEWNAM THE INDEX VALUE FUR THE COMBINED
" ELEMENTS
SYS DIMENSION SIZES OF SYSTEM MATRICES

IMPLICIT INTEGER®2 (A-1)
INTEGER N, INDEX
LOGICAL®) REA(SYS,SYS)
DIMENSIDN INDEX(SYS)

REPLACE ROW ¥ WITH THE BOOLEAN SUM OF U AND V
00 1 JeI"N .

REA(IV,J) = REA(IU,J) ,OR, REALIV,J)
CONTINUE

REPLACE COL V WITH THE BOOLEAN SUN DF U AND V
00 2 1e},N

REA(I,IV) » REALT,IV) ,OR, REA(I,[U)

CONTINVE

REPLACE V'S INDEX WITH NEWNAM

INDEX(IV) = NEWNAN

ERASE ROW, COL, AND INDEX FOR U

CALL E! TMIN,REA, INDEXs 1UsSYS$)

RETURN .
END

q N l-—o
J s

56
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SUBRUUTINE TRNCLS (NsMATRIX,SYS)

THIS SUBROUTINE WILL TRANSITEVLY CLOSE THE INPUT MATRIX

WRITTEN BY: RAYMOND L. FITZ, S.M,

EOITED B8Y: DAVID R. YINGLING, JR,
ENGINEERING AND PUBLIC POLICY GROUP
UNIVERSITY OF DAYTON
DAYTON, OMIOD 45469

VARTABLE NAME - ODESCRIPTION

N THE NUMBER OF ELEMENTS IN "MATRIX"

MATRIX INPUT ADJACENCY MATRIX/QUTPUT
REACHABILITY MATRIX

3% DIMENSION SIZES OF SYSTEM MATRICES

NONESS NUMBER DF ONES IN THE REACHABILITY
SET OF ELEMENT #1

LAST NUMBER OF ONES 'IN THE REACHABILITY
SET OF ELEMENT #1 FROM LAST
COMPUTATION

RECORD , VECTOR USED TO KEEP ACCOUNT

LA OF ONES IN THE REACHABLILITY SET

OF ELEMENT W1
IMPLICIT INTEGER#*2 (A-l)
INTEGER N
LOGICAL®)] MATRIX(SYS,SYS)
DIMENSION RECORD(128)

sseeNOTES S0 _
THE DIMENSION OF "RECORD™ SHOULD B8E EQUAL TO "sYS",

INITIALIZE PROCEDURE
D0 1 I*1,N
PROCESS ELEMENT #]

NONES = 0
LAST = 0O

FIMD ALL ONES IN REACHABILITY SET OF ELEMENT #l

D0 3 K=1,N
1F(.NOT, MATRIX(E,K)) GOTO 3

FOUND A ONE, KEEP A RECORD OF T

NONES » NONES + 1
' RECORD(NONES) » K

:323L3 57




60 3 conTiyue

61 L . ' .

62 L CHECK 1) SEE [F ANY NEW ONES WERE ADDED FRODM t AT
63 ¢ TIME THANUGH

6o (

6% 1F(NQNES .EQ. LAST) GOTD |

65 | .

67 ¢ MO, COMPUTE MEW ELEMENTS IN REACHABILITY SET i
b8 ( ELEMENT 81 BY TRANSITIV]TY ,

69 ( ’ ’

1) LAST = NONES

114

72 C THE NEXT GROUP QOF CODE PERFORMS THME PRDCESS:
713 ¢ IF MATRIX(],K)el ,AND, MATRIX(K,J)w]l,

Tae C THEN MATRIX(lsd)2], '

75 C

76 DD 4 L=],NONES

17 K = RECORD(L)

18 00 4 Jal,N

79 MATRIX(I,J) » MATRIX(1,J) ,OR, MATRIX(KsJ).

80 4 CONT]INUE

81 ¢

82 ¢ KEEP GOING UNTIL ALL REACHMABILITY SETS HAVE BFEN EXAMINED
83 ¢

8s NONES = 0

8s: GUTo 2

86 C

87 1 CONTINUE

88 RETURN

89 END

L3




] SUBROUTINE AUEDGE(N,REA, INDEX, TTYIN,TTYQUT,SYY)

2 ¢

y (. THIS SUBROUTINE ADDS AN EDGE ON THE MINIMUM EOGE DIGRAPH
6 C :

5 ¢ WRITTEN BY: DAVID R, YINGLINGs JR,

5 C ENGINEERING AND PUBLIC POLICY GROUP

1 ¢ UNIVERSITY OF DAYTON

8¢ DAYTON, OHIO 45469

9 513-228-2238

10 ¢

11 ¢ VARTABLE NAME DESCRIPTION

12 ¢

13 ¢ N NUMBER OF ELEMENTS [N MREA"
le €

1s ¢ REA ARGUMENT REACHABILITY MATRIX

. 16 ¢

17 ¢ INDEX INDEX SET FOR "REA"

18 ¢ :

19 ¢ TTYIN FORTRAN READ UNIT NUMBER FOR TELETYPE
20 ¢

21 ¢ TTYOUT FORTRAN WRITE UNIt NUMBER FOR TELETYPE
22 ¢
23 ¢ SYS . DIMENSION SI2ES OF SYSTEM MATRICES
26 ¢

25 (wm-emcceacacaa

25 ¢ :
271 ¢ N1 INDEX VALUE OF ORGINATING EDGE ELZMENT
28 ¢ ,
29 ¢ N2 INDEX VALUE OF DESTINATION EDGE
30 ¢ ' ELEMENT
31 ¢

32 ¢ 11 SUBSCRIPT OF "N1" ON "REA"
33 ¢

34 C 3J SUBSCRIPT OF "N2™ ON "REA®
35 ¢

35 IMPLICIT INTEGER®2 (A-1)

37 INTEGER N, INDEX

38 LOGICAL FOUNDL» FOUND2

39 LOGICAL®]1 REA(SYS,SYS)

40 . DIMENSIOM INDEX(S5YS), NUMS(2)

LY Y

642 C ASK USER FNR A REACHES TO B

43 ¢

o4 KRITE(TTYQUT,100)

48 1 CALL GETNUMINUMS,2,TTYIN,TTYOUT)

46 N1 = NUMS(1)

417 H2Z » NUMS(2)

Iy IF(N1 (EQ. O ,0R, N2 .EQ, O) ©OTOD 2
49 ¢

50 ¢ CHECK T SEE IF N] AND N2 ARE IN SYSTEM INDEX

51 ¢

52 CALL FINDLETIN,NL,N2,11,0J,INDEX,FOUNDL,FOUND2,5YS)

53 IFIFOUND] LAND, FQUND2) GOTD 3

54 C

58 N1 AND/OR N2 NOT IN SYSTEM INDEX
56 C

57 1F(,NOT, FOUNDL) WRITE(TTYQUT,101) N}

38 [FO.NOT. FOUND2)  WRITE(TTYDUT,101) N2

59

34V




51

61
6?2
(.} ]
[ X
68
-3
67
68
69
10
Ti
12
13
T4
15

~

~

o

100
101

oty 2
PUT IN EDGE

REALLL,JJ) o ,TRUE,
catY 1

PERFURM TRAMSITIVE CLUSURE

CALL TRMCLStN,REA;SYS)
RETURN ‘

FORMATS

FORMAT(22H~TYPE <A REACHES YO B>)

FORMAT(|2H-@®*ERROR® S, [3,20H NOT IN SYSTEM INDEX)
ENO '
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SUBROUTINE EREOGE(H,REA, INDEX,TTYIN,TTYOUT,SYS)
THIS SUBROUTINE ERASES AMD EOGE DN THE MINIMUM EDGE DIGRAPH

WRITTEN BY: DAVID R, YINGLING, JR,
OECISIUNS SYSTEMS LAB
ENGINEERING AND PUBLIC POLICY GROUP
UNIVERSITY OF pAYTON
DAYTON, UHID 45469

N NUMBER OF ELEMENTS IN "REA"
REA ARGUMENT REACHABILITY MATRIX
INDEX INDEX SET FOR "REA"
TTYIN FORTRAN READ UNIT NUMBER FOR TELETYPE
TTYQUT | FORTRAN WRITE UNIT NUMBER FOR TELEVYPE
5YS DIMENSION SIZES OF SYSTEM MATRICES
N1 INDEX VALUE OF ORGINATION OF EDGE TO
BE ERASED
N2 INDEX VALUE OF DESTINATION OF EDGE

TO BE ERASED

IMPLICIT INTECER®2 (A-l) '

INTEGE® N, INDEX, INDH, NN

LOGICaiL FOUNDL, FOUND2

LOGICAL®] REA(SYS,SYS), REAH(128,128)

DIMENSION INDEX(SYS)» INDH(128), L0(128), NUMS(2)

e eNOTESSee
THE DIMENSIUNS OF "LO", "INDH", #"REAH" SHOULD BE EQUAL TD "SYS*™,

ASK USER FOR A REACHES TO 8 TD BE ERASED

“\
WRITE(TTYQUT,100)
CALL GETNUMINUMS,2,TTYIN,TTYOUT)
N1 = NUMSI(1)
N2 = NUMS(2)
IF(N1 ,EQ. Q .OR, N2 .EQ., 0) GOTD 2 -

CHECK TO SEE IF N1 AND N2 ARE IN_SYSTEM INDEX

CALL FINDIT(N,N1,N2»11,JJs INDEX,FOUNDL,FOUND2,5YS)
1F(FOUND1 .AND, FOUND2} GOTO 3 A

N1 AND/DOR N2 NQT IN SYSTEM INDEX, ISSUE ERRO(f;}b

IFC.NGT, FNUNDL) WRITE(TTIYQOUT,101)- Ni '

. e )
. - 3Ac 61,




93
50
61
62
6)
b
65
65
67
68
69
13
Tl
12
73
T4
15
16
17

" 718

79
80
81
82
83
84

86
87
8¢
89
90
91
92
93
94
95
9%

95
99
100
101

. 102
- 103
‘104

105
10¢
107
108
103
110
111

113
116
115
116

e —~ e

Y OY 60
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aNaNaNal

[ 3K s BN o B on ik YOO

[l o I oo BE B ol o W o |

TFC.10T, FOuaD2)  WRITECTTYOUTS101) N2, ' .
! RETURN R .

UK, HOW CHECK FUR (YCLES

VAATABL T NAME DESCIIPTION
3 IFU,N07. (REACTY 000 JAND. REAGJI,I1DD)  GOTO . 4

WHUUPS, 1 AMD Me ARE IN A CYCLE, ISSUE ERRDR Ms@

qALTELTTYQUT,102) N1, N2, N1
2010 2 ¢

Uk, CALCULATE SKELEYOUN MATRIX ‘ N

[y

4 NN = N

CALL HIERCK(NN,REA, INDEX,REAH, INDH,sNL,LO,SYS)
CALL STANINNSREAH, INOH,NL,LD,SYS)

CALL COUNDJE(NN,REAH, INDH,LO)TTYDUT, ,FALSE,»SYS)
CALL SKXLTNINM,REAH,SYS)

CHECK TO SEE IF N1 AND N2 ARE ON MINIMUM EDGE BIGRAPH

CALL FINDIT(NN,N1,N2,11,JJ,INDH,FOUNDI, FOUNDZ;SYS)
IF(FOUNDL ,AND, FOUND2) 6370 5

Nl AND/OR N2 wAs NOT ON MINIMUM EDGE DIGRAPH

IF(.NOT. FOUNDL) WRITE(TTYQUT,103) N}
JFC.NOT, FOUNDL) WRITE(TTYQUT,103) N2
cOTD 2

CHECK TO SEE IF THE EDGE FROM N1 TO N2 EXISTS ON MINIMUM
EDGE NIGRAPH

5 IF(REAHII1,JJ)) GDTD &

THE EDGE FROM Nl TO N2 WAS NOT ON HININUN EOGE DIGRAPH
ISSUE ERROR MESSAGE
!

WRITE(TTYQUT,104) N1, N2 J
7 '\
6010 2 . v /
Os N1 REACHES TO N2 ON MINIMUM EDGE DIGRAPH "

ELIMINATE RZACHABILITY 8Y OISCONNECTING ANTECEEDENT SET
OF N} FROM THE REACHABILITY SET OF N2

6 CALL FIMDIT(N,NL,N2,11,00, INDEX,FOUND]L,FOUND2,5YS) N

REMOVE EDGE FROM L TO K 1F1
1. L IS & MEMBER UF THE ANTECEEDENT ST
2 0OF N1

AND

v . 2. K 1S A BEMBER (F THE REACHABILITY
i SET OF N2

313
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118
119
120
121
122
123
124
123
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141

[aNalal

P

DO 7 Lal,N
IFL.NQT, REALL,IT1)) GOTD 7 ‘
DO 8 K=],N
IFU,NOT, REA(JJ,K)) GOTOD 8
REA(L,X) = ,FALSE,
8 CONTINUE
T CONTINUE

CALL TRANSITIVE CLOSURE

CALL TRNCLS(N,REA,SYS)
CALL TO(N,REA,INDEX,10s ,FALSE,»SYS)
6oTn 1

FORMATS

100 FORMAT(3SH-TYPE <A REACHES TD B> TD BE ERASED)

101 FORMAT{|2H-#®*ERROR***,[5,20H NOT IN SYSTEM [.0EX) ,

102 FORMAT(12H-#**ERROR***, [5,4H AND,]5,16H ARE IN A CYCLE./TH "ELIN",
+13536H AND RE-ENTER USING THE “80" COMMAND)

103 FORMAT{]2H-e*2ERROR®**,[5,31H [S NOT ON MINIMUM EDGE DIGRAPH)

104 FORMAT(26H-e*oERROR*2* THE EDGE FROM,»19,23H T0,1%,9H DOES NOT/30H £
+XI1ST ON MINIMUM EDGE DIGRAPH)
END

.,
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SUARIYTT IE FRASEIN,MATPIX) TNDEX,TTYIN,TTYOUT, (1 y)

THIS SURRIUTINE ERASES AN ELEMENT FROUM *MAYRIW™,

WRITTEN BY: DAVID R, YINGLING, JR,
ENGIMECRING AND PUBLIC POLICY GRIUI
UNIVERSITY QOF DAYTQON
DAYTION, UHID 45469

VARTABLE NAME . DESCRIPTION

N THE NUMBER OF ELEYI 4TS IN "MATRIX®
MATR[X THE MATRIX TD ERASE THE ELEMENT FROM
INDEX THE INDEX SET OF "MATRIX",

TTYIN FORTRAN READ UNIT NUMBER FOR ;ELETYPE
TTYnuY FORTRAN WREITE UNI! NUMBER FOR TELETYPE
5YS DIMENSION S1ZES D SYSTEM MATRICES

IMPLICIT INTEGER#2 (A-1)
INTEGER N, INDEX

LOGICAL®] MATRIX(SYS,SYS)
LOGICAL FOUNDL, FOUND2
DIMENSION INDEX{SYS), NUMS(1)

IFIN ,LE. 0) GOTO 4

WRITE(TTYQUT,100)

CALL GETHUM{NUMS,1,TTYIN,TTYQUY)

I = NUMS(L) "

IFt1 JEQ. 0) RETURN

CHECX TD Seg IF "1™ 1S A MEMBER OF THE INDEX sSc7Y

CALL FINDIT(N,1,J0,11,J0, INDEX,FOUNDL,FOUND2,SYS)
IF(,NQT, FOUNDL1) GOTOD 3

NUMBER WAS VALID ELEMENT NUMBER, ERASE FROM MATRIX

CALL ELIMI{M,MATRIX,INDEX,11,5YS)
IF(N (LE. O) GOTOD 4

GO GET ANDTHER’
cortp 2
CRRNR PRINTQOUT

WRITE(TTYQUT,101) l

GOTL 1
J

USER HAS DELETED ALL ELEMENTS

rom
e

@ WRITE(TTYQUT,102)




59

60

61
62
63
b4
b8

RETURN
FORMATS

100 F "RMAT(36H-TYPE ELEMENT NUMBERS TO BE ERASED ?7)

101 FURMAT(12H-#®eERRUR®®%, 15,204 NOT IN SYSTEM INDEX)

102 FORMAT(33H-e*eNQTE®®® THERE ARE ND ELEMENTS IN THE MODEL MATRIX/
+26H "CLIM® CUMMAND TERMINATED)

END
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SJORIJUTIE AUDELINSMARRIX) INDEX2TTYINSTTYOUT,SYS)

THIS SUBROJTINE ADDS ELEMENTS TO THE "MATRIX "HATR]X®
AU PUTS 4 "UNE™ ON THE MAIN DIAGUNAL, ,
WRLTTEN BY: OAVID R, YINGLING, JR,

ENGIMEERING ANU PUBLIEC POLICY GRUUP

UHIVERSITY NF DAVTON

DAYTION, OHID 454069

VARTABLE NAME DESCRIPTION

N . THE NUMBER OF ELEHENTS IN "MATRIX"®
MATRIx _ THE MATRIX TO ADD ELEMENTS TO

INDE X THE INDEX SET OF WHATRIX™,

TIYIN FORTRAN READ UNIT NUMBER FOR TELETYPE
TTYOUT FORTRAN WRITE UNIT NUMBER FOR TELETYPE

SYS DIMENSION SIZES OF SYSTEM MATRICES

IMPLICLIT INTEGER®2 (A=-1)
INTEGER N, INOEX . '
LOGICAL®] MATRIX(SYS,SYS)
LOGICAL FOUNDL, FOUND2
DIMENSION INDEX(SYS), NUMS(])

IFIN ,GE, SY§) GOTO 8
WRITEI(TTYOUT,100)

2 CALL GETNUM{NUMS, 1, TTYIN,TTYDUT)

1 « NUMSILY . , .
IF(1 LEQ, 0) RETURN

MAKE SURE THAT WE DON'T ALREAD HAVE AN ELEMENT # |

CALL FINDITIN,B,JsrJsJds INDEX,FOUNDL»FOUND2,SYS)
IF(FOUNDL) GOTD 23

ALL OK, ADD ELEMENT AND PUT A ONF'ON MAIN DIAGONAL
N *« N ¢+ 1

.

INDEX(N) .1

ZES0 OUT RNW AND COL OF NEW ELEMENT
00 & JeI,N

MATRIX(N,J) » (FALSE,

CONTINUE

MATRIX(N,N} » ,TRUE.

GO GET ANJTHER ELEMENT | 341
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C1F(N LGE, SYS) GQTO 5
carg ¢

ERROR PRINTOUT

3 WRITELITYIUT,10L) ]
6OTNn 1

USER HAS EXCEEDED SYSTEM MATRIX SIE

5 WRITE(TTYJUT»102) 5YS
RE TURN

FORMATS _ o

100 FORMAT(28H-TYPE ELEMENTS TO BE ADDED ?)

101 FORMAT(|2H-o®*ERKRORO®*,15,24H ALREADY IN SY5TEM INDEX)

102 FORMAT(62H-#¢eNUTE®®e NUMBER OF ELEMENTS MHAS R[ACHED COHPUTER'S L!
+M1T OF,15/25H »ADD™ COMMAND TERMINATED)
END

»
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1
) o‘ttotc:utcto.oaoo”oo‘o‘o”“‘t‘”‘l\‘OOOOOOOOOOOOOOOQOOOOOOOQOOl L K ]
. . NOTICE .
Y @ L ]
- ¢ ALL RIGNTS RESERVED, NO PART (F THIS PROGRAM MAY BE SOLD, .
1t o REPHIJCEU, STORED IN A RFETRIEVAL SYSTEM, 1R TRANSMITTED °
q . o 1 AT FYRM OR BY ANY MLANS, ELECTROMIC, MECHANICAL, .
Y o Pl PG, RECIORDING, OR OTHERWISE, WETHOUT TnE v

1. ¢ PRLOR PERMISSION OF THE .
1 . . JALVERSTINY ub DAYJON RESEARCH INSITITUTE, °
12 ¢ . ' .
13 o oocac0‘0000"0”“”00000“”0o"O‘vo‘..o.‘t“‘O‘OOO“OOO‘O‘OOOOOO
le { )
15 ¢
14 ¢ PROGRAM (YCLE {5YS04)
17 ¢
18 ¢ PROGRAYM THAT INITIALIZES A WEIGHTED MATRIX
139 ¢ AND RESOLYES THE THRESHOLD WITH WITH GEODEDIC LUTPUT
2y ¢
21 ¢ WRITTEN RY: DAVID R. YINGLING, JR,
2?2 L. DECISIUN SYSTEMS LAB
23 ENGINEERING AND PUBLIC POLICY GROUP
24 L UNIVERSITY QF DAYTON
25 L DAYTONs OHID 45469
25 ( 513-229-22389
27 ¢ .
26 IMPLICILT INTEGER (A-2) .
29 COMMIN /INFD/  QTYPE, TTYIN, TTYQUT
3) COMMON /BLKL/  LLI(160), L2(160)
31
32 DIMENSIIN  1M(50,50), TNDEX(50), NUMS(3), BULL{5T04)
ER) LOGICAL QTYPE ‘
. 34 ODATA  CH/2MCHZ,  AL/2HAL/, DL/2HDL/» F1/2ZHF1/
' 35 DATA PR/2HPR/, RE/2HRE/, TE/2MYE/s» HELP/2HHE/
3 DATA  YES/1IMY/, NU/LIHN/
3r ¢ )
jg C INITIALIZATIUNS
39 ¢
42 TIYIN * &
41 TTIQuTs
42 MWEIGH = 9
43 LQTYPE = [ TRUE.
by PERMFL= 20
45 ( :
4y { MAIN COMTRNL SECTION
o1t .
4R !
43 ¢ FULL TEXT ?
53 (
51 WRITECTTYDUT,?2)
52 READ(TTYIN, D) ANSHWER
%3 IFCACSWER LEU, YES) QTYPE = _FALSE,
54 C
5% ( HEW SYSTEM ?
58 (
: S7 ARTTFCTTY Y17, 4) 5
Q 58 PEAD(TT (Y, 3) ANSWER fl’l‘l




59
60
ol

b

64

65

645

617
68
67
I
71
10
73
T
15
15
11
1
13
8y
81
a,
LR}
84
a5
Ay
a7
an
83
90
91
i

24

9%

R}

7

a24q

97
100
101
j0.
10y
1N
108
1%
107
108
103
112
111
112
113
1l
115
116

-—

-

-~ e

11

10

12

N

la

46
16

19

IFCANSWER TN, MO LUID 1D
CAME HERE WMEN NEW SYSTEM

WRITELTTYDUT,S)

CALL CETHUM(INUMS, )

N3 qUMSTLLD)

IFIN JLE. S0} GLTD 12
ARIPECTTYOUTS ?)

sorn 11

READ Iti FROM PERMFL OLD SYSTEM

REWIND 20
READ(20) N
READ(20) M
HEAD(20) INUDEX
I 15

ASK LF USER WANTS REGULAR INDEXING

CUNT INUE '
WRITE(TYYQUT,8)
READITTIYIN,3I) ANSWER
IF(ANSWER ,EN, NO) cuTg 13

PUT IH RFGULAR [HDEXES
DI le 171uN

INDEXLTY =

CONTINUE

GUTD 15

READ [RREGULAR [MNOEXES

COdT INUE

WRITE(TTYJUTS9)

DY LA T=21,N

CALL GETHUMINUMS, )

TNOFC(TY 2 YUMSHL)

IFCL LEQ. 1) GHTOD 16

Hos ] - | '

DO ub J 2 1,4

TFOINDEXUY)Y JEQ, INUEX(I)) WRITECYTYQUT,103) INDEX(])
IFOINDEX (Y)Y +EQ, INDEXC(1)) I » 1 -1 ,
COMT INUE

CONT INUE

REATHD 20
WRITE(?0} N
WRITEL(ZD) M
WRITE(2M)) {NDEX

BEGIN FILLING THE ADJACENCY MATRIX
ASK USER FNR A CHMMANU KEYWORD AND CHECK

WRITE(CITYJITH10?)
READITTYIN,L100) (MD
6Y
3oy




17
119
11
12)
121
12¢
12
124
129
129 ¢
217
128
127
13D
131
132
133 17
1 ¥4
. 135 (
1136
137 ¢
138 18
133
140 ¢
lel .
le2
143 20
164
14% C
145
147 C
148 19
147
159
1¢
152
15) 45
154
155
154
157 C
158 22
159
160 ¢
51 C
162 (
163 23
166
169 ¢
166 (
167 21
148
167 {
170 ¢
I A B
1F2 ¢
. IO AR I
O ‘ 1 7w /’
ERIC

Aruitoxt provided by Eic:

oY OO

«

o

Yoo

oo

T e

TFeC™) ,fd. ) cixtny 7

IFLCH0 L, EQ, AL) GOy 18
1FLCHD LfQ, F I LoIn 19
IFienMy pq, 0L ury 23 .

LFLiMD JeQ, mELP) Cuty 21
1FLC4D ,EQ, kg) ear) 22
1Flesp g3, e cutog 23
1FLCHY LB, PR) Uty 4%

ARTTECTTYIOT,101) CHD
Gury) 1S

FEOEEI003000IPEUNUIEUUNINEOIUtPINOPIININRIEEIIttsiteetssttatttsss
* CHANGE WEIGHT ROUTINE .
AR AR AL R A T R Y Y T A LTIy
CALL CHANGE (M, IM, INDEX)

Coro 1%
otvotto’tttt‘t‘OOO‘Ot“‘*"t“‘ttttt#“‘t““‘t‘tttt““““‘tt“‘
. A)D ELEMENT ROUTINE *

LA A AR R A A L I P Y R N Y YT T
CALL ADD(N, IM,INDEX) :

6oro- 15
to‘tttttt‘o‘tt‘#tt“t“‘t‘ttt“‘t“““““““‘t'ttt““t*“““t
. DELETE ELEMENT ROUTIME *

O‘tttt‘t0ttt‘t‘t't‘t“t‘#t“0“““““‘0““00“#t‘v““““““‘
CALL DELETE (N, IM, INDEX)

curpo 15

AR AR AR AR AL A AR A T Y P I T I I P YII Y

. FILL SYSTEM WITH WEIGHTS ',

““i“0"‘V““““““““““““““““““03““““““““
CALL FILL(N»IM, INDEX,RL,R2)

Curo 15 '
A AR AR L R R R R R T I T P T I Y I YY)
. PRINT SYSTEM OQuUT *

“““““‘““““““““““““““““““‘tﬂ“““““‘.“"
CALL PRNTMTU(N,IM,INDEX, THRESH, ,FALSE,)

CO10 15
LA AR AR R AL R A L A R T YT YT IR TY
. RESOLVE SYSTEM s

AR ARA R AR A A L L A R R N L YL ST LY
CALL RESULVIN,IM, INDEX,MNEIGH)

cuTn 1S
v‘tttt‘t‘t‘tt‘Ott‘9“““tttt““““t‘.““““‘00'0““““““00
] TERMINATINN .
‘ttoctoott‘t‘t“““‘#t‘tt‘t‘tttt‘tt“‘tt““t“t30#00“#“*0““‘
CALL EXITY ‘
ttt#uo‘:att‘t‘tOtvtttt“t‘tttt“t“““t“‘t‘t‘tfo#?“t“‘*“*'t“
* HELP t1!t ]

A AAAALALAARARAL AR L A A A Y R SR Y YR I I L
WRITELTTIYOUT,104) -
L0t 15

stbunee
FOHMATS
hreros

FOAMATEINY, ASH FULL TEXT QUERTES BLSIRED P (Y/NY )
L Bad

3y 70

™




115
11
1
114
1 N
189
181
182
18)
184
18%
184
187
18R
1897
190

DD e S -

100
101
1u2
103
104

PURMST (A
fO{uA1|\|
FUKMAT ()t
FORMAT L]
FrIvmAT (1o
FORMAT (1M
FURMATLA2)
FORMAT( |y

FURMAT (it-

FOPMAT (1

s 0
PR
)24
» GOM
")8"

» 31N
2 Y2H
2 o

NEwW SYSTENL 2 (Y/N) )

NUMRER OF ELEMENTS (50 MAX,) 1)

803100 LARGE, TRY AGAIN®®e)

REGULAR INDEXING OF ELEMEMTS DESIRED 7 (Y/N) )
FMTFR JHIDEXES OMNE AT & TIME)

SOSERROROSS 1NVALID CUMMA'YDswd>,A2)
TYPE CYCLE CUMMAND (UR "HELP®™) )
ELEMENT HAS ALREADY BEEN ENTEREDD,J2)

FORMAT(114-, 10X, 1BHO®OHELP MESSAGE®®®/1HO,30H AL -~ ADD AN ELEMENT T
U SYSTEM/IH »35H DL - ODELETE AN ELEMENT FROM SYSTEM/IH »,34H FI - F
+1LL SYSTEM (LSSIGN WEIGHTS)/IH ,37H CH - CHAHGE WEIGHY QOF A RELAT]
SONSHIP/Z 1L ,2urd RE - RESOLVE SYSTEM/IH ,22H PR - PRINT SYSTEM QUT/1
- TERMINATE SESSION/LIH ,27H HELP - REPRINTS ABOVE LIST)

oH »234 TE
END
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1 SUARDUTINE PRMNIMTI(N,MAT, INDEX, THRESHSSELPNT)
PERG ‘
30 THIS SUBROUTINE PRINTS ALL -RELATIONSHIPS . |
y >3 10 THE THRESHOLD
LI
LIt
Tt WRITIFMN DY DAVID R, YINGLING, JR.

8 . DECISINN SYSTEMS LAR

3L ENGINEERING AND PUBLIC POLICY GRDUPY
10 L UNTVERSLIITY OF DAYTONM

11 ¢ DAYTUN, UHIO 45469

12 C 513-229-2238

.

b JMPLICIHT INTEGER (A~

15 CUMMON /INFO/  QTYPE, TTYIN, TTYQOUT

16 ¢

17 INTEGER INNEX(S0)s, HMATU(50,50), *LIST(50,2)
18 LOGILAL  QTYPE, SELPNT

17 o

) IFLSELPNT) WRITE(TTYOUT,1)

2l < .

2? DO 10 1=21,N

?) LTR ¢« O

b 0O LY Jslon

2% TFU.NQT, SELPNT) Gaoro 13
26 IFIMAT(L,0) LT, THRESH) GOTO 11
27 13 1F(1 ,£Q. ) GOTOD 1)

28 CTR 2 CTR o )

29 LISY(CTR, 1) = INDEX(J)

30 LISTUCTR,2) = MAT(],J)

31 11 CUONTINUE

32 ¢

33 IF(CTR ,EQ., 0) GOTU 12

3¢ (

15 WRITE(TTYOQUT,2) TNOEXCI)»(LISTCIE,1)oLIST(IL,2)s11 = 1,CTR)
35 ¢ntno 1o

LR

38 12 WRITE(TTYDOUT,»I) INDEX¢(L)

3 ¢
40 10 CONTINUE
41 RETURY
42

! 43 2 FORMAT(LH ,15,2Hed, 802015, H(,T1,2H)»)/79%))

4o J FOKMAT(]2,2H=>)

45 1 FORMAT (M=, 15X, 1TH THRESHNLD MATR]X)

4o END
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SUBRR Jul Jng QUESTILLLES LL2)

TH1S SUARDUTINE PRESENTS THE QUESTIONS

ARITTEYN BY: DAVID R, YINGLING, JR, .
DECISIUN SYSTEMS LAD
ENGINLERING AND PUBLIC POLICY GROUP
UNIVERSITY OF DAY'ONM
DAYTUNs» UMIND 45459
.913-229-2238 -

ey INTEGER (A=)
COMMON /INFD/ QTYPE, TTYIN, TTYNUT
CUMMON /BLKL/  L1(160), L2(160)

1

FOGICAL QTYPE

IF(QTYPE) GUTU 15

DEFINE FILE B8(260,160,5,U,UNUSED)
Il = LLl + &

12 = LL2 ¢ &

READ(B*11) (L1(I},131,160)
READ(8']12) (L2(1)s1=1,160)

Il = 9

12 2 0

0 12 J=1,10

IF(LICJ) LEQ, 0) GOTO 12

L= L1y

11~ 12 + 1

12 =11 « L -1

WRITE(TTYOUT,»2) (LIIK ¢ 10),K = 1512}
CONTINUE

WRITE(TTYQUT,»I)

It =0

12 s 0

D0 13 J = 1,10

IFEL20Y) LEQ. O) cOT1G6 13

L= L2())

Il = 12 + 1

12 = 11 + ¢ -1

WRITE(TTIYOUT»2) (L2(K ¢ 10),K = 11,12)
CONT I NUE '
WRITECLTTYQUT,))

RETURN

WRITE(TTYQUT,»G) LLL, LL2

6T 14 .

FORMAT(10H WEIGHT ? )
FORMAT (11X, ]5A4)

FORMAT UM , 204 HAS BEEN RELATED TD)
FURMAT(IX,1502H Ry 14,9H WEIGHT ? )
ENU

b
SR
» .
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3e
33
34
15
36
37
I8
39
40
41
42
43
44
45
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SUBRNUTINE AUDIN,MAT, INDEX)
THIS SUBRDUTINE ADDS ELEMENTS TO THE ADJACENCY MATRIX

WRITTEN BY: DAVID R, YIMGLING, JR,
DECISION SYSTEMS LAB
ENGINEERING AND PUBLIC POLICY GRpUP
UNIVERSITY OF DAYTON -
DAYTONs, OHIO 45462
513-229-2238

IMPLICIT INTEGER (A-1)
OIHENSTION NUMS(3), MAT(50,50), TNDEX(S0)

COMMON /BLKL/  LL1L160), L2(160)
COMMDN /INFO/ QTYPE, TTYYIN; TTYQUY
DATA NDD/IHMN/, NO/2HNO/, Y/LHY/, YES/3HYES/

LOGICAL FOUNDL, FOUND2, QTYPE

ASK FOR ADDED) ELEMENT NUMBERI(5)

WRITE(TTYONT,06)

CALL GETHUMINUMS,})

o= N ¢ |

INDEX(H) » NUMS(1)

IFCINDEX (NY JLE, 9999) GOTD 1
WRITELTTYOUT,100) INDEX(N)

N » N ~ |

corg 2

CHECK FDR A LERQO INPUT "

IF(INDEX(N) .GY. 0) GOTO 3
N s N -]
RETURN

CHECK FNR DUPLICATE ELEMENT

K = N -1

CALL FINDIT(K, INDEX{N)»JsJsJs INDEX, FOUNDL,FOUND2)
IFL,NOT, FOUNDL)Y  GOTO 11

WRITE(TTYOUT2101) INDEX(N)

onto 12

CONTINUE

SEE IF USER WANTS TO BURUER

WRITE(TTYLUT»102)
READITTYIN,103) ANSWER
IFLANSWER LEQ, Y) GuTn
IFtANSwER L EQ, YES) GOTD
LFOAMSwER (19, NOO) GOTO
ITFLALSHER LEQ, N(}) (I AV
WRITELTTYOUT,104) ANSWER
AR EN] }

NN S S

[

Q)
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(3]
b¢
]
o4
65
(%}
o7
61
62
1)
1
12
73
Tq
15
16
17
78
13
8)
81
82
8)
B4
85
8o

88
87
0]
91

93

S

-
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100
101
102
10}
104
105
106

Rk R 1P

DO 5 Jel,x

"CALL QUESTITINDEXU]L), THDEXIN))

CALL GETHUM(NUKWS, 1)
WEIGHT = HOMS (L)

TF(wE JLmMT (LE,

)y D10 7

yRITECTTIYUUTAY0S) WEIGHT

cotn o

MAT(],M) = wEIGHY

LONTIRUL

D08 pel,u

CALL QUEST(INDBEX(NI) INDEX(T))
CALL GETHUMINUMS,))
wElGHT = NUMSIL)

IF(METIGHT ,LE,

9) GUrn 10

WRITE(TTYDUTLI05) WE IGHT

o'y 9

MAT (N, 1) = WEIGHT

CUNTINJE

0T 2

sotense
FORHATS
ssesver

FORMAT(1HO,22H
FORMAT(LHO, JUH
FORMAT(1Y ,31H
FORMAT(A2)
FORHMATEIHN ,21H
FURMAT (1w , 28H
FORMAT(IH ,29H
rND

#eep LEMENT TNO LEKRGED>»15,3Heee)
essfF LEMENT ALREADY IN SYSTEMD, 15, V1t*ee)
BORDER UN THIS ELEMENT ? (Y/N))

*20 INVALID RESPONSED>,A2,)3Heee)
*es WEIGHT VALUE TOD LARGED,15,3Ht¢s)
ELEMEANT NUMBER TO BE ADDED ?)
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10
11

1
14
15
16
117
18
19
22
21
22
23
24

25

25
217
28
23
32
LR Y
32
33
34
35
35
37
3y
33
4)

42
4}
44
45
4
47
49
)
50
%1
52
53
54
5%
54
7
58
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SUBRUUTTYE CIANGE (NsMAT, ITNDEX)

THIS SURRDHTINE WILL CALLOW THE USER TOD CHANGE
A WEIGHT I THE ADJACENCY HMATRIX

WRITTEN AY: DAVID R, YINGLING, (R,
DECISIUN SYSTEMS LAB .
ENGINEERING AND PUBLIC FOLICY GRUUIP
UNIVERSITY OF DAYTON
DAYTON, UOHID 45469
513-229-2230

IMPLICIT INTEGER (A-2)
DIMENSION MAT (50,500, INDEX(50), NUMS(3)
COMMAN /INFQ/  QTYPE, TTYIN, TTYNUT

LOGICAL FOUNDL, FOUND2

WRITEITTYOUT,»100)
CALL GETHUMINUMS, 3)
cofo o

CALL GETNUM{MUMS,3)

CHECKR £OR ZERD INPUT

IF(NUMS(L1) CGT, O .AND, MHUMS(2) .GT. O0) GOTO 8
RETURN

CHECK FOR EXISTANCE OF ELEMENTS
CALL FINDIT(N,NUMS(1),NUMS(2),XsY, INDEXsFOUND],FOUND2)
DID WE GET A VALID INPUT ?

IF{FOUNDY ,AND, FOUNLZ) GOTO 3
IF{y .EQ, 0) GOTO ¢4
WRITE(TYYOUTA101) NUMS (1)

trty .67, o) GOTO 5
WRITELTTYOUT,101) NUMS(2)

¢arn 3

LF(NUMS(3) . CE. 9) GOTO 7
WRITE(TTYOUTS102)  NUMS(3)
coTn 5

MAT(X,Y) = NUMS(3)
cafo 1 ‘

sese e
FORMATS
XYY

FORMAT(LM ,41H ENTER A REACHES TO R, WEIGHT (3 NUMBERS))
FORMATELIM , BH oo LEMENT DOES HAT EXISTX515,31H0%0)
FOORMATOIH ,28H o2eWEIGHT VALUE TOD LARGED, [552110008)
EN“ q :- Ve
el
76
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33
13
40
41
4!
43
L)
45
45
47

41,
49

SU
51
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«

b}

[ e

«c

100
101

¢

ST T e DULETE LN HAT, INUEA)

9P CTIT ITEnER (A=)
NEARSE Y AT E%0,500, THDEXESQO), MUMS(Y)
LMy S INFY, QTyPE,  TIYINS TIYOUT

VUGTLAL F) i, FRUIND2

RRETECTTYOUIT,10L)
CALL GEBPHUMINYMS, 1)

1S 1T 2Er0 2
[F(NUMS (1) LEQ, 0) RETURN

FLEMENT [N SET Y

CALL FINDIT(H, NUMS(L)sd,15J, ITNDEX, FOUNDL,F0OULIND ")
1FCFOUtnLY o103

wRATECTTYUUT,100) NUMS(1)

coTn 1

IFLL LEQ. M) GOTO 4

43 = N - |

DD 5 Klel,Nd

k2 - X1 + 1

10 6 Jxl,N

MAT(KL1sJ) = MAT(K2,J)
CONT INUE

D0 7 J=1,N

HAT(J,KL) s MAT(J,K2)
CONTINUE

COMT [NUE

DU 8 Ki=1,%)

K2 = K] & |

TNDEX(X1) = INDEX(K2)
CONTINUE

N N - |
6oty 1

seseiee
FOR4ATS
ALK TR

FORMAT (JH ,2TH #¢eELIMENT DDES NOT EXIST>, 15, 11se%)
FORMATUIH ,30H ELEMENT NUMBER 70 BE ERASED ?)
END ‘ ;

355
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27

23

27 v s
V)

3
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SUBROUTLND FILLGMN,MAT,INDEX,R]1»R?)

THES SURRODTINE ALLUWS THE USER TO FILL UP THg ADJACENCY MATRIX

~RITTEN BY: DAVID R, YINGLING, '1,
DECISIUN SYSTEMS LAB
ENGINEERING AND PUBLJIC POLICY GRUUP
URIVERSEIY OF DAYTON
DAYTON, UHIO 45469
513-229-2218

s

IMPLICLIT INTEGER (A-2) .
DIMENSION 4AT150,50), INDEX(50), NUMS(3) .
CUMMAN /INFQ/ QTYPE, TTYIN, TTYQUT

COMMON /BLKL/  L1(160), L20160)

LOGICAL QTYPE

SEE LF TS IS A RESTART

1F(R1
ROW =
LaL s
R1 =
R? 2

6T. 0 .OR, R2 .GT,. 0) GOTOD 1}

C O~ m—o

00 2 1:ROW,N

DO 2 Ja(NL,N

IFCL J€Q. 1) GOTp 2

CALL QUEST(INDEX(1), INDEX(J)) - "
CALL GETNUMINUMS,1) ' I
IFENUMS (L) _EQ, 10) GOTOD 3

IFINUMS(1) ,LE, 9) GOTOD &

WRITECTTYOUT,101)  NUMSI(1)

cargy s .

MAT(1,J) = MUNS(]) ¢

CUMTINUF

curp -]

RESTART

I = Rl

DU T J:=R2,N

CALL QUESTUIHDEX (1Y, INDEX(J))
CALL CETIUM(NUMS, 1)
JEINUMS L) JEQ. 10} GOTD 3
1FINUMS (L)Y JLE. 9) GUTH 9
ARLTFOTTYUNIT,101) NUMS (1)
Ot 8 .
MAT{1,J)) = NUMSI(1)

CUNTINUE

RNA 7 |

UL = R+ |

) 0 Y
R2 =0
(RN 1

GENERATE RFSTART PARAMS ST
JEMERATE RESTART 5 :;,‘ J
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61 H RETUuRy
62 {
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6% XXX EN]
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671 16 FNAMATUL3, 15, 2HR 515,101, WEIGHT 1)
64 101 FUAMATHL , 20H eeewE IGHT VALUE TOD LARGE>, 1%, vis )
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WRITTEN BY: DAVID R, YINGLING, JR,

SUBRIUTLNE FINDITONSNLINZ» S15 525 INDEXs FOUNDL, FOUNL. )

THIS SUAROUTINE FINDS ELEMENTS N1, N2 IN THE INDEX SFT

THE VALUES Sl, S2 ARE THE PQSITIONS OF NI AND N2 IN THF
IMDEX SFT,

FOUNDL AND FUUND2 ARE LDGICAL VALUES AND ARE SET EOQUAL
TO LTRUE, IF N1 OR N2 (RESPECTIVELY) ARE FOUND [N Ty
INDEX SFT,

DECISIUN SYSTEMS LAB

ENGINEERING AND PUBLIC POLICY GROUP
UNIVERSITY OF DAYTON

DAYTUN, UHIO 45469

513-229-2238

IMPLICIT INTEGER (A-1)
DIMENSINY INDEX(]128!
LOGICAL FJOUNUL, FDUND2

FOUNDL = .FALBE, “
FUUNDZ + ,FALSE,

51 Sy
52 s 0
DO L L=l,N
IFINL LEQ, INDEX(I)) S1 = |
LS 0N LEQ@ MPEXITY) 52 = |

CONTINUF Y

LF(S1 .67, O FDUNDL = ,TRUE,
1FES2 6T, 0} FOUND2 » ,TRUE,
RETURN

ENU




i YISROUT 1L Gt TNUM{ARRAY,N)
P,
LI THIS SuBeuTise WwILL READ "N* UNSTIGHED INTEGERS FROM
‘o Ty TFRY4T4AL TYPED LN A FREE FORMAT AND STURE THLM IN
S L “ARPAY™ ]
5 L
. ARLTTEN AY: DAVID R, YINGLING, JR,
5 { DECISIUN SYSTEMS LAB
1l ENCINEER]ING AND PUBLIC POLICY GHUUP
1)« UNIVERSTIY (OF payTQh
1t o« DAYT(IMS, UMIU 45469
" 12 ¢ 513-229-2238
13 ¢
1¢ IMPLICIT IMTEGER (A-2)
15 CJMHON /INFO/ QTYPE, TIYIN, TTIYNOUT
IS DIMENSTON ARRAY (1), BUFFER(B0), NUMS(10)
17 OATA NUMS/IHO, 1K1, 1H2,1H3, 1H4, LHS5, 1H6,1HT, 1H3, LMY/
I8 DATA BLAMK /LM 7/, COMMA/LH,/
17 ¢
20 0O 8 1=1,N
21 ARMAY(]) = 0
2?2 B8 CONTINUE
23 €
24 1 READ(TTIYIN,200) BUFFER
28 ¢
25 . L = N o
POWER = 0
C
P02 t=1,89 ‘
K = 81 - 1

IF(BUFFER(K) .EQ, BLANK ,0R, BUFFER(K) LEQ, COMMA)Y 6OTO 3
FOUMD A CHARACTER, STE IF IT!'S A VALID NUMERIC
PO & 431,10

Ir =3 -1
IFCRUFFERIKY (NE. NUMS(J)) GOTO 4

A e A W N A A
P SRS Ny WD
[alE ol 4 )

319 17TS A NJMBER, ADD 1T TO PRESENT SUM

40 C

41 ARRAY (L) = ARRAY (L) + (1] * (10**pOWER))

L4 POWER t PUWER ¢ 1

413 6nrn 2

by 4 CONTINUE

45 ( -
by COMF HERE |F CHARACTER FOQUND WAS NOT NUMERIC
41 '

48 ARITE(TTIYDUT,I00)

43 GOt 1

7 ¢ '

51 FOUND A NELTIMITFR, SEE IF END OF A NUMBER

52 C

%3 } IF(ARRAY (L) +FQ, 0} GOTLD 2

54 L=y -1

59 IFGL LEQ, 0y 6GNTQ %

54 ARHAY L) = 0 ‘

57 PINER =0

b1 2 LONTINJE




53
(o]
61
62
613
b6
b9
b6
67
68
63
1)
71

73
T
75
Ty
17
78

e e

™

100
101
200

MAKE SURE NUMBER!S)
WE NDON'T EXCEED IS5 FURMATS

UD 6 T],N
LF(ARRAY{])
COTINUE
RETURN

+G1, 99999) GOTO 7

tRROR NESSAGE
WRITE(TTYOUT,LO1)
ocarn 1

FORMATS

FORMAT(3IH-«®sERROR**¢ INPUT NOT
FORMAT(39H-9¢0ERRUR**¢ NUMBER(S)
FURMAT(8NA])

END

IS/ARE LESS THAN 99999 sn

NUMERIC--RETPY)
TO LARGE=--Rt TRY)

380

82




B o~ TP, EF o e -

[aNaXal L s 2

o

P

[ N o el e

15

12

SUAKUITTIE RESULVINS IN,LIST, THRESH)

THIS Su3R T INE RESUOLVES THE WEIGHTFD MATRX
R I ) AR I IV X QIYyPE, Tty jn, TiyOut

RN IR JMTEGER  (A-2)

INTEGER 1'192,50), LISTOSY)

L ECAL ADJ(80,%0), QTYPE, RM(S1,S50)

T = THRESH

CONSTRUCT RIMARY ADJACENCY MATRIX

DO 10 l:1.,M

DU 10 Js1sN

ADJUL,J) 2 ,FALSE,

IF{1 JEQ. ) GUTO 1)

IFCINCL, Y)Y LT, T)Y GUTD 10

ADJ(1,J) = ,TRUE.

LONTINUE

CHECK IF CYCLE IS RESOLVED AT THIS THRESHOLD
CALL TRMNCLS(ADJ,RM,N)}

CHECX TD SE€ IF REACHABILITY MAT IS ’
ALL ONES, |F S0, CYCLE 15 RESOLVED

IF NOT, T 3 T « | AND CONSTRUCT NEW ADJ MA RIX
DO 12 I1z]1,N

oOr 12 J= 1N

1FC.NOT, RM(I1,J)) GOTD 13

CONT INUE '

TELL USER CYCLE 1S RESDLVED

WRITE(TTIYQUT,L1)Y T

PRINT UNIVERSAL MATRIX

CALL PRNTMT(N,IN,LIST,T,,TRUE,)

PRINT GEOIDFDIC QUTPUT

CALL GEDDI(ADJ,N,LIST)
RETURN '

MY GOOD, 7Y AGAIN

r =1 -1

GOt 1%

FURMAT (U v-, 0 #90CYCLLE RESOLVED®**1,/, THRESHII D==31,2X,12)
LMD

36
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SURRNOTINE TANCLS{ABsN)

THIS SUBROUTINE TAKES THE TRANSITIVE CLOSURE
(OF MAT A AND PUTS THE ANSWER INTU MAT 8.

IRPLICHT INYEGER (A-1)
INTECER (C(S50)
LOGICAL A(%0,50), B(50,50)

Ny} I=1,N

00 1 J=1,N

Allsd) = ALL»Y)

Il =0

NI = ©

MY 2 D

I =1 ¢

1IF{T LGT, N) RETURN
DO 3 K=|,N

TFL,NIT, BUT1,K)) GUTD 3
HT = NT » |

CIHT) = K,

CONTINUE

IFANT LEQ. N1) GOTO 2

Ml 3 NT

DO 4 L=2]1,NIL.

K s C(L)

00 & J=i,N

IF(BiX,4)) OB(l1,J) = ,TRUE,

MNT = 0
co'o 5
END

+

.
4

4
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15
16
17
1A
12
2)
21
22
2]
2%
2%
24
2!
219
23
3

32
LR
34
35
34
37
18
17
40
4
42
43
44
45
4n
47
49
43

o~

P ek e

—

«

50 C

51
$°
53
54
5%
b
57
sa

o

10

11

13

12

14

SUOR T TE GRUDLAL M INUEX)

THIS SuRRaMITINE PRINTS Oul GEODEDIC CYCLES
CUMMON /I9FND/Y QTYPE,  TIYIN, Tivgutl
IMPLICLT [HTECGER (A-1)

INTEGER  B(%),50), C(90,%2), G(50,50),
INTEGER  I%NEXIN0), PRINT(SO)

LOGECAL  QTYPE,  A(SVU,50)

PATA  G/2500%0/,» B/72500¢0/

FORM A - ] >
DO 10 I=1,N

VO 10 J=1.,M
IFC.NOT, A(Jds1))  GOTO 10

AlJ, 1) = |

Gldr1) = 1 .
IF(J JEQ. 1) GUJ,1) = O
CONT INUF .
FORM G

HBN =z )

DO 12 1=1.,N

PO 12 Jrl.N
Ctdr,1) = 0

DD 13 X=z},N

MA = O

[FLAQJ,K)) MA = )

CEIsl) 2 MA * BIK,I) ¢ ClJ 1)
IFECs1) UNE, 0) CUJbI) = |
COMTINUE

COMPUTE TO THE NTH

NBN = NBY + |}

DO 14 1=1»N

DO 14 Jr1,N

Cilsd) = Gtlad) + NBN * (C(I,4) - B(Isd))
Bll,J) = Ctl1,))

IF(NBN LT, N «1) GOTO 11

PRINT HEADING '

WRITEFITTYUUT, 1)

COMPUTE PATHS

HEPT = 0

GO 16 1GP=2,N
LIM = IG6P - 1
D 16 JGP=1,LIM
M = GUIGP, JUP)
HA = GLJGP,ILP)

LINitsod

a




51,

[
61
ho
]
[
65
[ 3)

b1

A8
&)
1)
I
12

T4
15
14
17
18
13
8>
Bl
B2
83
B4
85
85
87
88
83
9)
91
92
93
9%
95
95
27
99
99
100
101
102
103
10%
108
104
197
104
109
110
111
112
11
11w
1

—

P

K]

17

20

l?l

24

25

15

16

LF(NA ,F9. O LUR, NB .EQ. 0) GCOTD 16
HMBHD = |

LIUNINBID) 2 [GP

1F(nyg .GT, 1) COTO 17

NB'ID = MRMND ¢ |
LIDHINBID) 3 JUP

0TD 21

WRITELTTYQUTS,2) NB,IGP, 4GP
ocnta 21

LMY = N3 - |

LAST = 9

LD 20 IN=1,LMM

MB'ID = NAND 4+ )

LIUNINAYD) = NOTR(G,IGP,NB=-IN,JGP, IN,IX,N,LAST)
LAST = LJDN(NBND)

IFCIx L€2, 1) GOt 19

MBND = “IBND + 1|
LIONI(NBYD) 3 JGP

[FiNA 6T, 1) cOTD 22
LION(NBYD+1) = IGP

G0TD 23

WRITE(TTYOUT,2)
Goryg 23

NA, IGP, JGP

LMN =z MA = )

LAST =2 0

DO 25 IMN=1,LMN

HBND = MAND + |

LIDNI(NBND) = NOTR{G,JCGP,NA=IN, IGP, IN)IX,N,LAST)
LAST = LI1DN(NBND)

IFUIX LEQ, 1) GOTO 24

LIDN(NBND+]) = IGP
CONTINUE

NCPT = NCPT + |
LMC = NBND ¢+ )

FIX PRINT QuT

DO 15 HXx = 1,LMC

HUM 2 LTONINX)

PRINT{NX) s INDEX(MNUM)

MXXX 7 MA + NO

WRITE(TTYOUTS,3) MCPTANXXX, INDEX(IGP) s INDEX(JCP)Ip (PRINT(I)slwlsLM(C)
COHTINVE

RETIIAN

FOPMATS

FORMAT (' =, "HUMBER ! ) 5X, "NLINKS' »4X, 'ELEMENTS Y, 5%, 'PATHI)

2 FORMAT(IX,' PAS TROUVE ',315)

FIAMAT(Y v, 1 X, 148X 12,3%X515,,1,15 )

END :} [y .

3{,6(7(15),/33X))
3
‘s

—~—-

86
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INTEGER FUNCLIUNM HUIRIG, ICLsHALG, ILGAHBCL A I X, N, L AST)

ety INTEGER  (A-7)
INTECGER  GiSU,%0), LSTL50)

Ix = 0

181 » O

0O 1 lel,NAYN

IFIGUL,1LG) «NE, NBLG) GOTO 1
181 =« 181 o+ 1

LsTeI8l) = |

CONTINVE

IFL1B] «LE., O) RETURN

0 2 1=1,N8N4

IFIGLICL, 1) o+ME, NBCL) GOTO 2
lFLLAST ,EQ, O) GOTO 5
IF(G{LAST,1)  NE, 1} GOYD 2
DU 3 K=21,181

1IF(T .EQ. LST(K)) - GOTD 4
COMTINUE '

IXx = |1

RETURN

HOTR = LSTIK?

RETURN

END
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PRUGIAM MAKEIT

GO0 RS0 USROG ISELCIRIEEEERIBIEEOPICESESUSETSS ISRt NERe
NUTICE
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*

¢« ALL RIGHIS RESERVED, NN PART OF THIS PROGRAM MAY 8E SOLD, ¥
o PEPANNUCED, STNRED IN A RETRIEVAL SYSTEM, QR TRANSMITTED &
* IN ANY FIRM OR BY ANY MEANS, ELECTRONIC, MECHAMICAL, »
¢ PHNINCOPYING, RELURDING, DR OTHERWISE, WITHOUT THE .
s PRIUR PERMISSION UF THE *
. *
* *
. *

"MIVERSITY OF DAYTON RESEARCH INSTITUTE,
SEEI R 000300 0SFSEEEEEIOIVINCESN SstSOsSssststtssttsattdttorttey
PROGRAM AUTHUR: DAVID R, YINGLING, JR,
NATEY DECEMBER 31, 1976
THIS PROGRAM COMVERTS A SEQUENTIAL ACCESSED EDYTOR
CREATED FILE INTD A DIRECT ACCESS FILE FOR
FULL TEXT QUERIES
[MPLIC!T INTEGER (A-2)

THE ENGLISH TEXT CAN BE 60 CHARS., ON ONE LINE
AND UP Tr3 TEN LINES

COMMON  TTYIN, TTYOUT, N» TOTALs, POS» K» LENGTH(10), PACKED(200)
DATA YUP/LInY/

SYSTEM DEPENUENT INITIALIZATIONS

THE DIMENSION OF ARRAY "PACKED"™ MUST BE
CHANGED TO "NWORDS™

EACH ERCOIC UR BCD LETTER USES X BITS

FOR 18B8M 350/370

X8
FOP CNC 6500/6400 X6

NWURDS 1S EQU TO 60 CHARACTERS (UNE LINE) DIVIDED BY
NUMBER NF rHARACTERS ABLE TD BE STORED IN ONE WORD (NCHAR) TIMES
TEN (FUR TgY LINES).

NCHAR 3 MUMAER NF B1TS PER MACHINE WORD (NBITS) DIVIDED
BY "x¥,

DIMENSITON CARD(60!

TIYIN = |

TIYypuUT = ¢

netrs - 3

X + B

HCHAR = NATTS /X

HW RS = (49 / HCHAR) % 10
TOTAL = MWTRDS + 10

DEFINE Nikr T ACCESS FILE

g4 )




—_

93 ! FORfRA 4 9NIT w0 5 8
67 . PECSLILIE (FIR 32 BITS) e 186D
61 UM P RECHRUS 5260

N

-4

63 ¢ ’

X D['lwt_FlLf 8(260,160,U,UNJSED)

b8 .

by 1 CONSTRUT T FILS

Hl

o8 LALE DU TEN{AR, NWURDS,»CARD)

67 C

7 L MOLS TH UMARER UF TEXT RECORDS AND FIRST RECHRD UF FILE
Tl ¢

12 ARITE(BY]1)Y N

7y

1 C SEE IF USER WANTS T DISPLAY ELEMENTS

s C

75 WRITELTTYQUT, 1)

1 READ (TTYIN,2) REPLY

78 IFIREPLY EQ. YUP) CALL SHOW

73 CALL gxIT

80 (

a1 ¢ SATISFY THE COMPILER WITH STOP STATEMENT
82 ¢

13 STOPLLL11

Ry (

8% € FORMATS

88 (

87 1 FORMAT(]1HO,4THPERMFILE HAS REEN CREATED FOR FULL TEXT QUERIES/LIH ,
83 SLIHSHON(Y/N) ?)

83 2 FORMAT(A)

END

3y

89
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SUARDUTLGE DI T(NCHAR, NWURDS, CARD)
THIS SURRJIUTINE CREATES THE RANDDM TEXT FILE

IMPLICIT [4TEGER (A-1)

COMHNN TIY N, TTYOUT,N, TOTALSPOS,»START,LENGTH(10),PACKED(200)
LUOLICAL  Frawv

NATA R/IHR/» E/IHE/» L/LIHL/» SLANT/INW//, ONE/IHL/» TWD/1HZ2/

DATA  ITuMAdEE/ LMY/

DIMENS TN CARDIAQ)

START =

rPOS i 9

FLAG + ,FALSE,
e = 0

LAP NUT LENGTH INDICATORS

Ny L ol=l,10

LENGTHIT) 2 O

CONTINVE

FORTRAN UNIT 10 POINTS TO SEQUENTIAL TEXT FILE

READ(10,10,EN0=3) CARD
IFLCARDIL) LEQ, SLANT) GOTD 4

NOT A CONTRNL KEYWORD, PACK MORE TEXT [NTO "PACKED"

CALL PACK{MNWURDS,NCHAR,CARD)
Lot 2

CEE LF FLAG 1S 0Ny IF SO, WRITE CURRENT "PACKED"™ AND PROCESS
SLANT RECORD

IFC,NOT, FLAG) ¢GOTU 5

WRITg RECORO TO FILE ACCQROING TD LOGPUS (LOGICAL PDSITION)
CALL WRITE(LUGPDS,NWDRDS)

PRICESS SLANT RECORD

LOGPTS = O
IFLCARD(2) NE, R) GOTO 6

r a

N

THIS 13 ACRELATIONAL CLAUSE, (WHICH ONE ?

IFlcAaniy)y FQ, ONE) LasrPUsS = 2

TFLCARDOY)Y ,EQ. TAMN) LOGPNS = 3

JFtcanboy 09, THHEE)  LUGPUS = 4
c)-u

DIy 90




"

59 LGPy el 2) oI » Y

6) FLAG ¢ ,T2.F, 1

" 61 catny 2
6 -
[ T COOILD 3F A "/EL™ (ARD
Ao '
p) 6 JHECARL ) JF, E) CUTD 8
64 1FICARDEYE LEQ, L) LUGPI)S = N + 8§
o7 fFieecersy Ll 23 LTy 9 -
LY FLAY, » TR JE,
57 LU ¢
13 ¢

A 1T SS90 RE AN FEQF "//" CARD
e (
B! B I1FLCARD(2) LEQ, SLANT) RETURN
T4 C
LA 1TSS HOT AYYTHING RECOGHEZABLE
Th oL .
1! GUTY 9
Ty J WRITE(TTYDNT,1 1)
M 9 WRITE(TTYIUT,12)
82 CALY FXIT
81 )
' PN 1SSUF STIP STATEMENT T0) SATISFY COMPILER

By ¢
B STup 222
as ¢
By FIRMATS ¢
ar ¢
A4 10 F2mMAT(A,a])
973 LU FOaTi1m0, 43He«®MISSING "/ /™ CARD AT END OF TEXT FlLE®#®)
30 L2 FORMATIHD, 05Hee¢ERROR®e® INVALID SLANT KEYWORD (HCUVUNTERED/L 1 ,28

. 91 $HRE -EDIT TFXT FILE 1O CNRRECT/IH-»23H® O« MAKELT TEPHIHATED®®®)
()) Ft‘v)

-
\
vl oo
'S XY, R
{
o 9]
WJ:EEE
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SUBROUTINE WRITE(CLUGPUS, NWIRDY) (f

THIS SUARJUTINE WRITES OQUT “PACKED™ AND "LENGTH"™ LHID
THF DIRAFCY ACCESS FILE

IMPLICTIT INTEGER (A-l)-

CONMON TTYLH, TTYOUT,LN, TOTAL sPDSs START,LENGTH(10?),PACKED(200)
TFLLuGPns (LT, 5y 6OTY 1

THIS 1S AN ELEMENTIS TEXT

Nos N}

ARTTE ONTO FILE

wRITE(AILDGPUS)  (LENGTHUL), [al,TOTAL)

sSTART = |

CPUS = )

LAP UT LENGTH [NDICATOXR

D02 1:lsln
LENGTHULY 2 O
(O ITINUE
RETURN

EH

YRV

92




- e e g - —
B N LN L SRV NS R

——
-~

N e
—_— o D

~

T
-’

[PV S N A" B "I VI VY N
[adih® BECREs LSS SN

L]

Wl -
T e

14
37
3q
1)
4 )
W
4,
41
4
4"
4
w !

;

-
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I a Rk R et -

[

LOndEE g

Sy Eng PACK LNRIRDS ) NCHAR, CARD)
THLS S 3R T INE PACKS:
11 A5 MAGT CHARACTERS AS POSSIBLE INTD OHG MATHINE WORD

JY B LTRES UF TEXT N A WORD BOUNDRY INT “IACKED™

PHe L ECTT JaTEGER (A-2) '

CUMM O Tlvjn,ll\upl,N,TDIAL;POS.STAGY,LENGTH(lﬂ),?ACKED(ZOO)
OLAEHSTEYY CARDL6O)

DATA BLANK/LH /

FLIOURE DJUT LENGTH

POS = P3S + 1

DO 1 121460

IFLCARD(AL - 1) (NE. BLANK) GOTO 2
CONT INUE

1 * 59
LEN = 61 - 1

Mol COMES THE TRICKY PART, RE-READ INFORMATIOI TH PACK,

WITH C3C ExTEHDED FORTRAN USE AN ENCDDE STATEM| !

T4 OTHER CQMPUTERS USE CUORE TD CORE 1/0 OR A SCRATCH

170 UNLIT, FURTRAN UNIT 20 FOR MY SPECTRA 70 1S VIRTUAL MEMORY

CORE = 20

REwWIMD CDRE

wRITEICOREL3)  (CARD(1),1=1,LEN)
REMIND CURE

FIGURE JUT LENGTH OF PACKED LINE

LENGTHIPDSY = (LEN - 1) / NCHAR + 1
ENY < START #“LEHGTH(POS)
RFADICORF,4)  (PACKED(I), IsSTART,END)
START = GTART 4 "LENGTH(PDS)

RETUIAN

BF SJURE T CHECK FORMAT W o
FQAMAT(AMALY

FAMMAT(15A84)
1) '
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| S SUBROJT INE SHUW
¢ L
3 THES SUBRUUTINE SHUNWS THE ELEMENTS AS THEY MLGHI
6 L APPEAR NMO)RINGL AN ISM SESSTION, THIS 1S HELPFUL
£ FNR OFTERMINING THE READABILITY OF THE TEXT
45 L
7 IMPLICTT INTEGER (A-2)
A COMAN TTY DN, TTIYOUT, N, TOTAL, PDSs START, 111GL10),DUM(200) ‘
? DATA YUP/inr/
12 CHMMUN 75HNAB/ R1C1600, LL1E160), IR2UL60), L2(1na), RA(160)
11 ¢
1¢ ¢ COUMON “SHNWB™ AND VELTOR "BLOCK"™ ARE EQU AND JILL
13 ¢ CONTALIN IHC TEXT
14 ¢ ‘
15 LOGICAL ALLS
15 DIMENSTNNY ALUCKIBS0), NUMSL2)
17 EQUIVALENCE (RLOCKSRI), (ELL,NUMS{L)) s (EL2,MIEIS12))
18 FIND (82
17 ALLS = ,TALSE,
20 ELl LIS
21 kL2 = 0
22 ¢
23 C READ 1N RELAVIONAL CLAUSES 1,2, + 3
24 X
25 PEAD(8'2) (RIL1),]=],TQTAL)
25 PEADIB'3)  (R2t1),1=1,T07AL) !
2! READ(8'4)  (RILI), 121,70TAL) "’
28
23 L SEE IF JSER WANTS TU DISPLAY ALL ELEMENTS
30 ¢ )
3 ARTTELTTYOUT,9)
32 READ {(TTYIN,10) REPLY
N IF{REPLY L,EQ. YUP) GUTOD 2
14 [
1% SEE WHICH FLLMENTS THE USER WANTS TO SHOW
3N
37 t WwRITF(TTYQUT»S)
19 CALL GETNUMINUMS,?)
37 IFLELYL +td. O ,OR, EL2 ,FQ, O0) RETURN
40 . IFCELY ,1LE, N (AND., EL2 ,LE, N) GOTD B
4 TFCELL W6T, N)  WRITECTTYOUT,11) EL)
4 TFLEL? 6T, NY  WRITELTTYOUT,11) EL2
4 24
44 8 Il = ELL + &
4% FIRD (A1)
4% 1e o« EL?2 + &
b7 READ(A'L)) tLYI(l), I} ,T0TAL)
40 READ(B'L ) (L2C1),» 1=}, TO0TAL)
47 OFFSET = 0
8 00 % 1,5
51 1t =0
; 12 =0
L) DO & J-1,in
54 TRERLCH () « DFEFSYT) LJEQ, 0) GDTD &
58 LENGTH = ALNCKLY & DFFSET)
h L) Il o« 1 )
%7 T2 = 1L e LENGTH -
50 nRLETTOTT/NOT, 7Y (BLOGKA(C ¢ OFFSFT + 10),Cx11.0.)
oaf .
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$7
62
6]
6
6)
X
65
(-3
&7
X
X
70
11
12
1A]
T
7%
7
11
8
19
80

[N N e

&4

3}

- C O~ W

COY g
FFESET o« DFESET o TOTAL
COT T ar
TR T, anLsy oo i

Ll r bt o )
(Le = Ly » 1
IFLELY JGT, M) RETURN
IFGEL2 .CT, ny ELe = 1

CALLS ¢ L TROE .

AR ) )

FORMATS

FURMAT UM , 25HSHUW WHICH TWO ELEMENTS ®)
FORMAT(2(S) .

FORMAT(LH ,15A4)

FORMAT(IH-,26HSHDOW ALL ELEMENTS(Y/N) 1)
FORMAT(AL)

FORMAT (M-, LIH®osERROIR® 48, 15,24H NI.© FOUND ON QUERY TFILE)

tN”'W

35
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17
18
12
2)
21
’?
213
P
25
2%

24
2
N
31

A
€

33
14
3R
“l
V7
34
3
40
4]
LI
&
LY
45
ah
o]
(R
L3
51
51
*1
L]
5
54
51
5K
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Aruitoxt provided by Eic:

P
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[aifa e
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SURCNTTIE GLUTHNUN(ARRAY,HN)

THIS SUARDITINE WiLL READ "N" UNSIGNED INTEGERS FROM
THE TERMINAL TYPED IN A FREE FORMAT AND STORE THEM I[N
"ARRA'"

ARITTE!N pY: DAVID R, YINGLING, JR,
DECISIUN SYSTEMS LAB
ENGINEERING AND PUBLIC POLICY GROUP
UNIVERSITY OF DAYTON
DAYTUM, OHIOD 45469
513-229-2238

[YPLICTIT INVEGER (A-1)

COMMON TTY LN, TTYOQUT, M, TOTAL, POSs, START, LENG(10), DUM(2DO)
OtHENSTON ARRAY(1), BUFFER(BO), NUMs(to)

DATA uMS 710, EHL, EH25 1M, LHe, LHS, 1H6, 1HT, LHA, L HY/

DATA BLANMZIH /, CUMMA/IH,/ *

DO B 1=1,M

ARRAY(]) - O

COT INIE
READCTTYIN,200) BUFFER

L = N .
PIMER z 0

v ¢ 121,80
K o2 @8] « |
1FLADFFERIK) ,EQ, BLANK ,0R, BUFFER{K) .EQ, COHMA) 6nvTo 3

FOUND 2 CHARACTER, SEE IF [T'S A VALID MUMERIC

DO e Je}y 1

1oy
IFIBUFFER(K) NZ, 'NUMS{J))  (OTO 4

17S 4 NyUMBFER, ADD IT O PRESENT SUM

ARRAY (L) 3 ARRAY(L) ¢ (]l * (10**¥PNWER))
PIwE R = PUWER + 1 )

LTy

CONT INUF

COME MERF IF CHARACTER FOUND WAS NOT NUMERIC

wRITELTTYOUT,100)
norn |

FOUND A DELTMITER, SEE IF EMD OF A MUMBFR

LHEARRAY (1LY LEQ. 0) GOYD
(SR I T |

TP .12, o) oot 5
ARKAY (L)Y = D

PYaEH >N

COUT g pet s
:3 L)
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59
60
61
b¢
63
6
65
65
67
589
]
1)
71
17
T
T4
75
14
"
18

el aln

e~

I

100
101
200

MAKE SURE NUMBiR(S) IS/ARE LESS THAN 99999 SO
WE OON'T EXCEED 15 FORMATS

DO A [=21,N
[FLARRAY () +GT, 99999) Goro 7
CONTINUE

RETURN

LRR{R MESSAGE

wRITELTIYOUT,1O1)
onrn

f ORMATS L

FORMAY(37H-#*¢ERROR*** INPUT NOY NUMERIC--RETRY)
FORMAT(IOM-#o¢ERROR®**® NUHMBER(S) TUD LARGE--RETRY)
FORMAT(ANAL)

END

et

e LI |

(j) 7
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UNIVERSITY OF VIRGINIA
School of Engineering and Applied Science

The Umiversity of Virginia’s School of Engineering and Applied Science has an undergraduate
enrollment of approximately 1,300 students with a graduate enroliment of approximately 500. There are
125 taculty members, a majority of whom conduct research 1n addition to teaching.

Resedrch is an integral part of the educational program and interests parailel academic specialties.
These range from the classical engineering departments of Chencal, Civil, Electrical, and Mechanical and
Aerospace to depdrtments of  Biomedical Engineering, Engineering Science and Systems, Materials
scnce. Nuclear Engineering and Engineering Physics, and Applied Mathematics and Computer Science.
In addition to these departments, there are interdepartmental groups in the areas of Alitomatic Controls and
Applied Mechamics Al departments offer the doctorate; the Biomedical and Materials Science
Departiments grant only graduate degrees.

The School of Engineering and Applied Science 1s an integral part of the University (approximately
1 530 full tme faculty with a total enroliment of about 16.000 full-ime students), which also has
profesuional schools of Architecture. Law, Medicine, Commerce, and Business Administration In addition,
the College of Arts and Sciences houses departments of Mathematics, Physics, Chemistry and others
relevant to the engineering research program This University community provides opportunities for
interdisciphnary work in pursuit of the basic goals of education, research, and public service.




