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Problems and ]eéhnfques of Text Analysis o S

1. The Text Analysis

“The géal of”the Text Analysis groups of the Center for the Study of
Reading is to investigdte tﬁe pfoblem of reading comprehension from the
standpoint of propé}ties'of texts, in order to understand the contribution
of'texts to diff}culty or ease‘of fea&fng, and to construct appropriafe
theories to account for text properties. The neéd'for‘this kind of researﬁh .
is clear. Given a solid undggftanding of these matters, texts could be
more effectiQely evaluated fgr quality, and for level of difficulty; this

fvwould allow careful matcﬁ)ng of the text to the needs of the chiid, an& it
would probably be pogéiblé to constrqct more accura;é diagnost}c tests Of
reading’gfoflcieney. A more complete understanding of the text propertigg
and their role in reading comprehension woul& no doubt serve as a basis for
instruction, as well.

It 1§,important'to keep in mind, of course, that difficulty is not
necessarily a bad thing. A gross method of detecting difficulty level would .
be nearly worthless if it could rot distinguish between a text that was
well-constructed but mage challenging demands on the reader, and one that

\  was so poorly constructed that it contained dnnecessary obstacles to com-
t\lprehensigp; Children, like adults, can learn by beihg.cha!lenged; but a

\.\ /
poorly constructed text can not only obstruct learning but can confuse

of:discourage a Jess-than-proficient reader. It is by no means obvious
jusf(what it is that makes a text a challenge or an obstacle. ‘We have seen
texts that had heen modified for poor readers by.abridging and modifying

5 A
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longer texts, that impressed us as harder, not easier, than the original.

.

We suspect that these are not isolated instances. For'éxdmpié, it is likély

¢

that in forcing a somplgx story or exposition onto the Procrustean bed of

small vocabulary, short sentence length, and short text length,:ongtrequires
the reader to makg more complex ‘inferences to reconstruct the leended in-

formation structure of the text. Consequently, it is esseﬁiial to develop.

tools not only for evaluating the difficulty level, but also for distin-

’

o

guishing challenging from confusing texts.
Ideally, then, it would be possible to examine a given text using

L4

simple replicable methods of evaluation to determine not only the level of
difficulty, but.-in fact the~sources of.difficulty, in a given text. oBut
such meghods simply do not now exist.‘ The state of the ar; in such matters,
in panticular theore}ical work on text properties in linguistics, psychology,
and artificigl intelligence, just has not reached a state that affords any
'kind of non-subjective methods of'analysif for any but the simplesf kinJ of
text properties, like lexical frgquency'counts and measures §f sentence
length. ’
The main purpose of the research of the Text Analysis.Group is to
advance the state of theoretical work on text properties. ﬁThisAresearch t
bears on that goai in threeways: first, it allows thé sharpening of the
}ools of analysis, and a determination of which methods of analysns are
"likely to be usable and frultful, albeit subjective and |ntu|tiye As an
example, we have not included given-new or topic-comment ?nalyseszpf the

texts, since the methods of analysis we have attempted to use turn out to

be either impossible to apply to non-trivial texts, or when applied
A .
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consistently, lead to intuitively absurd ‘results. Such-an outcome shows N

a

the poverty of the ;heorléﬁ with whi¢ch such d:théds are'associated,'ﬁnd

calls for further theoretical work on these ‘matters.
. A

Second, this work is explPratory, in that close analysis of texts for

sevérgl kinds of bropeéties iﬁ }ikely to reveal néw classes of ghenomena,.
— ’
and to sugéest researéh on gﬁelr role in text comprehension.
Third, we are convinc?é that' the state of theo;é;i;al Worklon téxt
properties can:pnly'be adj;ﬁced beyond its present state by coqsideraiion
of dafé bases ?6nsideréy{y richer than presently av#irable. Mq?£ theo:et-
ical discussions of tgif properéies are\Based on singlq}téxts, often of
~ trivial size. We inﬁénd to‘[emedy the situation by collecting a signiflc;nt
body 6f analyzed gg;ts, with. which to compare developing theories of text
prcperties. Thgf;esearch in this report Is é,step toward Ehat goal. Thi;
kind of analysf; will Se continued, and welare developing systems'for an-
notating,,spb}ing, and retrieving analyses of fextsl - | -
As a:gonseq;:nce of the exploratory nature of the work in this report,
pérts oflit are uninterbreted at,zrésent. For example, one cannot know what
to make of the section o; the relation between syntactic and line-end prop-

. 4
serties until similar anaiyses can be compiled for a number of texts, and )

,éxpeerental work is done to determine the effects of the differences.

4

Il. Lexical Analysis . .

A. Statistical Lexical Analysis

The statistical analysis consists of a word frequency count of .the
] .
words in the text. The first part of this section describes the way the

frequency counts were calculated. The second part of this section presents |




)

an alternative to statistical anaiyses which treat each orthograﬁhlc word-

“as a separate unit. This analysis suggests that a text may be anaiyzed by

semantic Iexical ‘units, which are semantic units that the reader must com-

prehend, and which have the property of being psychologlcally real to the

reades of a text. This section also tontains discussion of a number of

questions concerning the utility of simple word frequency counts.
Statistical lexical analysis requIres decisions about what counts as

one word (e.g., are contracted forms like don t one word or two?) and about

what counts as instances of  the same wo:g for the purposes of frequency

counts (e,g., are taxi and taxis the same word?). In our analyses, contrac-

tions were treated as containing two words, and words related by inflectional

morphology (e.g., taxi and taxis; be am, is, are, was, and were).were

treated as instances of the same word. _ ‘ .

1

In the frequency counts, each sequence of letters delimited by elther
- spaces or apostrophe was treated as 3 separate word, That is, no matter

what the semantic relationship of a lexical |tem to other words in the

¢

sentence, it was considered independently of any semantic unit containing

it. For example, the word for was separated from wafting for, a semantic

-

unit in which it is contained, and counted as a separate lexical item.

This section treats the utility of viewing the discourse as consisting”

of more semanticaliy integrated lexical units. There is no known replicable
procedure for dividing the sentences into such unitsf-linguists~debate such
issues constantly. Nonetheless, it seems that certain kinds of semantic
analyses of the words in the discourse may have some relevance to the study

of difficulty of texts.

19
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 Our primary concern is that frequency counts of words are counts of

igﬁﬂfﬁlf frequency counts and counts of average number of words per seﬁ-‘
tence do correlate with d]fficulty of a text, these statlstiqa] mea%ure;'_ \
_must only be symptomatic of deeper properties of texts. Below we discuss
" some examples from BABAR and DESERTl to show the kinds of considerations
that might Qo into a semantic le;ical analysis. -1n the course of this &is;

»

' cussioé, ;ome of :hé prolems are pointed out whicQ‘are connected with
sfmple word forﬁ frequency counts, J

Oﬁe interesting possibility which the semanfic lexical analysis affords
that the simple wgrd count does not is that of }umplng together units that
have the same reference. So, f;q;pronouns, it is possible to separate the
he's that refer,lfor Example;wipééabar, e.g.,

93-9h But Babar can't éat?.iﬂe is. thinking about his créwn,
from those hgis and him's that refgr, for ex#mpie, to Arthur and. the
Mustache-man, e.g., ¢ ’ v
'58-63 Arthur climbs out of the water just as fast as he can. He

is all wet. He sees the man with the bag. Arthur calls to -
him. But the man does not hear him. He is walking away.

It is then possible to count separately the different kinds of reference
expressions used for the respective referents. \?erhaps there will be cor-
relations between the number of different types of reference to the same
referent and the difficulty of the material under study. That is, it may

be useful to look at the various lexical descriptions, pronominal references,

various instances of definite reference,e.g., the man, the man with Babar's y




-
-

bag, the Mustaché-man, and references with demonstratives,—e.g.,Lthat

e

Mustache-man. A word frequency count-will not give us this kind of fnfg;méf-

* ) 4 . * C N . r ' "//
tion. . ‘ L S
g

.» LY ' a A ’ 7 - .
Word frequncy counts also make no distinction betq;pﬂ"ibntent words |

a1

and homophonous ‘worfds that serve stclg;L;—g;iﬁﬁzzT:;l functions. For .

example:’iifzﬂ_ﬂJw,_,,—a

el

ﬁ32 Do yod think that all deserts are saﬁdy and flat?,

from DESERT, the word that is. a~subord|nat|on marker, serving a syntactic T}

:functnon, and should be identified as sdch Further, Tt shoulg not be
confused with demonstrative that as in BABAR A .
.33 “wg'll fiﬁd that Mustache-man,"

. where the demonstrative does have ;emant?c contefit.

o Word frequency counts likewise confound the so-called ''weather it," as‘
in DESERT, . | T .

8 .In the desert it may not rain for five years,

where the psrase it...rain may well be taken as a single unit, with anaphoric
" non-referential it's as in T

24-25 A man lost in the desert knows his camel will help him. It
will find a water hole

-and anaphorrc referential it's, as in (from BABAR)
30-31 ''| need my crown!'’ says Babar. ''| must wear it tonnght'“
It"is not obvious thét.lumﬁing ghe;e it's together is justified.
| There is still a great need for linguistic research to develop reliable
criteria for isolating multi-word semantic units. With such criteria it

would be possible to perform more refined statistical analyses, and to

determine, for example, whether writers or texts vary significantly in.the




degree of coincidence between orthographic and semantic units, and fow

this affects ease of comprehension.

B. Semantic Lexical Analysis

The opening sequence of a book in a beginning reading serles,‘Babar

Loses his Crown, tells about the Babar family travelf1ﬁg to Paris.

The Babar family is going to Paris....

Now the Babar family is on the train.

.The train-is coming into Paris.... °
Now they are off the train

with all their bags.

The Babar family .is waiting

for a taxi.

The taxi ‘takes them to their hotel.

Celeste and the children walk inside.... -

In their hotel room....

A fair amount-of space is devoted to the journey. The trip could have
o ‘

been summed up more briefly, as in

The Babar family took a train to Paris, taxied to their hotel and
went inside. . In their hotel room...

or even | ‘ﬁ |
The .Babar familx travelled tq Paris. In thyir hotel room,...
The sequenéetb? locailons, pathways, and methods of'transportation'can‘be
presented in a detailed f;shion, with thé states and events spelled out, or
canlbe aBridgfd and compressed into one verd (e.g.y travelled). wa do these
choices affect comprehension? '
Stories tell about happenings--about actions, events, processes, states,
relationships. In this section we discuss the semantics of verbs, which
convey muchlof this information. First, we describe a notational system in

* which verb meaning distinctions can be expressed and discuss its psycho-

logical interpretation. Then, this system is applied to :ne sample text
: \

!
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above. Next, we discuss the ways in which verb semantic structure may
affect comprehension, and describe some research in the area. Finally, we

suggest some lines along which further research might proceed.

1. Representation of Verb Meaning

There are many formal systems for representation of verb mJaning. These
models gf verb meaning differ from one another Ka/detail, but there is wide-
spread agreement on the i.ea that verb meanings can be represented in terms
qf interrelated'sets of subpredicates,'such as CAUSE or CHANGE. These sub-
predicates express the inferences that are normally made when the verb is
used. These inferences are highly interrelated, and the representation of
verb meaning must indicate the relationsh%Ps ;mong the sets of subpredicates.
The notation used here is a network format.develoPed by the LNR Research
Group. In tﬁis representation system, bﬁth verb meanings and events are’

expfessed‘ln the same terms--as states, changes of state, actionals,

etc.

2. The Elements of Verb Meaning

When people talk about happenings in the world, Fhey distinguish severgl
types of.conceptual possibilities. The siTplgst kind of relatiohship is the
state. 'A stative predicate conveys a reizzionship that endures in time
between two arguments, normally an object (or pergon) and a value within

the conceptual Tield specifiéd by the stative. For example, consider the

sentence shown in Figure |.




subject

Cadillac Ida
from-time
( ) ( )
duringl lduring
September March
Figurc 1

Ida owned a Cadillac from September
to March.

The verb own conveys that a relationship of possession existed between
Ida and the Cadillac for some duration. Here the state is one of posses-
sion. A large number of such states, including location (to be at, to

remain at, etc.) and various emotions (to hate, to love, etc.) can appear

in verb meaning. Stative concepts are expressed not only by verbs, but

also by prepositions and adjectives.
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In addition to simple stative relationships, verbs, unllke‘adjectives
" and prepositions, can be used to convey changes of state. ‘Followlng Chafe
(1970), we will refer to this kind of change of state as a process. For
example, the sentence
Sam.received a rose.
tells us-that a change of possessisn occurred such that an earlier state
in thch a rose was possessed by some unknown person changed to a state

in which Sam possessed the rose. This is shown in Figure 2.
. . : .

from-state

experiencer experiencer

[?] rose ' Sam

Figure 2 -

Sam received a4 rose.




More commonly, verbs express not simple changes of state.but causal
changes“of state. An agent may cause a change cf state that relates to
snother object, or the agent himself (or~herseif) may be the experiencer
‘of the change of state. The locational verb move can be used in either
~ way, as In the following examples:

a. lda moved the car.

b. 1da maved to the front seat.

The representations of these sentences are given in Figures 3a and 3b.

Figure 3a

Ida moved the car.
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front seat

Figure 3b

§
1
\

\

Ida moved to the front seat.

o

3 . )

\|

Notice that in both these cases the precise activity engaged in by
Ida is unspecified. However, there are also a great many English verbs in
which the causal action is partially or. wholly specified, for example,

among the location verbs: walk, saunter, meander, stride, run, sprint,

race, trot, job. (See Miller (1972) for a more extensive discussion of the

" verbs of location.) At ‘present we know of nho formal representational nota-
tion capable of dealing with physical actions. Miller (1972) and Miller
¢ and Johnson-Laird (1976) have discussed the verbs of motion, and Greeno

‘and Gentner have developed some tentative representations of some verbs
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of mixing (Gentner, 1978).° But neither of these attempts goes far

enough to capture the richness of physical knowledge that we use in dis-

tinguishing, for =xample, sauntéring from striding. Figure h.shows,the-

representatives of the verbs mix and stir developed by Greeno and Gertner.

- J




2‘\

Figuré 4

Representations of the .neanings of

mix and stir.

P

T
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. Stir Is a pure acflonal verb. The(e ts no speclflcatlon of‘the change-of-

Ftaté that should océur. Only the action ’s specified. Stirring may be

done In order to change homogeneity, as when stirring sugar in coffee, or

it may be done to chanée temperature, as when.stirrlng too-hot black coffee,

or it may be cone to prevent somethfhg from burnfng. Mixing is just the.

opposite. Here the grdtgss (change of state) is speclfiéd to se a change

of homogeneity. The action by which this change is producedhcan be stirring,

shaking, using a blender, or whatever else works. ki
An event -can be a change of state, a cagsal change of sfate, an

action, or a concatenation of events. A detailed discussion of the notions

of states and events as they are used in the LNR system is given by Rumelhart

and Norman (1975). further,dlscussfbn'Of verb semantics can be found in the

'érticlgs'by Abrahamson (1975), Gentner (1975), Munro (1975), and Rumelhart

and Levin (1975) in the same volume.

3. Psychological !mplications

Theilnfentipn in wrlt[ng out verb representations Is to capture the -
;et of lmme&iate jnfereﬁces that people ‘normally make when they hear or
read a sentence containing the verb. The system is deqombositidhal,-in ,--h
that it is assumed that these networks qf meaning cqmppneﬁts a;e substituted
for the.verbs durlné comp?ehenslon,V This substitution process js'éésumed
to be immediate and largely automatic, and it is assgmed that the set of

components associated vith a glven vord Is reasonably statle across tasks

Y

and contexts.
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e

Th; repreéeqﬁqtlons shéuld satisfy some psychological c;ltefla: First,
they should accurately capture pedple‘; internal ‘meanings. Thus, we should
find ‘that the reprpsentaf!o;s agree with people's Intultlie notions of;l
synonymity and similarity in meaning (see;Ruﬁelhart and horman, 1975) . Onel
measure of thls‘overlap is the likelihood that people will confuse words
in memory. In an ekperiment in-sentence memory, using verbs d? varying
semantic overlap, Gentrer found.thaf subjects did 'ndeéd confu.e the verbs,
in exacﬁly"the way predicted by the‘theo}y (Gentner, 1975). - The
correlation bethen the number of confusion% sdbjgc;s que between two
verbs and the semantic overlap between the verbs, as predicted from the
represent;tlons, waanuite high.

) In\fact, the correlation betweenl}epresentatlonal overlap and number
of confusléns was slightly higher, though not significantly so, than the
correlation betwegp the number of cohfusfons and the rated similarity
between.the verbs (the similarity r?tings_werg gener#fed by a different
sét of subjeéts). )

Another psychological criterfon is that the representations should
be at the correct level of completeness. That is, the representational
structure for a given‘verb should show the ;Imost-jnevitable inferences

~that are made when a verb is used, but should not show extremely rare

inferences that can be made in only a few contexts. These must be derived

-
1

from the interaction between the répresentation'of the verb and that of
the contexts. This brings us to another requirement.
Another important psychological requirement is upward-compatibility.

The basic notions of staté; change of state, cause, and so on must be

‘?. l?
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combinable Into networks larger than the individual sentence. The infer-
.. X

ences derived from words decomposing into semantic components must inter-

act with information from the context. Sometimes some of the bottom-dp'h

L )
inferences, represented by subpredicates, will be overridden by top-down

contextual information, as in metaphorical uses of verbs.. But, a‘th;ugh.
high-level. inferences and contextlbésed expectatlbns are undodbtedly an
Importiht part of meaning processing, still this top-down knowiedge must
itself be based in part on”ihe bottom-up knowledge'aerlved from thénlndl-
vidual word meanings. Ultlmétely, it will be‘nécessary to model word
meanings, high-level structures, and the processes that bridge between
them. In the examples in this paper, we use only fairly simple rules of
combination to jolﬁ ;entence representations. -
Another ps;chologlcal"réqu[reéent is that our representations §hoﬁld -
v Ee able to capture the way in which word meanings are learned. .Indeed,
children's acqulgltlon of the'verbs of possession fits very nicely with the
predictions generated from the model, |f one makes.the Clark $I973) assump-
tion of gradual acqulslélon of semantic components (Gen;ner, l975).'
| With these psychologlcal issues In mind, we can then discuss the meansv

by which a text achleves the desired structure, and consider some of the

issues relevant to comprehension.

b, Semantic Structure and Comprehengibility

" a. Semantic Function‘ . ‘ : .
'A fuhdamental distinction is whether a word is used as a predicate

(e.g., awerb) or an argument (e.g., a concrete noun). There are two

\

opposing lines of argument as to which of these functions most affects text

ORI . 5 '

&
<
o
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understanding. Proper nouns and concrete nouns, the quintessential argu-
.ment terms, are relatively inert semantlcallyt They function as polnters
to the world, but their semantic structures perform no connectlve”functlon.
In contrast, the semantic structure of a verb serves to connect the noun
concepts into a unified 'proposition. By this !Ine oereasonlng, fallure

to comprehend the verb should therefcre.lead.to more confusion and more
disturbance ln'overallaunderstand&ng/of the text'than'fh|1ure;tp comprehend
5 noun. In terms of the schematlc dlagrams shown in the figures, fallure

-

to comprehend a noyn means that the language user must store an empty or
5 .
incorrect node in one of the argument slots. Fallure to comprehepd the

verb could leave the language user with an unorganized heep.of nouns that
cannpt be conneeted with one another or fntegrated with the rest of the
text.

) Prelfmlnary euldence Indlcetes that’ verb meanings are altered more

-

than noun meanings when subjeets try to make sense out of bizarre sentences

.

like The lizard worshipped.. ‘Further investigation might inlcude protocol

analyshs of what happens when children encounter unknown or only partlally .
known wcrds In varlous ‘semantic roles. The results mtght indlcate wha{

klnds of words in a text must be taught most carefully in order to aNoid

] I
'serlous confusion, )

,. o

b. Case Structure “ . : "
. . - ’ e

A clear distinction among verbs Is how. many arguments“they take.' Some

transitive verbs, such as sell, can take four noun aréuments (the buyer,

the seller, the object, and thé payment) in addition to the time-of-

occurrence. At the other extreme, stative verbs take only two noun

¥
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arguments (an object and a value) along with the duration (initial and
final times). One Issue to Investigate is whether a greateg number of"

// many=-p lace bredlcégés'ln a text leads to more difficulty in comprehension.

-

- c. Semantic Complexity

D

.

Anotﬁer relevaﬁt,varlable,ls semantic complexity: the number of under-
’ lying components that make up the béslp meaning of a wor&. xMoré comp lex
- o meanings correspond to ﬁore specific references to objeéts or evipts. For
¢  'example, g&glgglls more spec[flc than go. Its meanln§ coﬁta]ns moré sub-
predicates. We know more having heard sentence (a)‘than sentence (b).
(a)'l}da strode across thenfleld. .
(b) Ida went across the field.
* Varlious researchers have proposed that semantlc*coﬁrlexlty may affect cém- | 'ﬂ”
'prehenslbfllty,-gene}ally on the assumption that more complex semantic | |
.structures are harder to process. However, studies pefformed on adults
have. shown no evidence that'more comp lex Qords_lead eltﬁer to lbnger re-
action times or to greater ﬁrocesslng'loads*than do simpler,words (Kintsch,
A9TUN. | B
There m y be more relationship between compiexlty'and difficulty in
. chfldrgn ghan has been foﬁnd En adults. Research in child language has“
shown that young Ehlldren Bften-fail to comprehend the'fu[l Qeaninés of
complgi terms (e.g., Bowerman, 1975; Clark, 1973; Gentner, 1975).

Working with the verbs of possession, we have observed that chilﬁren

«act out the Elmple verbs give and take correctly before they act out the
complex verbs sell and buy. Further, when young children (around 5 years).

- are asked to act out sell (as in '"Make Ernie sell Bert a boat."), they act-

s

R
<o
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out give Instead (a boat is transferred from Ernie to Bert); the same is

true for buy and take. Our interpretation, consistent with Clark's (1973)
semantl; features analysis, Is that.children correctly sct out the parts
.of a word's ‘meaning that they are conceptually able to c;mp(ghend. At any
given time, the child uses only the componénts that he has so far acqulredr
in comprehending language. s |

| This being tﬁe case, the next question Is-what effect the use'of buy
and sell rather than take and give hés on children's comprehension of text.
The young child, having read that Ernie bought a car, may'dnderstand that
Ernie acéulred'possession o% a car, but not that he did so by means of an
agreement wltb someone else by which Ernie was obligated to give somne money
In return for th? car. Thus, it seems Inevitable tﬁat comprehension of the
immediate inferences intended in the sentencé will be affected. We can
‘then ask how this local lack of complete cohpfehensloncof buy will affect
the overall comprehension ofighe story. Clearly two ex;reme'CaSes need to
be distinguished: those in which the contractual notions iﬁvolved in
. buying are important to the sensé of the whole text and those in which they
are not. In the former case, failure fo comprehend those parts of the
meaning of buy will certaln]y Bave a pervasive effect on compreheqslon. In
the .latter case, there Is a¥ least a chance that children can use those
parts of the meaning of buy that they understand and leave the rest-aside
without its affecting their overall comprehension of the text.. g

One avenue of research that this suggests would be to examine chil-

" dren's comprehension of text that includes either simple or complex word

meanings. These complexity variations should .ccur either in the noun

¢
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position or in the verb position. Table 1 (following page) outlines an
" experiment designed to investigate these issues on several levels and with

various measures.

d. Semantic Complexity and Semantic'Connectivity .

So far we have considered the possibilitycxhat an increase in diffi-
culty of comprehension might be caused by use of semantically comp lex terms.
On the other'hand, the addltional semangic components in a compiex verb may
set up additional connections among'the nouns in the sentence. In this |
case, the morelcomplex Qerb could lead to a rfcher and more highly fnter-
woven text representation, and thus to better memory for tne text. Gentner
found this kind of improvement in connectivity in a series of experiments
in sentence memory (Gentner, 1978). Subjects were given sentences that
differed in the semantic complexity of their verbs, such as'the‘?ollowing
pair of sentences:

(simple) Ida gave her tenants a clock.

(complex) Ida sold her neighbor some ert'posters.

.They were better able to recall the recipient nouns (tenants and neighbors)
when a complex connective verb such as sell.was used than when a simple
verb such as give was used. (Object-verb palrings were, of course,
counterbalanced.)

It is crucial for this effect that the additional semantic information
in the complex verb is socn as to connect the nouns in question. This is
clearly true in the case of sell versUs,gixg, as can be seen in Figures 5a

and 5b.
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Table |

An experiment to test the effects of verb semantic structure on reading

Purpose: to see whether' semantic complexity and connectlvnty have effects
on high-level reading performance.

Independent Variables a Levels
Semantic complexity semantically complex words versus

semantically simple words

Semantic functior predicate (verb) versus argunent
‘ (simple noun)

Semantic connectivity connective complexity in predicates
' '~ versus nonconnective complexity

Amount of high-level ' strong story constraints versus
structure % - loose story constraints .

.Reader expertise. poor readers versus good: readers at

' same age

younger children versus older children

Dependent Variables

Ease of initial comprehension time to read story
errors in reading out loud
accuracy in immediate questioning

Later memory ability to retell storya
ability to recognize parts of the story

NOTES

aMemory,for material will be assessed both by verbation accuracy and
by correctness of content.




Ida gave her tenants a clock

. \ ' , " '
Ida clock tenants

'GENERAL VERB (FEW CONNECTING PATHS)

Figure 5a
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'Ida-" sold her tenants a clock

Result

\AC' 2

' E - '
", Ida ftenants- »
Besult Event

SPECIFIC VERB (MANY CONNECTING PATHS)

Figure 5b
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1da mailed her tenants a clock

/
Ida Ida - clock tenants .. lda \?:lock ,, tehants

(] : L]
..... 0 ® o 0006040 0 006 ¢ o0 00 0 0 ¢ 00

SPECIFIC_ VERB (FEW CONNECTING PATHS)

-Figure 5c
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‘In some complex verbs, however, the additional semantic material

merely amplifies the simple verb in a manner that does not add'gohnéctlons

_ between the nouns. Fof example, the verb mail, who;e fepresentatlon fs
shown in Figure 5c, adds the information that the method of transfer was
mailing or ‘'some slmflar form of long-distance transfer. It Is this infor-
mation that makes the event description more sheclflc than a gener;l act
of giving. Hoéever, the knowledge ‘that the object was mailed ‘leads to
few, if any, additional connections between the. agent noun (1da) and the
recipient noun (tenant;). Therefére, the predlctldn‘was‘that use of such
non=connecting specific verbs would Iead'to no Improvgﬁent over use of
general verbs in ﬁemory between the néuns.

The results wefe exactly as predicted:. The sbject nouns ofuconnéctlng
specific verbs were recalled better than those of genefal verbs and non-
connecting specific vgrbs. Thus connectivity Is beneficial to sentence
‘memory.

.S The experiment outlined in Table 1, in aad:. wn to Fest]ng whether
complexity leads to difficulty, can be used here to measure thg‘e%fects oé
connectlvfty. By Qarying not oply the complexity of the verbs but also
their connectivity, we caﬁ ask whetﬁer pdditlonal connectivity leads to
improvement in memory for a text. |t may be that connectivity has other
beneflclai effects as well: that the vividness and aesthetic value of a
passage is In part due to the judicious use of highly connective predjcateﬁ.

We may expect these effects to be fairly age-§ensltive, ff,only

because young children may lack understanding of some of the connective

{
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l.\/ ) . .
components of word meaning. For example, at the age when the verb sell is

comprehended as having the same"meanlng as gl!g,‘lt seems |lkely that use |
of sell leads to.no improvement in t?xt memory over use of give. Another
point that must be made is thatﬁthe effects of éonnectlélty arise from
. specific representational structures. Which nouns'wlly‘be held,together
by a given verb must be predicted from the represeqtafional structuré of

the 'sentence (pr,'for example, in Figure 5b note that sell creates many

connections between Ida and tenants, but adds harcly any extra connections

beyond that of glive between 1gé;and clock). This line of prediction is
thus potentially much ‘more precise than an approaéh that simply attempts‘tb
dlvlqe verbs fnfo connective and non;connect]ve groups, or worse, into com=
plex and simple groups, without considering the semantic function of the

complexity.

e. .Semantlc |ntegrabll]ty

Another factor likely t§ be important in ‘text processing is the clarity
with which the sentence meanings fit together. |f the se;antlc structure -
set up by the verbs in the sentence; are such that the ﬁonnectlbns be tweer.
them are transparent--for example, lf ghe sentence representations sha(e

common components--then the text should ‘be smoother and easier to

bd
.

understand.
We have only beyun to investigate the role of semantic connectivity

in larger texts. It -has been shown‘that semantic lntegratloﬁ among under-

.Ifingsubpredlcates can be systematically created (antner, 1975). In

this study, a general verb, such as give, was presenﬁed in a passage that

contained additional semantic information, such as the fact that the gliver
’ -

, 31
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“actually owe& the money Bé was glving."'The lntcgéq;loﬁ of the-semantic

componeqts of the context with those of the verb was hyppthesli;d.to ﬁro4 -
/duce a more complex‘structu;e--in this éase,}the structure of pay. As pre=
dicted, subjects hearing the extra mqt?rlal f;lsely rccalleé the verb which

best fl&}the-composlte structure, rather than the,verb actually presented.

>

5. Application to a Sample Text

wlth.the forgéolng discussion In mind, let us re-examine the b&ssage
“from‘BABAR cited at the beglnaing of'this section:

g: The Babar family is going go Parlé.

b. Now the Babar famll* Is on tﬂe gratn.‘

. The train. Is coming into Paris.

d. _Nowdthey are off th;atraln wlth'alt‘thelr bags.

e. The Baba} family is waiting for‘a taxi.

f. The taxi takes them to their hotél. |

g. ée1este and the children walk inside.

h. In ;helq hotel room . . .
Figures 6a through 6g.show a sentence-by-sentepce.analysls of fhe reﬁre- N
sentatlonalﬁstfuctures set up by the locational verbs in the Passage:. (We
consider only the locational information, although the dfscusslon could be’

extende& to other inferences in the passage.)

-~
A
T




o - [ ] " Babar family Paris

proposition

" Paris

FIGURE fa. ~
7 The Babar family is going to Paris.

Time information is not shown, since all information in the text
is given in the present tense. For simplicity of presentation, in
the remaining Figures (6o-6g) the information that the initial location
is not the same as the final location will be abbreviated by a [ ? 1.




FIGURE 6b. . .

Now the Babar family is ‘on the tfain.

FIGURE 6c.
The train is coming into Paris.

by
4

train




FIGURE 64.
Now they are off the traln wn—.h all thelr bags.




EXPECT

FIGURE 6e. ‘ o
The Babar family is waiting-for a taxi.
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event result

~
FIGURE 6f.
The taxi takes them to their hotel.
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Celeste 3| | children 21 (1
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FIGURE 6g. .. L ' .
Celeste and the .children walk inside.
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n

Figures 7a and 7b show how these individual sentences can be combined

at the intersentence level. This, of course, is the crucial process that

allows readers to make sense out of passages of prose.




family Paris

Paris

'FIGURE 7a.
Tracking the.Babar Family

Sentepces b and ¢ give the implication on the right. .
Note: Dotted lines in the lefthand figure indicate intersentence connections.

9¢
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Figure 7b.
Tracking the Babar Family (continued).

Sentences b and ¢ combined with.gentences d e and f£.
At this point the implication can be made that the Babar

family is at their hotel in Paril, fulfilling the travel plan

]... — —— ' , | in Figure 6a.

Paris

{

proposition

\CAUSE event @
result
argl arg2
l 0 from to to from v
v | e I 100
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An oxampig of incomprehensibility: The Indian Occugatlon. ‘The Indian
Oécugatlon is a story written to help poor readers obtqln‘ﬁractlce with words | N
that have certain paite}ns of spelling. It is a classic example of the kind
of confu;lon that results when a wrltef considers only the lqwe; levels (in

this case, the orthographic level) ;nd ignores tﬁe higher levels of text

n

structure. To give the reader some feeling for the problem, we reproduce the

entire passage:

The Indians had not heard from "the government. The suit for Alcatraz
was still not settled. The Indians were discouraged and angry. They
did not know If their goal could be reached. Some people wanted to
tear down the buildings. ''The white man is our foe,' they said. ''He
took our land 300 years ago. It's true! The white man wrote treaties,
but they were all a hoax.'" Other Indians said, ''Wait! We must bulld

a place here that we can boast about. We must have a school. It's
dangerous for our children to roam through these old bulldings. We
need food too. We .must hoe the soii and plan tomatoes, potatoes, and
fruit." Suddenly someone roared, ''Fire! Fira!" A fire had started In
an old building. Unfortunately, the boards made good fuel. The flames
soared high. There was no water to soak the bulldings. The only water
on Alcatraz was the drinking water brought by the boats. The Indians
had no pumps to bring water out of the bay. Finally, the roaring fire

. was reduced to coals and burned Itself out. There were no clues to
tell how it started. Other problems came up. Food and water did not
come when they were due. Boats cruised by, but they didn't stop at the
island. Some of the Indians began to loaf. They forgot about their
oath to work together. Richard Oakes decided to leave the island.

. Others. sald, "|f he goes, we'll go too.'" Nobody could coax them to stay.
Now the Indians had other foes. Time was their enemy. They had to hoard
food and water. And there was no power or coal. The |ndian people
needed warm coats. No one would loan them money. The school had to be
‘closed. Their nurse left the island. And the Indians still had not
heard If Alcatraz could be theirs. Some of the Indians forgot their true
goal. They argued. They fought over many issues. They roamed the
island wondering what to do. One day a boat cruised up to move them off
the island. Their dream had failed. )

The passage seems very difficuit; one finds oneself rereading
sentences and skipping backwards to find out whether one has missed prior
Infofﬁatlon.‘ why? It is not only because of references which come out

t of nowhere, ::ch as: Richard Oakes decided to leave the island. Another

reason for the dlfflculty may be the lack of overlap between the semantic
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structures in adjacent sentences. For example, consider thelpassage that
begins

Othen\problems came up.
The ne-* sentence Is

Food and water did not come when they wer‘ue.

: ‘

The verb come refers to a change of location of food and water to the
island. However, the next sentence

Boats cruised by, but they didn't stop at the island.
refers to a dlstlnct;change of locatlon;‘ the paths of boats past the lsland.
On second reading, the connection becomes clear: It would have been desir-
able for the boats to have stopped at the island because they mlght have
m' been carnying food and water. But none of this is transparent, and none of
it s accessible without considerable knowledge of the world. The next sen-
tence is

Some of the Indians began to loaf.
This has even less connection with the text than the previous sentences. A
canny reader, assuming that there must be a connection, can reason out that '
the Indians are loafing because they are dlscouraged, beoause.there are many
problems, and so on; but again there is no semantic overlap to help the

reader with these inferences, and so again comprehension of the story depends

on considerable reading expertise.

ﬂ?. Concluding Remarks

Semantic structure is only one level of text structure; for a story to
be comprehensible requires much more than mere sentence-to-sentence connec-
tions. Indeed, text with good intersentence connections but poor overall

structure sounds glib and shallow, like an insincere polltlcal speech. Yet,
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the semantic structures of sentences are the building blocks that make up

higher=level structures, and from which higher-level structures are de- .
s ‘ ’ :

rived. Semantic connectivity is clearly an Important factor in story com=

[

prehension. Furihgr research will help to define its rolé more precisely,

© to.suggest the kinds of connectivity that are most helpful, an& to make

clear the connections between sentence structures and higher-level
. . . I

Structures.

Syntactic Analysis

Introduction

Syntactlc analysis is taken to include th§ enumeration, display, and
dl#cussfon of syntactic properties of texts, or more strictly, of the sen-
tences éonstltutlng texts. This enfalls, at the very least, a pérslng (at
least one level) of each of.the sentenﬁes in a'texf and a transformational
history.of each.j The rationale for 'parsing Is discussed in section B,
aloﬁé with aldescrlptlonAof the Informaflon.provlded by the parsing.
Section C descrfb;s fhe ttansformatlonél history analysis and its rele-
v;nce to reading comprehension.

| An important conslderat)on of syntactic analysis is a measure of syn-
tactic complexity. The difficulties inherent in arriving at a satisfactory
measure of syntactic complexity are discussed In section D. o

A further syntactic characteristic of texts that may affect comprehen-

sion is the extent to which the diction employed in the text differs from

the conversational usage with which a child may be expected to be familiar.

Section E treats the analysis of differences between oral and written

language.
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]

Parsing ' o ' . ‘

Texts are parsed into major syntactic constituents, relat.onally de-

fined (e.g. In terms like subject, verb, direct object, and indirect obJect, '

. rather than purely syntactic terms like NP and VP). The following informa-

tion Is included in the parsings:

a. Position of line breaks with respect to the major consti-
‘tuents. This Is of relevance to reading comprehension insofar
as line breaks might hinder the syntactic processing of sen-
tences they-interrupt. One might speculate that they would
slow processing less when they come between major constlituents,
such as between the subject and the predicate, and more when
they come between a determiner and Its noun in the object of

a preposition. On the other hand, if It Is easier to antici-
pate what will follow a determlner than what will follow a
subject noun phrase, then line breaks that interrupt fine de-
talls of structure might require the same amount of processing
time, or the breaks between major constlituents mlght slow
processing more.

b. {Indication of whether the sentence devlates from the sub-
ject=initial order which Is normal for English sentences. If
this ''deviant' order is normal for that syntactic type of sen-
tence (e.g. in questions), this Is also Indicated. This in-
formation Is Indicated on the assumption that such sentences
might affect reading comprehension by disrupting syntactic
processing. T'is is most likely to be true for the rather’
small subset of such sentences which excludes questions, quo-.
tation preposings, and there~- insertion sentences, as well
as adverb preposings which are not accompanied by subject-
verb inversion, since such adverb preposings often contri-
bute to the conpectednéss of the text by putting in sentence-
initial position a connective which relates the sentence
following It to text which preceded it. (This may be seen
' fairly clearly in the parsing of BABAR.) However, in prac-
tice It turns out to be difficult in many cases to determine
. whether a ''deviant' order should count as ''normal' for the
.context or not. This Is discussed in more detail In sec-
tion D (Syntactic Complexity of Texts).

€. Number of clauses or clause-remnants per sentence. This
is of relevance insofar as it may provide a measure of syntac-
tic complexity. See section D for further discussion.

d. Indication of whether the sentence being analyzed ts a di-
rect quotation. This applies only to narrative texts. It Is




relevant information -in that one might want to be able \
to segment the text into the characters' sentences and o
those of the narrator, in order to analyze them separately.. N
Quoted speech may differ syntactically from connecting
narrative, and may require different kinds of inferences,
or more inferences, or both. It certainly should reflect
oral language more and written language less than the non-
quote portions. See Section E (Oral-Written Language
Differences) and Hermon (1979) for further discussion.

e. Comments describing 1) the exact position of line

breaks which Interrupt major constituents 2) the inter-

nal structure of constituents interrupted by other major
constltuents (only a few cases of this exist in the texts
_examined), ‘and 3) the discourse function of elements ton-
tributing to 'deviant' order, as described above. Such

elements are usually preposed adverbials, less often post- ¢
.posed subjects.

e

-

Transformational History

The parsings are followed by a sentence-by-sentence anafysls of the
transfd}matlons involved in the derivation of each of the sentences in
the textg. Such an analysis necessarily presupposes a particular theory
of transformatlonal“grammar;‘ In compiling 1hevllsts of transformations
we have tried to lncluag'only ;ransformatlons which the most generally
accepted versions of transformational grammar would include. That is, we
have listed only relatively uncontroversial transformations which affect
‘major syntactic constltugnts, and have avolded~dlscussloq of such de-

tailed and relatlvelyvungharted areas as the derivation of possessive

<

constructions and pre-determiners.
This information is relevant to reading comprehension insofar as trans-
formations contribute to difficulty or ease of syntactic processing. There

are two ways in which they might do this. First, it could conceivably be




B,

the case that certain transformatlons contribute to the generation of—struc-
tﬁros which are unfamiliar to the reader, or which for other reasons present
. processing difficulties. We have in mind here such transformstlons as Rela-
tive Clause Extraposition, which moves a relatlvs clause from the noun'phrase
it mdifies to the end of the clause that the noun phrase occurs in. This
partlcplsr rule Is likely to present processing difficulties for the young
reader for both of the reasons mentioned above; the'rssultaht construstlon .
is one which the young reader msy neverqhaVQ‘heard, aﬁd'lt separates syntsc-
tic unjts whlch‘are verf closely bound semantically. Reuniting them may be '
a rélat!vely difficult task'for a young child. |f we had firm knowledge of
which transformations were responsible for structures which would be likely
to cause processlng difficulties, then an index of the trgnsformatlons in-
volved In the generation of a text could provide the data base for computlng

~a measure of difficulty for the text. Such information could, it would seem,

\B§ obtainable from a carefully designed series of experiments.

A

D. Syntactlc Complexity of Texts

Several methods of calculating syntactic complexity were empioyed in
the flrst analysis (BABAR and DESERT). None was satisfactory. The first
were: measures which refer to the number of clauses or verb-containing clause
remnants per sentence, with ‘sentence deflned as materlal beginning with a
capital letter and ending with a full stop (serlod, question mark, or excla-
mation point). Clause, as used here, refers not only to lndepen&ent
slauses, subordinate complement clauses, and relatlve‘clauses, but also to

any clause remnant which contains a finite, infinitive, or participial verb
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form whose objects have the sam§ form and positlon relatlv§ to fhe verb
thcy would have If thelr verb was a main verb. Thus, in BABAR thero‘aro
sentences which have no clauses. slnce there are frlgments conslisting slm-
ply of NPs which are punctuated 1lke sentences, e. g 115 and 155:
115. Poor Babar!
155. The Mustache-man!

Verb-containing remnants Include Infinitive clauses/phrases wﬁlch»functlon .
as objects, adverblals, noun modlflers,‘etc., qnd participlal modifiers and
complements. Nomlnallzatloﬁs and prepo;ed adjectlives are not Included, dn.‘
the grounds that the object in such constructions does not hav; the same
form or position tha;'lt would havenlf'ltsiyerb were a flnlté form.
| T?o statistics were calculatedﬁ range of verbs (defined as.above) pef
sentence and ;verage numbgrﬂbf verbs per sentence. On the first measure,
BABAR and DESERT are nearly equally complex, since -the range In BABARFIs
"0-3 and the range In DESERT Is 1-3. On the second measure, DESERT Is con-
siderably more complex, since the average number of verbs/senfence is 1.48,
whereas in BABAR it Is only slightly more than 1--1.05 to bé precise. This
corresponds to our Intultions about the complexity of these two.texts. By
comparison, the -Reader's Digest article from which DESERT was written, a
plece called ''The Challenge of the Desert'' (CHALLENGE), had a range of 1-6
verbs per 8entcnco, and an average of 2.30.

The measure of complexity provided by these flgures Is not fine enough
to be of much use. While CHALLENGE Is lntultlvely.qulte complex syntactlcally;

probably well above the abilities of the average second-grader, books are

" written for young children which do not seem partlcularﬂy syntactléally com=

Sy

<
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.plex. but which have similar complexlty indices if complexlty ls mea-

eured,thls way . For example. Charles M. Schulz' s ‘He's Your Dqg_ﬁCherlle

Brown (1974), hereafter termed DOG, has a range of 0-6 verbs per
sentence. and an average of 2. hh verbs per sentence. The average: num-
ber of verbs per sentence |s even higher than CHALLENGE although lntul~‘~
tively DOG seems much easier.
The numbee of verbs per independent clause woule seem to bffer a

_promise of being a more useful measu(e of complexity, since it would

~ not treat: the number of (ndependent clauses conjoined in a sentence' as
Tcontrlbutlng to complexity, which verbs/sentence does. However, a com-
parison of the four texts for wﬁlbﬁ the'calculatlon was made lndlcates
that verbs/clause ls'no more usefgl Eban verbs/eentence, in that both

make DOG apﬁear even more syntactically comp]bx than CHALLENGE.

i

Verbs/sentence : Verbs/cfeuse
BABAR - s 13
DESERT - R I 1.45 )
DOG | 2.k 1.75
CHALLENGE  — 2 30 - e

Clauses per: T-unit and T-units per sentence (Hunt, 1965) were
also calculated to see if they would provlde an index of complexity
thei corresponded to our pretﬁéoretical'judgments of the reletlve~eoe-
plexity of these four texts. But they turned out to be no\getter than
any of the other measures. In fact, as indicated in the chart below,

where the books a ed In order of increasing complexity according
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to our judgments, the figures for T-unlts/sentence indicate that L

CHALLENGE 1 conslderably less complex than even BABAR and DESERT a

.claim wecannotaccept as accurate. (T-unlts/sentence is supposed to be

lnversely proportlonal to complexity, and Is supposed to refrect the

s

achievement of multi- clause sentences by coordlnatlon rather than sub=

t »

ordination.) Clearly this ratio can only be sensibly lnterpreted in
conjunctlon with some measure of sentence Iength in terms of words or
clauses. But as It turns out. only. measures of sentence length inv
terms of words per T-unlt or words per sentencenprovlde Indlces of

complexity which rank the four texts ln the same order as we did. Of .

these, words/sentence appears to be truer to our judgments of the rela-
! , j

[

tive distance between the texts; contradicting Hunt's claim of supe-
: -

riority for words/T-unit as a more accurate measure of maturity of

style than words/sentence. Needless to say, such measures give no in=-

]

‘dication of the source of the complexity that they indicate.

Clauses/Tfunit T-units/sentence | wds/Trunit wds/sentence
BABKR  1.19 1.03  6.97 . © 6.58
‘DESERT  1.13 . - o2 8.49 B.56
- 00G 132, 1.30 11.15 12.91

| CHALLENGE 1.30 4 1.2 13.50 | 16. h3' 7

(lnterestingly, the clauses/T-units ratio for CHALLENGE is. |dent|cal

to that found by Hunt in writing samples\from fourth graders. The

twelfth graders whose writing he examined averaged l.§8 clauses/T-un!t.ﬁv

Among the'syntactic constructions contributing, in our opinion,'

'to the complexity of CHALLENGE which are overlooked by these measure#

3 ¢

1]
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. are: 1) Sentences with adverbial phrases as subject: From dawn to

dusk In the sun can finish him., 2) Sentences where the subject is In-

verted after a preposed locative adverb' Yet in ever / desert are living
V)

things--plants, anlmals, human belng3;~whlch defy the dlctlonary and

the desert itself. _Today around his villa are green lawns wlth foun~-

tains playing. 3) Sentences with dangling pre- and post-modifiers.

(We do not claim that these are ungrammatical, or evem poor style,
) . . i !

only that their correct “interpretation is not transparent.) Some

examples: Following the Nile's cgurse for 560 miles, from near Luxor b

to the Delta, it Is slx miles wide. A sg,;les of frog in the Austra- ‘1

l|an desert stores water in its abdominal cavity, bloatlngﬁltself

until it Is spherical in shape. The world's largest, the Sahara,ﬁls

advancin ng on a 2000-mile front, in some places as much as 30 mlles a' L
. .

year. This fringe i5 invaded by nomadic herdsmen, forced out of the

desert. N) Sentences where the use of semicolons indicates .a con~

nection between ideas, but dues not make that connection explicit, as .' o
in Ehese passages. In the first, the second,elause is an exempllf[ea- )

tion of the claim of efficiency made in the first. But it is not clear

" even to us what the connection”ls supposed to be.in the second passage,

vt

and there can be 1ittle doubt that the cyntactic juxtaposition of

i}

clauses withdut explanation (or even a hint of the motivation for juxta-

position) causes difficulty. The cactus has an efficient water-storage

system in its thick stem, one species of tree cactus may contain hun-

dreds of gallons. Egypt once was a semi- desert, then In the seventh

century the invading Arabs broqght in great herds of camels, sheep

and goats.
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Another‘posslbfe measure of c?mpleXIty refers to the proportion of
sentences which deviate from the canoanai subject-first order.character-
istlc of Enéllsh. Deviant sentences}”deflned this wa*,xlnciuae_QUestions
and sentences cbntalnlng quotat16ns and preposed adverbs, regqrdless.of
whether the subject is inverted to follow the v;rb'or not. Tﬁlrty-one
peréent sf the‘senténces in BABA% and thirty-seven percent of the sentences
in DESERT have non-cangnlcal word order. But percent of’sgntences w}thﬂ
non-canonical word order is a very rough measure since many such sentences
are syntact[?ally unmarked in th; sense of psycholpglcal marklhg. Fo;

. exam;le, qu;étions are pragmatléally_unmarked (I'n the same sense), in that
the nén-deVlant order of constituents would make the tgx} bizarre or
incohereht.

S Defining Udeviant” Is the major problem wl;h this measure of com-

plexity. The strictest criterion for 'deviant'' order--that an apparentlf

deviant order of constituents in a sentence should bedqonsideééd natural
only if the sentence would be ungrammatical with any other order--is too

strict to be useful. - In addition to labelling as deviant inverted

quotation;containlng sentences like 'Don't worr&,” says Celeste, it does
not allow one to consider qugstions with the order Object-Vérb-Subject,
such.as sentence 20 in BABAR:

20. What is this?
to be natiural, given the existence of nonsynonymous grammatical echo-

questions with the order Adverb-Verb-Subject like Where is he? Further-

more, It would categurize sentences which begin with a connective or deic-

tic adverb like so, then, later, etc. as deviant if the adverb would be
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gram&atlcai ln some later position, .c the fact that in sﬁch,a posi-
tion it would detract from the connectedness of the text.l

. _One might suppose that thg-number of transformations in the deriva-
tional history of a sentence would provide an index of its syntactic com=

\
plexltyw but thls is unlikely to be true, for the simple reason that while

¢

)

some transformatlons, such as Passlve, Gapplng, and Niching, may very well
contrlbute to syntactlc complexity and difficulty of processlng, others, |
like Pronomlnallzatlon, Equi-NP-deletion, and WH-movement, most likely do
not have thls effect. To utilize the transformatlonal hlstory of a sentence
to provide an index of its complexlty, one would need falrly certain knowl-
edge abput which transformations contribute to syntactic comp]exlty and
which ones reduce jt or are neutral. We do not have such knowledgg at this
time; it may turn Aut'that transformations do not have any absolute complex- .
ity coefficient. It may be, ln;tead, that whether a certain transformation
contrlbutes to the complexity of a certain SQntence will dépend on the dis-
course function that s;ntencé'ls intended to serve (cf. Green, 1978). This

is a burgeoning field of research, but there are no firm results as yet.

Oral-Written Language Differences.

This section treats the analysis of differences between the language
of written texts and the language of speech. Such diffe ences may.affect
reading comprehension fn'at least two distinct ways. Fl&Ft, during the
period before decoding proficiency is cbmplete, texts in a specifically
written-language style may present what amounts to the added burden of

learning a foreign dialect at the same time the learners are.supposed to be

mastering the relation between the language they are élready familiar with and

o

¢
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classgs‘of mQrks on paper. The langauge of written texts maylbe assumed
to be unfamiliar and foreign to children to the extent that they were not
read to regularly as preschoolers. Chlldren‘who come across unfamillar words
‘or constructions before decoding Is mastered may not know whether to doubt
the familiarity of the form, or their own mastery of the sound-grapheme cor-
respondences they are supposed to be:l;arnlng. We ;pecufat§ that children who
have been read to extensively as preschoolers, and are at least passlvefy
familiar with the‘language of.wrltten texé;, will not be much bothered by
the differences between oral and written language, but fhat lnstan;es of
specifically written language fn texts may provide a source of difficulty .

. for children who are relatively unfamiliar with books and written stories.

Second, after 9ec6dlng proficiency Is att#lned, too much oralclanguage“
“In a text or oral language in unexpected places may slow comprehension or
reduce It'ln two ways. In confﬁuhdlng the reader's expectations of exclu-
sively written language, there may simply be a jarring effect of inter-
rupting the cognitive processes which contribute to comprehension. The
result of this, we assume, would show up Iargely~#s slower comprehension
rates. But a chlld might also be distracted in a more serious way--the
child may begin to look for an implicature of this inappropriate style and
become sidetracked, wonaerlng why the text was written as If it was someonek
talking. |
Carefully designed experiments with readers of various proflclepcy

levels and backgrounds should be performed to test these hypothéges; since
they have clear and relatlve]yveaslly implemented implications for the

writing and editing of texts for different types of readers. Among the
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things that would have to be controlled in such exberlments are the native
dialect of the reader and the readeé'g famfllarlty with the language of

- books.

Iv. ’Analysls of Text-Level Properties

This section contains discussion of the analysis of text-level prop-
.erties of texts which may affect reading comprehension. Section A treats
the analysis of the organizational structure of texts, and contalns_cbm-

'}ments on how this structure Is Indicated overtly to the reader, and how
well it Is Indicated. Section B is devoted to discussion of a number of '
text-level discourse properties. These include information structures,

rhetorical structures, and connective devices, including anaphoric (pro- \

nominal) devices. \ ' , |

A. Text Structure : ' \

1. Introduction

The structural‘analysls of texts can be carried out.at'a number of
levels, depending on the length and type éf text.‘ A richly s;ructured
‘text such as BABAR could possibly bear analyfls at as many as four or five
Ieveis of organization. In the absence of a general and empirically
vulnerable theory of the structure of texts (cf. Morgan & Sellner,'ln press,
for discussion), it has been necessary to turn to pre-theoretical analyses
and analyses restricted to‘éertaln 1iterary genres like the Plans analysis
descr!bed in Section IV. A. 2.,|and the Story Grammér, discussed in Section
IV.. A. 3., which are both limited to analyéis of narrative texts, the
latter to narrative flctlop. Absence of theory may be less of a problem

for expository texts, since the logic of the argument should largely

50




N 52

determipe the structure of the text, and a well written text will make this

structure expliclt both at the sentence ievel,'and at hlgher levels of

h ]

structure where a large number of Inferences are required to connect in-

, dlvldual sentences and paragraphs with each other, and where. there Is an

absence not only of expllcit connectlves, but of syntactlc or lexical clues
with which intended conceptual relations between parts could be inferred,

we would predict that comprehension will be very poor cpmparatlvely.

2. Interacting Plans Analysis
.

~

a. Introductlon

If we want to know why some children have dlfficulties learning to
read, we must develop a better idea of what they are readlng,.or could be
reading. Analysis of texts alone will-not tell us what Is the best way to

Ahelp someone learn to read, but it makes asking better questlons posslble'
This section, together wlth the reports, ||what makes a, good story?" (Bruce,

/
1978) and ''Interacting Plans'' (Bruce & Newman, 1978), constitute one part

of the larger text analysis effort. o | {
Understandlng the plans and beliefs of characters ina narrative is
.clearly an important aspect of reading comprehension. The study of such
plans is part of text analysis because it depends on an exacting study of
the way actions are described in the text. It Is also an analysls of ‘what
goes on ''between the lines“‘of a text since it considers motivations and
reasonings that may not be explicitly stated.

A plans analysis Is particularly appropriate for two of the central

questions of text analysis: ''What is it that makes a given story easy or

hard to comprehend?'' and ''What is it that makes a given story good or bad?''.

6N
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The answers to thése questions surely interact, but it is not true that
difficulty alone determines the duallty of a text, nor even its appropriate-
ness for a child whose reading skills have develpped to a known level. - The

concluding sectlon deals with this issue further.

b. An Interacting Plans Analysis

An Important-aspect of ‘a narrative text is that It relates aét]ons
connected _through goals, etfects, and enabling condltlons. The statement, -
. "We understand actions in terms of goals,“ has. become a truism; actions
simply gge_the way goals are'gttalned. Thls s true for the realms of
conversation, stories, or human activlty in general, and there has been
extensjve work to show just how goals aﬁd.actlons relate. But an important
implication of goal-based understanding of actions. Is often-overlboked. f
we can interpret an action in terms of goals, then so can others who may be
. affected by that action. They'ma§ then act, not just in terms of thelir
. goals, but in terms of their understandlngs of the actor's goals. This
means that when two or'more people Inter-act, .their plans can reach a level
of complexlty that is difficult to foresee from conslderatlon of slngle
actor plans.

The distinction between simple plans and interacting plans can be seen

in%he first part of the Grimms' fairy tale, '"Hansel and Gretel' (Appendix

1). Hansel and Gretel are the young children of a woodcutter. Their step-
mother convinces the woodcutter that they have too little food for both the
parents and the children. Her-selution'to this problem is to take the chil-
dren into the woods and abandon them. The execution of her plan starts the

first episode of the story, an episode that is analyzed in detail.
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A simple analysis of ''Hansel and Gretel'' ;édld'shqw that Hansel has a
- goal=-to be able to return home after being tak%n into the woods. To reach
that goal Hadsel drops pebbles along the trail 39 that-the children can re-
" trace their steps, We could understand what Hansel does in terms of a gigg_ln
which dropping pebbles is an actlon‘$pproprlate to ;he goal. The plaﬁ would
* show how the actions ofidropp]ng'pebbles and folioﬁlng the trail fit to-
gether,‘and how they produce deslred outcomes for Hansel' and Gretel.
But such a plan would be Incdmplete.f Hanéel gnd Cretel are being taken
Jnfo the Qoods dellberatelyfby their parents. Hans;J knows that he should
drop pebbles.bgcause he and Grefel have'oVerheqrd th;Ir parents plotting
agalnst'them. The chlldren's‘plan I's a response to their conception of
their parents' plan.. Hansel and Gretel are not Jﬁst Jreturnlng home'' but
‘are‘“counteriﬁé” the plan they perceive their pgreﬁ;s to have. It would
have been of little use for Hansel to drop pebbles on a famlliarrtrali, and
if his parents were planning to kill .the ch{ldren ohtrlght, some other re-\
sponse would have beén more effective. His action becdm;é meaningful only
with respect to his perception of the-;t;ucture.of his p;rents' plan.
lwhat we find upon further analysis is that each of the characters in
;he‘féiry tale is acting in a reallty_detérmlned by his of?her perception
of the others' ﬁlans. They continually evaluate what the qthers'are doing
and react accordingly. Such behavior, characterized by inferacting plans,
is.fundamentdlly different from that found for one-persén plans. The dis-
cussion to follow develops this idea further. It relies on ideas developed
in work on planning algorithmsA(e.g., Tate, 1975; Sacérdoti,\1973, 1975;
Sussman, 1975), on pgan recognition (e.g., Schmidt & Sridharah, 1976), and

\

( :
on the use of plans {e.g., Cohen & Perrault, 1976; Bruce, 1979), but the

Lo

\/ by
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focus Is on the Interactlons among plans. The pmoblem is not just to show
how actions can be organlzed into plans. We need to do .that, but we also

need to consider concepts such as cooperation and conflict, actions defined

In'tekms of plans, intentlonality, degree of .Interaction, levels of coneep-

tuellzatlon, and beliefs about plans. The next section presedts a simble

example of an interactiag plan, taken from the‘analysls.done in Bruce and

' ueunsn (1978).

c. A Slmple Interactlngﬁ?lan A ”Requesﬂ'

When they reached the middle of the forest, thelr father

said, '""Now, children, pick up some wood. | want to make

a fire to warm you.'! -

Hansel and Gretel gathered the twigs together and soon

made a huge pile. Then the pile was lighted, and when It

blazed up the woman said, ''Now lie down by the fire ‘and
' o ' rest yourselves while we go and cut wood. When we have

: finished we will come back to fetch you.'

The parents' plan is an Interectlhg plan, since It is a plan to achieve
goals in Interaction with the children. The idea of an interacting plan can
be illustrated with a simple example (see above) taken from their overall
plan. Figures 8 and 9 represent‘the parents' plan to build a fire for the
children once they are out In the fores". Figure 8 represents the parents’
plan to keep the children warm while they are waltlng for the parents to
finish cutting wood. With this example we can Illustrate some of the baslc
nodes. and relations used in the representation system. Then, using Figure 8
In combination with Figure 9, we can illustgate a simple example of inter-
acting plans.

. One action (“Parents light pile of twigs') is shown in Figure 8 in the
square node. Flire burning Is a simple state which satisfies the intentional
state (labelled "P.A") which is the mental state leading directly to the act,

' N
Q o SU
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The IntendAchieve state is specified by an IntendMaintain state which in

thi; case |s the more general intention to kgéb the children warm. Since
" the p;rents know that a burning ffre'will Produce warm children, they know
.that the general goal of keeping the children warm can tie accomplished in )
“thls case by bagslng'; fire to be burning. -

o
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~wood. | want to make a fire to warm you. Thls,-of course, Is a request, and

‘it has the effect of the children having the intention to achieve a pile of

| | : o s

The link to Figure 9 is the state '"Twigs in pile." This is a neces- ¢

| sary condltlon"for the pile of twigs to be lit so it is linked to thehact
of lighting by an Enables relation. Whenever an act has an enabling condition

‘that is not met, an intention to achieve that state_ls generated. ln-FIgureui

2 that intention is represented ae an intentioh by the parents to achieve
the state ofla piie of twigs ekisting. In another situation thi;Jgoal might.."j t
be achieved by going abcutlgathering twigs. But here, the parents cheose to.

get the children torpertorm the necessary actions. Thus, we have anfelementary
interacting pian; The intention to achieve a pile of twigs is changed into
an intention to achieve an intentional state in the chlldren This new goal

is achieved by ‘means of saying to the chlldren, ”Now, children, pick up some

twigs by means of gathering twigs. This action satisfies the parents' inteh-
tion to have a pile of twigs and satisfies the enabling‘condition for their
building a fire; Notice that while the parents' intention to have twigs in a
pile is'present at time a, the chiidren's intention comes into existence at

time b, only after the parents' request.

o<,
v‘/




PARENTS SAY:
“..PICK UP

CHILDREN By Means of
" GATHER

TWIGS

Figure 9 : '
A simple interacting plan: Requesting help from the children

6s

.—n T




60

. ey
d. Virtual Plans

One of the most striking things that emerges upon even a cursory exam=-
ination of simple stories-or conversations is that-peop]? frequently act
i;thecontext{of ;omplexnplans. Qven more striking is that they often act in
responée to br with respéﬁt to plans that they'perceive bein§ carried oﬁt, or
that Eﬁey intend for someoge eise to carry put,'that is, ;]ans:which have tﬂe
structure of actual plans but are nét in fact used”as determinanis 6f peha§ior.
For ;xample, in one segment o%.natunal conversation (c;llected by William Hall),"
én analysis in term; of plans ‘shows that a mother in‘a mother-child convers;-
'tioﬁ is acting in respoﬁsé to her perception of the child's -plan and the plan
she wishes the child to have. Either or both of these plans may differ from |
the plan the child actually has. |

.The result is a much more complex structure in yhich plans themselves be-
come units. Consider; for .example, the story of ''The Dog and the Cock'' (Ap-
pendix I1). In it, a fox tries toentice a rooster to come down frcm a tree
by flattering him and inviting him to ﬂcame to breakfast.'' The rocster accepts
~the invitation wifh the proviso that he may bring along his friend, who happens
to be anbig dog. The fox greedily agrees but soonifinds that the dog is not
another rooster (= breakfast) but a foe who bites him on the nose. Clearly
there is a plan of the fox‘to eat the rooster. At the same time, we have the .
rooster's plan to get rid of the fox. These plans interact wifh'each other in
terms of a third plan which neither of the characters expects to carry out nor
.intends to have carried out. K

The virtual plan is that the rooster comes to the fox's house as a guest

for breakfast. The rooster, we may assume (though many children in fact do
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not assume this), does not intend to carry out this virtual plan. Nor does
the fox eXpect the rooster to carry i't out. Neveriheiess, both characters
talk about i7 as if it were real. The fox, for instance, says» ”Wiii you
come to my house for breakfast?' thus pointing to the virtual plan. The
roostef accepts the virtual plan, or at least appears to do so, when'he says,
""Yes, thank you, | will come,' and then he suggests a modification when he
says, “if my friend may come too.'" The fox accepts the modification, say-
/

ing, "0h yes, | will ask your friend. Where is he?" Thus We/have a situa-

tion in which the characte . discuss/and modify a plan which neither expects

", to be carried. out.

~ Virtual plans are common in stories. Hansel and Gretel's parents use
the virtual plan of ordinary wood fetching to pursue their real plan of get-
ting rid of the kids. Meanwhiie,}Hansel.and Gretel use a similar virtual
plan to achieve their real gosl éf'returning home. In fsct, the following
outline appears to -be a good hod%i for a large class of children's stories.
It applies, for instance, to ”H#nsel and Gretel' and "The Dog and the Cock."
"It defines a kind of deception wherein characters act on the basis of real

plans, but pretend to act on the basis of virtual plans
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Outline of a Typical Story Containlﬁg

a Virtual Plan w

1. A has a problem which suggests a goal that is in conflict with

a goal of B.

2. A Qealizes that B's normal actions (or inactions), i.e., B's real

)

plan, will not help him to.achieve his goal.

3. A further realizes that B will not alter B's plan to suit A's goals.

4, A therefore puts forth a'viftual plan either to conceal A's }eal plaﬁ
or to entice B into doing something B would not otherwise have done.

5: B respondg to the virtual plan. In some cases B féllg for the trap,
e.g., in Aesop's fable of '"'"The Fox and the Crow' the crow.sfﬁgs in
response to flattery and drops a:piece of meat. In other cases, B
sees through the virtual plan to A's real plan, then pretends to go

along with the virtual plan, or puts forth B's own virtual plan.

6. Actions proceed, but each action has alternate simultaneous interpre-

tations, as part of the virtual plans and as part of the real plans.
7. At some point the virtual planAis discovered, or uncovered, and the

story (or episode) draws to a close.

¥
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e. Critical Beliefs

One of'the m;st ]nterestlpg results of our analyses in.terms of inter-
acting plans has been the.reallzafion of the tightly interwoven character
of the plans representations. Any representation of 'meaning'' can be
viewed as an arbitrary and unsatisfying abstractions from the ''whole,' but
plans seem even less divisible than other facets of mea.ing. |t is much
more difficult, for example, to change one ;6?11 part of a plan's représen;
tation without produéing fippliﬁg effects throughout the representation;

A consequence of this holistic property of pﬁané is that a s{ngle be-
lief can assume tremendous importance. In “fhe D;g and the Cockﬁ, the |

reader's belief that the Cock believes that foies like to eat cocks appears

to be a critical belief for the building of the typical adult interpreta-

tion-of the story. Some children do not seem to have this Bellef and build
a different interpretation in which the Cock is an unwitting‘potential vic-
tim of the Fox, who is saved through no effort of hfs own by the Dog.

The latter interpretation i5~iﬁternally consistent, and it matches
the story as well as the typical adult“interpretasion. Is it therefore
also correct? How many different interpretations are there? We may not
be able to answer those questioﬁs, but we can observe that the one criti-
cal belief has had significant ramifications “for the interpretation. Con-
sider how readers with the two interpretations would answer the foilowing
questions: |

1. Did the Cock trick the Fox?

2. Did the Fox trick the Cock?

3. Was the Cock smart? ' ¢

R
&
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4. Did the Cock think that the Fox liked his singing?

5. Was the Cock happy with what the Dog did?

The notion of critical beliefs seems worth pursuing. |t may account
for some differences in interpretations due to cultural variation found4
among readers. It also needs to be considered when we think of testing for
comprehension. Finally, it shows oﬁe more way in which the things the
reader brings to the text are as crucial to understanding as what is "in"
in the text.

f. Complexities == Easy vs. Hard Texts

» A formal analysis demonstrates that even apparently simple stories may
requireAcomplex plans representations. A ré;der needs to be able 4o Tnduce
plans from the often sketchy statements of actions and intentions. He or
she must then be able to use tne induced plans to connect events. There
are a number of specific abilities a reader.would need in order to under-
stand plan;)ln this way. We do not know that these abilities are a major

_ éause of réading comprehension difficulties, or even that they form a com-
plete or well-qefined'set of skills with respect to understanding plans.
Rath%‘, they point to areas that might be Qorth investigatiné.

" Among the complexities are the following (see Bruce & Newman, 1978,

for a more detailed discussion):

1) Lhanges in Plans. Plans in a story can remain fairly constant,

like Babar's plan to retrieve his crown, or may change in response to events.

The number and magn}tude of changes may be a source of difficulty.

3
-
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2) Size of plan. Plans vary in their inherent complexity. A plan

'may involve a long sequence of acts or may be éccompllshed by a single act.

3) Embeddings of beliefs. Whenever a belief is about another person's

bellefs, one must be able to shift point of view. Sometimes a story, e.g.,
"Hanse! and Gretel," requires multiple shifts of point of view, to beliefs
about beliefs, etc.

4k) Embeddings of intention. Similarly, intentions may be embedded.

For example, Hansel and Gretel's parents Intend the children to have the

intention of following them into the woods.

5) Embeddings of plans. A consequence of the embeddings of beliefs
and intentions Is ghat one's plan can be defined with f?ference to other
plans, and those plans to yet other plans. Hansel's stepmofher, for
instance, tries to block Hansel's attempt to-bloqk her plan to aﬁéndon
. Hansel and Gretel. . |

-

6) Degrees of interaction. When there are multiple actors in a story,

their plans can be more or less interconnected. Hansel and Gretel's plans
are Iqtertwined with their parents' plans. Each is trying to respond to
. the others and to get the otliers to do an act in a particular way. |In
other stories there may be only one character, or charactersj plans may not
interact as tlghtly; . | |

7) Deception. A story that involves deception, €.g., ''Hansel and
Gretel," Is inherently more complex than one that does not.

8) Conflicts. The number and types of conflicts among plans in a
story may also be a source of complexity. In a genéral sense, we can'view

actions as attempts to reduce conflicts among plans. For example, there is

i
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a potential conflict between a plan | believe you to have and the plan' |
want you to have. Th;re is also a potential conflict between.a blbn |
want you to believe | have, and the plan | believe you believe | have. It .
is not necessarily the case, however, that plans of any type can conflict
with plans of any other type. In.fact, the identification of types of
plans leads us to an identification of types of conflicts that can arise
among plans in interactive situations. This suggests a number of questlons’
about people's recognition of and response to such conflict situations.
For example: |
a. To what extent do people of different ages recognize embedded
plans? " .
b. How deep do these embeddings qo?
c. Do the potentlal_confllc?s actua!ly arise in all situations?
d. How sensitive are people to the ability of those they are inter-
acting with to.percelve such embeddings and conflicts?
e. How are the virtual p]ans and thé'ésn}flcts_among them signaled
in text? “
f. What are the consequences of one's understanding of different

levels of interpretation of virtual plans?

9) Maintaining different points of view. Having to maintain different

| points of view, e.g., that one character belleves X where another believes
not-X, Iimposes demands on the réader. ~In addition to the levels of
embeddlng m;ntloned aboye, there may be problems associated with maintaining
a large number of differing beliefs or maintaining any differences for an

extended period.

¥
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10) Cultural presuppositions. Stories that involve beliefs about

character types or simply facts about the physical world may place differ-
ential demands on readers depending on thélr experiences prior to reading.

11) Beliefs outside of ''shared belief space.'" In a normal episode

most beliefs are "shared" among the participants, meaning not only that
“they both believe, but that they believe that the other belleves, and that
the other believes thatythey believe. The reader can then assume that all
knowledge is transparent to all. Often, though, one must assume that thef;
are beliefs outside of the shared space, not necessarily conflicting \\\\
beliefs, but beliefs that are not known to one or more characters;

' 12) Inference. The number of extra beliefs needed and the amount of -
deduction required to link together actions in a story is also an indica-
tion of possible difficulties for the reader. “

13) " Explicitness of plans. Texés vary in the degree to which they are

explicit about the plans and intentions of characters In the story. Stories
are more difficult when the reader has to infer plan structures from the
simple statements of actions.

14) Act hierarchies. An Important aspect of Interacting plans is that

people develop them and carry them out in the context of thelr perceptions
of others' actions. The same action can be viewed at various levels or
clumped together with other actions. There can be many levels of concep-

tualization for the same act or sequences of acts.

L]

g. Conclusion--Implications for Education

It would be presumptuous to suggest revisions in education on the basis

of an interactive plans analysis of a handful of children's texts. After
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all, the varlatloﬁ among texts could be greater than thét.suggestéd here;
the complexities that have been identified have only tent;tlvely been shown
to cause specific problems in comprehepsion; and the method of analysis is
itself new and untested. Nevertheless, there are clear, albeit tentativé,
signs that have emérged'from the analyses we have done. |
Thé comments below are separated into two overlapping categories:

issues related td texts and Issues re]afed to ]earn?%g to read. The first
set applies to decisions about $selection of texts for Beglnnlng readers,

for tests of comprehension, and for workbooks and similar ''school texts,'
The second set dlscussés teaching methods, testing, and the development of

reading skills.

1) Text selection. First, with regard to text characteristics,  the

interactive plans analyses that we have .done Illuminate a world of phenomena
that are Impllcltly ignored in the design and selection of texts for use in
school workbooks, tests, primers, and textbooks. Stories such as '"'Indian
Occupation' are commonlv used, although they are very poor as literary

. texts, because they offer an opportunity to teach such things as the 'oa"
sound. But what effects might frequent exposure to such texts have?

For the fortunate child wﬁo has books at home and parents who support
and encourage literary explorations, there may be no harm done and the drill
on a Speclflc“sklll may Be useful. Bﬁt such a child is not the one with the
greatest reading problems.

Think for a moment of the child who has limited reading experiences out-
.side of school, who has few picture books, and who does not hear storles‘belng.

read. In the early grades, he or she encounters a series of texts that stress ’
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decoding skills. The texts often sacrifice the story'llne under the assump=-

tion that componeht skills peed to be taught independently. Thus, it is
' . . - .
assumed, story structure can be taught when its time comes; there is no need R
.

o

to demand h{gh huallty stories when one is teaching decoding. Later in
school there are expos}tory texfs to read. It is assumed ghat the child is
already a reader, even though critical reading has been rarely taught, or
even encoufaged.' The skills the child is supposed to have learned are just
| . to be ”;5biIed“ in learning new subject matter. Throughout the elementary
,'"“gradé;,léhsnlltqrary d?et of the child fails to exercise the skills of
critical rgad;ng. Often the %esult is that motivation suffers as well as
skill deveiopﬁent: \
If an interactive plans analysis shows nothing else, it still demon-
strates that understanding even a ''simple'' fairy tale requ}res sopglstlcated
sk]lls. Where are theée skills to be learned, if not through reading (or
being read) good texts?
If is only partly facetious to propose a text quality hierarchy othhe
following kinds:
a. Texts névgr seen In school.
b. Texts allowed when hhe reguiar work Is done.
c. Texts read for'a purpose -other than learning to réad.
d. Texts used to teach reading.
e. Texts used to test reading ability.
f. Texts used to teach specific component skills (often used in
remedjal classes).

A reader who gets enough of types a and b will learn to enjoy reading, wllj

learn that there is a point to reading, and will learn the skills necessary to
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read with understanding. These three types of learnldg exist in positive

feedback loops, as shown in Figure 10.

LEARNING THAT
READING HAS

A PURPOSE

LEARNING THE
SKILLS FOR
READING

" LEARNING TO
ENJOY READING

Figure 10
Learning to read

But the child who only sees texts at levels ¢ and d or worse never enters the
loops. He or she is then tested at level e and_punishéd with level f texts
for failure to perform on the test. |

The text quality issue interacts witﬁ another,_complexity. While jt is
important tb realize that reading is-a complex skill, we must not assume that
“slmplér is bgtter“ with regards to text selection. Complexity is!multidlmen-
slonal;'the best text may be one that challenges the reader on a few dimensions
and allows easy sdccess on others.' Thé attempt to produce a single number mea-
sure of complexity or difficulty is probably misguided.

Furthermor;; When one moves beyond the orthographic and lexical levels’of

analysis one finds more and more a tendency for. texts to be understandable in

different ways. We suspect that few three-year-olds, upon hearing ''Hansel and

7Y
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Gretel,' would under;tand it as an adult would. Yet their understanding,
though posélbly'llmlted, is not wrong in the se;se that saying ''cat'' to the
letters‘"D =0 -G"would be. It is a characte}lstlc of interacting plans
andeethlnk, ln"general of thélpheﬁomena of‘llterature that one can uncover
mul%iple meanfngs, no_one of which I§ wrong, or even unsatisfying. The

besﬁ approach may be to give children the best llte;ature (expository or
narﬂat+ve) ‘that we can flnd, letting the chlld, rather than some arbltrary
formula, decide whether it is too complex.

4

2) Teachlgg reading. What do interactive plans analyses tell us about

learning.ta read? One point was broached in the previous section. Under-
stqgﬂlng plans in stories is a complex task that may requiré years‘of
exposure to high quality texts to learn. Conseduently, we should expect
chiildren ,and adults to understénd stories in different ways, simply because

the\ Héve had varying amounts of experience. It would not be surprising to

find\examples of understanding at each of the following levels to be an

indicator of experience with reading:

a..
(t .
" connections are not made. P
\ . .

b. Islands of understanding -- local connections among sentences are
!

i

Isolated sentence understanding-- each sentence is understood but

' made but no overall pattern is seen.

\

.C. Limited plans understanding--.basié plans are comprehended, but

not interacting plans.
\

d. Embedded plans understanding=- full understanding of the inter-

actions among plans of characters in a story.
[

An interacting plans analysis algo gives some guides for our expecta-

tions about developing readers. First, the complexify of plans means that

r
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readers maylunderstand in different wa&s, yet still be reading, and hence, //
learning to be better readers. Second, the Ihportapce of '"critical belILfs" /(
means that readers with dlfférent backgroﬁnds may build divergent lnfer-
pretations of! the same téxts. Both of. these points need to be 'consldered'

seriously when we think of what it means to test comprehension skills.

3. Story Grammar Analysis

This section has two goals. The first Is to Illustrate how a spg'
set of predlctﬁoné about story Temqry can be made, uslﬂg,a.story ;rammar
analysis. The second is to ralge Some critical issues about story compre-
hension which have not been dlrecfly addressed.

In the.past few‘years, It has become lncreaslngly apparent tﬁat”models
of single word or sentence comprehension cannot account for many of the |
important factors affecting the comprehension of di'scourse material.

Al though ;hgorles of discourse cdmprehenslon mus t eveqtually explain how
these smaller units influence the comprehension of an entire passage; an
approach describing the semantic relationships between sentences is
necessary.

In an attempt to extend Bartlett's (1932) work on story memory, Propp's
(1958) morphology of the folktale, and Rumelhart's (1975) initial schéme for
stories, several story grammars\have been constructed to descrlbe the struc-
tural basis of story understandlng.- A major theoretical assumptlon of these
grammars specifies that memory for stories Is a constructive process, re-
sulting from the interaction between incoming lﬁfdrmatlog and pre-existing

cognitive structures, containing knowledge about the generic characteristics
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of stories. These structures or schemata, defined as a set of rewrite rules,
' influence the way In whlch a listener will break down Incom!ng story infor-
mation into its component parts. Thus, schemata aid the llstener by speci-
fylng the types of Informatlon and the types of loglcal relations which should
occur at varlous points In a story. “ It is then assumed that the listener can
determine whether any vecessary information has been omitted or whether the
correct Ioglcal‘relations haQe:been used to connect the various story components.
Thus, the major assumption underlying the description of a story schema is
that,cbmprehension of a story involves the use of an ideal story structure
to reorganize, represent, and retrieve incoming information. when:text struc-
tures do not conform to the rules specified by a story schema, theh readers
or listeners will attempt to transform the ihcoming information so that a
representation adhering mohe to the structure of an ideal story schema can
be constructed.l |

In several studies en story comprehension, stein and glehn have described
a story schema in detail and have presented evidence to support several hypo-
theses.concernlng the validity of a story grammar (Stein, 1978; Stein & Glenn, .
1977; Stein & Nezworski, 1078). These results will be summarized by pre-

senting a description of the types of story recall that should occur if a

harratlve such as Babar Loses His Crown were to be presented to adults and

children. In order to understand how a schema interacts with incoming stoty
information, a brief descriptibn of the process of analyzing a simple story
into Its component parts Is presented. Although BABAR is a complex multiple

epfsode story, the example of a simple story breakdown is representative
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of the process lnvélvgd in organizing information from complex stories such
as BABAR.

According to the Stein and Glenn (19771 grammar, the primary unit
- of analysis in a s»ory Is the category, and several categorles occur wlthin
a story structure., Each category refers to & spegifl: type of Informatl;n,'
and serves a different ffnétlon in ihe story. Normally, eact ‘tencewln a
story can be classified into a particular category. However, the\senténce'
is not the critical variable defining'ca;egsry membership. There are_ln-
stances 16 which the initial pnart of the sentencé/belongs to one category,
and thg latter part to a second caf;gory, depending upon the functional role
each portion plays in the stury. It should also be émphésized that a story |
category can ;ontain one statement or several such statements.

A story structure can be described in terms of a t?ee diagram Wchh
is a hie}archical network of story categories and the logical relations
which connect tgem. The initial division<;f a story consists of two parts:
.ka ;etting plus an episode structure. The setting begfns the story wi th
the introducfion of a protagpnist and normally includes information about
the social, physical, or temporal context pertaining to the development of
tae .episode. The setting Is‘not'part of the episode, as it is not directly
related to the subsequent behavioral sequence described in the episode.
However, information in the setting category may constrain the Eossible
types of behavioral sequences which then occur.

The remaining story infogmation in the episode consists of a sequence
of five categories: initiating event, internal response, .attempt, conse-

quence, and reaction. The initiating event category contains some type of
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event or action which marks a chango in the story envlronmcnt. The major
functlion of this .change Is to eyoke some typo of response from the pro-
tagonist . whlch is doflnod as the| internal rOSponse category. Internal re;
‘ sponsos can Include goals, \T$GCtlve states. and . cognltlons. and ;crve to
motivate & charactor's subsequent overt behavlor, Actions which describe
this overt behavlor are defined as attempts. A charaéteé‘s attempgs then
result in the dlrect consequence of a character's actions, marking khe
'attalnmnnt or non-attalnment of tho character's goal The ¥Inal categor;
is the reactlon which can Include a character 3 lnternal response to the
consoquence or broader consequences caused by the goal attainment. If the
"relationship between the setting and episode is ignored, it Is apparent
.that each category logically follgws the preceding one. Furthermore, .
‘acc05d|ng to the gramm;r. these categories ;IWays occur in a specific
'femporal order. )
There are several factors which alert a reader or listener to the
fact that one citegory has ended and another one begun7 Temporal markers
”isuch ;s '"One .day,"’ ”Suddenly,“'”Flhally;" etc. often §Ignal the.boglnnlng
"of-a new category, facllltatfng the breakqun of stories into components.
The semuntic content of a statement and the relationships among statements,

 however, are just as important in determining the division among categories.

- " From the previous description, It is evident that certain types of

information are always contained in the internal representation of an epi-
sode and that thehtomporal order of category information and the logical

connections between categories are also critical components of a story

iy
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schema. By using the rules described in the grammar, a set of predictions
has been made about the nature of story memory, with specific reference to
story recall. Although recall does not guarantee an isomorphic correspon-
dence to the underlying representation of story information, it does allow
an initial assessment of the types of story information thought to be mégt
critical in maintaining the semantic cohesiveness of the text of a story.
Therefore, the next two sections will discuss predlctlons concerning the
types of information most frequently reéalled, the types of neQ information
which will be added to a story, and the orde; in which story information

will be recalled.

a. Probability of Statements Occurring in Recall

< In past studies, it has been argued that‘several factors influence

the probability oé recalling individual story S;;Lements., A story statement,
in most instances, is equivalent to a single sentence in the text of a story.
The sentence, however, is not necessarily the critical component for defining
whether information can be classified into one or two statements. Rather

is is the function of the information within the context of a story that is
the critical determinant of the unit ~f analysis. Stories are basically
concerned with goal-oriented behavior and ideally consist of a sequence of
statements directly related to the attainment of the goal. Therefore, the
types of logical relationships existing among story statements in an epl-
sode are the critical factors in predicting the saliency of individual
statements in recall. In the story studies, accurate recall is defined as

the production of statements containing an extremely close correspondence

Qr
(N |




77

to the semantic cont;nt of the original story material. The syntactic fdrm
of story memory is less important. If the relatlonsélps among statements
are directly causal in nature and are rrlated to the character's major goal
attainment, then they have a high probability of being recalled. In recall,
then, certain story statements assume a more Iimportant role: than other
statements.

Two additional factors are important in predlctlng the sallency of
each story statement. The first factor concerns the semantlc content of
the statement. Although two statements may be causally related to one
another{ the [nformatlon in the first statement may directly imply the type
of Information in the second statement. In this situation, the recall of
the. second statement becomes unnecessary or redundant. A second factor
concerns how well a particular story statement matches the type of knowl-

9
edge acquired about the specific sequence of events being presented. .Often

two statements in a story will again be causally related to one another,

but the listener will recall a statement that is an Integration of both

statements, or a statement which contains information from which the actual
story statements could be inferred. Thus, the semantic content of a ;tate'
ment, as well as the type of relations among statements, affect the proba-
bility of‘recalllng individual statements.

In past studies It has been found that certain categories of informa-
tion were better recalled than other categories. The categories most fre-
quently recalled were major setting statements (éharacterf:ed by the intro-
duction of the protagonist), initiating events, and direct consequence state~

ments. Attempts were in the middle of the frequency distribution, while
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internal responses, reéctlons, and degcrlptIVe settings were infrequently
recalled. These results seem to suggest that statements:wlthln these
latter categories are elther.semantlcally redundant or not directly re-
lated to the protagonist's attempt to attain a specific goal.

The sallency of story information is also related to the organization
of story information into h[ghér order hnlts. ‘The églsode Is the main
psychological unit in a story structure. Just as there are different

)
types of relationships among statements within an gp]sode, there are also
~different types of relations linking the episodes of a story. fhe rela-
tionships among episodes also play a critical rolf in determining whether
story statements will be recalled. In}many stories, such as BABAR, there
Is one ovérrldlng goal stated in the first episode of the story. Thé re-
mainder of the story, then, consists of a number of episodes containing
;ubgoals that are directly related to the protagonist's desire ;o attain
the major goal. If an episode contains subgoals dire;tly related to the
major goal, it should be well recalled. However, there may be eplsodes
contained In a stofy which have only an indirect relatlonship or no rela- ) ,
tionship to the major goal. Because these episodes are ''empty'' in the

| sense éf being unrelated to the goal, they serve little purpose and are

readily forgotten.

b. Temporal Organization of Stories

The next set of predictions derivable from story grammar analysis con-
cerns the variables which regulate'the ability of a listener or reader to
recall the correct tempéral sequence of a given story text. Two categories

of results will be given.

c) / ."
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1) Within-episode sequences. |f the temporal organization of -a story
text corresponds to the structure described by the grammar, subjects will
have little difficulty organlz!ng Incomlngllnformatlon aﬁd recalllng the
tgmporal sequence of a story text. The data from several studies strongly
support this result. Even children as yohng as four can recall the cdrrent

temporal sequence of .a story text. However, when the text sequence diverges

from or violates the order speclfled'by an ideal form, listeners have dif-

ficulty malntalnldg the exact order of the text and reorganize the story
text in several dlff;fent ways. The reorganization of the te;t I§ repre-
sentative of a t;ndency to recall information in an idealized form corre-
spond ing m&re to ‘the structure described in the grammar than to the sequence
given in the text material. | |

The'type of reorganization that subjects will use during recall depends
upon: 1) what type.of story information occurs out of sequence in the text
structure; 2) the text distance of the information from the hypothetfcal
locaflon prescribed for it in an ideal structure; and 3) the relationship of
th; moved information to the new surrounding story information. |f the story
sequence in a text is altefed by simply reverslné the posftions of two ad-
Jjacent statements, subjects recall the story in one of two ways: they either
reverse the two statements so that the order resembles that described in an
ideal structure or they Insert a causal or te poral connector to signal the
fact that an inversion.has occurred. When the information in an experimental
text is moved more th;n one location away from its ''"normal' position in an

ideal sequence, different strategie§ are used. In this case, subjects either '

interpolate extra material to connect the moved information more
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appropriately to surrounding information or they delete the moved Informa-
tion altogether.

2) Episode organization. In many stories, there are two or three

-eplisodes whléh are sequenced in an arbitrary fashion suﬁh Fhat there is no

a priori r;a;on that éne episode should occur before another episode. There
is no direct causal relationship linking the two episodes. In this case,

the probabll}ty of a subject!s malntalnlng the correct temporgl order of the
1§plsode;'ln feball decre#ses markeJl;, Thus,  the fype of connection linking
eplsbdes.no; only predicts whether an episode will be recalled, but also

predicts the order in which episodes are recalled.

¢. Current Problems in Studying Story Cqmbrehenslon'

Although preliminary results Qre very promising for the use of & story
grammar to understand parts of the comprehension process, the important |
work in this fleld Is in an initial stage. There are several 1ssqes which
still need much more lnvestlgatlo&.

1) Encoding. ' To date, most of the studies completed on stories have
used only recall procedures. While recall is Iimportant in éssesslng memory
in terms of retrieval processes, this type of methodology does not directly
answer questions about the encoding process or the actual process of repre- .
sentation. Again, one of the major assumptions underlying memory for
stdrles is the proposed_lnteractloh between incoming information and pre-
existing operations and knowledge structures; it Is not clear at the present
time how the Interaction of these variables differs during encoding and re-
trieval. For example, Stein and Nezworski (1978) have shown that sub-

jects recall stories in a very specific type of temporal sequence and will

Ly




81

transform incoming information so that the order of output matches the
order described in an ideal story structure. However, these transforma-
tions mayjsééhf only as a function of the constraints placed on working
memory during ;etrleval. The underlying representation of the story may

be more complex and more representative of the pattern of incoming infor-
.hatlon. Both Mandler and Johnson (1957) and Steln and Nezworski (1978) ¢
have stated that altﬁough there may be similarities in the process of uszg
schahata durlnévencodlng and retrieval, there are also slgnlflcant'
differences. - .

One method of showing thevdlfferences between encoding and retrieval
processes is the use of recognition and probe procedures. Stein and Glenn
(1977) héve a?feady demonstrated that ce:faln types of st;;y information
(internal responses), infrequently recalled by children, are ve;y accu-
rately encoded (wh;n probe techniques are uﬁéd to assess comprehension).
Stein and Nezworski (1978) have also shown that although subjects re-
order stories containing violations of an ideal form, they are aware of the
’ fypes of violation occurring in the structlire of a text. Thus, during the
process of encoding stories subjects incorporate much more and different
information ébout the text.structure than they are able to retrieve.

2) Inferences. The difference between ghe encoding and retrieval of
stories also ralses questions about the actual structure of the representa-
tion of stories. One of the more important issues related to the compre-
hension of stories concerns the types of inferences made during the process

of encoding and representation. Story information often deals with moral

dilemmas where children continually make inferences about the acceptability

g
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of‘a character's goals, plans, and attempts to attain the goal. That is,
inferences are spontanéously made about whether or not a set of actions are
good or should have been‘berformed and Qhether or not the character Is seen
as good or bad. Inferences are also made about a character's personality
traits, affective state;, and perceptions about some of the story events.

Although stories sometimes explicitly state this type of iﬁforma;ion,
more often than not the reéder must make inferences about £hls information.
Because thése inferences are related to the way in which children apply
story information to their own problems and behavior, it becomes critical
to begin a more detailed investigation of this type of information..

"3) Semantics. The more general problem with e*isting story grammars

Is that tg;y do not provide a method for understanding the resulting repre=-
sentation of the specific semantic concept of a story. Although general
predictions In the Stein and Glenn grammar were made about information
sallence In recall, based upon the relational structure created among story
statements, these predictions.do not concern the specific content of the
story material. The development of a more encompasslﬁg model {s necessary,
laying out specific predictions ébout the recallability of each specific
story statement. Although we can show that causal relations among state-
ments and their relation to the character's go?l are Important.Athese
f;ctors do not allow enough specificity about recall.

A final Issue which needs investigation concerns the changes which
occur in story structures as a function of age. In one study on story

production (Stein & Glenn, 1977), It has been shown that story length and

+

-~
~
[
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the complexity of the story structure change as a function of age. Young
children do not produce certain types of stories (e.g., interactive char-
acter episodes, complex goal structures, etc.). It Is now necessary to

determine how these different structural characteristics affect comprehension.

4, Analysis of Expository Structure

The typeslof higher order cognitive structurg; used during exposlitory
compfehension have not Lee; described in as much de;all as those for stories.:
Al though Meyer (1975) ‘has specified some of the types of information that
occur in expositions, shehhas Aot proposed a general set of rewrite rules
which specify the typés of information that must occur_in certain téxts or
the relationships which must occur among the various typés of information.

Because there has not been much effort geared to describing the internal

rqpresentatidn of these texts, it is difficult to make an explicit set of . -

general predictions concerning memory for and comprehension of exposition.

\

a. Expository Description

¥
Although the structure of an exposition has many unique components when

compared to story structures, thqre are many similarities between the two
types of structures. In order to illustrate these similarities, we ;ill
take exﬁosition and compare it to the st;ucture of a story. First, In

a '""Definition Expositipn,” there is a major purpose iﬁherent in the text.
That is; the purpose of texts which define.a notion is to transmit‘specific
information about lf to a reader. There ire several additional assumptions
which neéd to be made if we accept the initial one.

when information is transmitted to a listener, we must also assume

that there is a purpose for the transmission of such information. Normally,

e
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a reader has a specific set of reasons for wanting to learn about something.
He is not only concerned about ‘the unique des#riptive'characterlstlcshof

an object, but he Is also cbncerned about the fungtions/and uses of an ob-
Ject. These'factors cannot be ignored in describing the characteristics of
an exposition. There js purpose, directionality, and a cohesive structJre

~

underlying a definition exposition.‘ )
In the first part of a definitionhexposifion, labelled the generic de- -
scription category, two types of information could be included:
[) the defining featureg of the object
2) a similarity continuum, defining the object by cémparing
its features to objects presumed to be already famiifé(\
to tﬁe reader. | b \
The defining features of the object are a critical part of the text and can-
not be omitted. The representation is defined as a list of features which
characterfzes\the objeét and differentiates it from all other objects. "
When the purpose of exposi;ion is to provide new information, the second
category of information, the similarity continuum, is often introduced. One
of the major purposes of this category is to enable the reader to use pre-
existing Bnowledge structures to encode and construct a representation of the
new information. . By providing information which shows both the similarities
and dlfferenceswto knowledge ;Iready acquiied about other objects, a new re-
prgsentation can be constructed which incorporates some information from
other structures b;t not all of the informatioﬁ. Thus, not surprisingly,
this. portion of our hypothesns bears similarities to the processes and re-

»

presentation proposed for the comprehension of a metaphor (Miller, 1979) .




' 85

The types of structures proposed for encoding expository information are
- also sfmllar to.those prOposed'ln Rumelhart and Ortony (1976).
The inclusion of the second caﬁegory of information mav be dependent ¢
“upon how much information the reader already has acquired about'simllar
types of objects. It the subject's pre-existing knowledge ls eitenslye,
then Inclusion of tnls categoEy in the text maf be'necessefy so that the
~definition features attributed to the object can be instantiated correctly.
If slmilarltz-dlfferentiation Informetlon~is not lncbuded, subjectS‘may have
: al tendency to overgenerallize from thef:nowledge“they already have, and in-
correct features may be attributed to the ooject. If pre-exlstlng knowledge
is not extenslve, then the detfning features'may be remembered without this
type of informat{on.

,

The relationship or logical link between the first two categorues can

i

be characterlzed as an enabling relationship. The descrlptnon of ‘the de-
- : . Ty -

fining features ENABLES the reader to initiate a search for knowleoge or

information similar to or dlfferent from the specific entity being described.

The third category, functional consequence, Is initiated as a RESULT,

. of encoding specific features about an object. In the DESERT text, the tyoes

of consequences which folloW\*fom the object description, .are negative in na-
. ture, signlfylng the harm that can occur to all forms of Iife without the .

existence of water. However’, in many texts, the type of object being de-

fined can also be conceptualized as flnst haV|ng positive consequences asso-

ciated wnth its function. The type of consequences first introduced in an

» exposition should be a function of the knowledge alrecady acquired about

.

N SIS
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similar types of objects and their defining attrfputes. These predlcglons as#l
sume that readers automatically méke inferences about either positive or nega-
-tive functions of an object: That is, there is a valence implied in the de-
scription ofigenerlc attributes, and the quality of this valence will deter- '
mine whether posltlve‘o?~n;gatlve conséqy;nces are stated first.

If negative éonsequénce category Is g!ven, the category following thlg
should be a PREVENTATIVE ACTI&N category. The inclusion of this category as-
sumes that the ilstener has specific sets of expectatlons'such,that he he-
sires to know about a specific type of end state when acquiring new informa-
tion about an object. This assumption is similar to that proposed by Heider

/

and dlscussed by Abelson, Aronson, McGuire, Newcomb, Rosenberg, and Tannenbaum
, .

(1968). Thus, the inclusion of negative consequences should cause the reader 7
, .
. , to Infer'preventatlve actions to neutralize ~ .negative consequence state.
The fifth category, positive or neutral consequences of an abject func-

tion, is the last category In this structure. The relationship of this cate-

h]

gory to thegprevlods‘one is an AND relation. It Is, assumed that the state- /
l : , /

ment of neg?tIVe consequence and preventative actions does not CAUSE or EN- '/
ABLE the statemenf of posltlve‘consequences Thus the relation between the/
two consequ*nce categories must be deflned‘as an AND relation. It should

be noted, h&wever, that the structure of knowledge about objects probably
contains information about both types of consequences; and there may be/an
underlying set of relations, not specified here, which allows the reader to

\
make spontaneous connections between the two opposite types of states.

B. Discourse P[ogertles | ’ /
g%itnes

This sgctlon describes a number of text-level discourse pro

which have characteristics which may affect reading comprehension.

C‘ . | ‘ | | . .. .‘) ;
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Part 1 consists of a general discussion of information structures which .
are posited as scaffolding for the erection of a model of the worid of the
discourse in a representatlon of the comprehension process. Topic-comment

organization and story grammar organizatlon are both treated and discus-

. v

sion is included of their relation to each other and of their relevance to . .
different klnds“of texts.
Part 2 is a brief survey of %ome of the rhetorical devices used in; -

texts to emphasize and de-emphasi}e, or foreground and background, various 5

‘ ‘ : ' I
kinds of information. A varlety of syntactic devices are discussed i '
{

I
which refjle \ct the narrator's or a character's point of view, or which re- |

\‘ ’ : I3

flect thelparrator's attempt to influence the reader's. perception of events

*

describedsﬁ
Part 3 contains discussion of three major text-connectyve devices:

i

scene-settlhg devices, conjunctions, and anaphoric devices/

1. Information Structures . /

There has been a great deal of interest recently in the '‘notion of -

information conveyed by a sentence, how information is conveyed, what its

form is, and whether the structure of a sentence or discourse is dependent

on or reflects the,iﬁformation communicated. It hes been postulated that
‘eomprehension of "text’ depends crucially onthe:ab!lity of the reader to match
up the text with an appropriate organization withip which to interpret it.

In this section we‘examipe a number of the terms used in the description of |

lnformation structure schemata, and evaluate the feasibility and utility of

"

applying them to a complete text such as BABAR or DESERT.

[




c

88

Let us begin with the notion topic. Some authors use this term to

mean discourse topic, or what a discourse Is about. Other authors use it

to mean sentence topic, or what a sentence is about. Topics are somet imes

considered to be unexpressed propositions which characterize '‘aboutness'’ of
a discourse (see Keenan & Schieffelin, 1976). That Is, throughout a dis-.
course, topics are establlshed,‘and any given sentence will be related to
the current discourse topic or establish a new topic. There do not seem to
be any good tests for this kind of discourse topic, and, as we will see
below In a partial analysis of topic in BABAR and DESERT, the notion 'dis-
course topic" still needs quite a bit of refining. According to other
scholars, topics are syntactic elements. These topics are elther §u;face
constituents In some languages (see LI & Thompson, 1976), so that the basic
surface structure of sentences Is [toplc-éomment], as In Lahu, Lisu, and
éhlnese, or they"appear as nodes in a semantic representation that may or
may not be syntactically realized (see Gundel, 1977).

Another term used by some‘text-structure theoreticians Is theme. This
Is used variously to mean 1) the‘polnt of departure of a sentence, i.e.,
the element that com;s first In the sentence (see Halliday, 1967); or
2) those elements in the sentencc that are already -within the hearer's or
reader's sphere of knowledge, i.e., information that‘has already been
Introduced to the reader or hearer by the writer or speaker (see Dane§, 1974).

Another set of terms is given and new information. Given information

Is used to mean the information the speaker believes to be present in the

(short-term) consciousness of the hearer (see Chafe, 1976), or what the

' speaker believes to be recoverable from previous discourse (see Halliday,

1967) .
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‘Chafe (1976) proposes as a distinct term, known information, which he

takes to be those elements that are subject to definitization in a sentence.

Kantor (1977) suggests a concept of degrees of activatedness of information

in the consciousness of the hearer or reader to explain fhe degrees of com-
prehensibility of various referential expressions, e.g., pronominal, demon-
straLive, definite, definite wlth'adde& deserlptors

A major problem with almost all the studles referred to above is that
they give no methodology for the.the analysls of texts in general Indeed,
the analyses used to exemplify the theories are usually restricted to crit-
ical texts composed of between two and six sentencesl As a reﬁult, we find
the varlggs constructs to beidifflcult to apply to actual texts |ike BABAR
aed oséear.

To illustrate, let us take the notion of discourse topic. The notion
itself seems quite transparent, i.e., that the discourse is at any point
about something, someone, or some event. But notice what happens when we
try to apply this notion to our texts:

Title: Babar Loses His Crown

1. The Babar family is going to Parls
(what is the discourse topic? Perhaps that the family is going
to Paris.)

2. Everyoee is packing bags.
(This sentence describes what is going on in the illustration.

Perhaps the topic is what the family does to prepare to go to

Paris. But this does not seem very satisfying.)

3. Here are the children--Poﬁ, Flora, and Alexander.
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h. Here are Cousin Arthur and his friend Zephir, the monkey .
(Introduction of actors; the discourse topic ﬁlght be charac-
terized as 'the Babar family' or 'who everyone is'.)

5. Queen Celeste and King Babar pack their crowns.

(More introduction; the toplic is 'wbo everyone is and what they
are doing towards getting ready’for the trip'.)

6. Babar puts his crown In a little red bdy.

(Topic is 'what Babar is d§lng towards preparing for, the trip'.
The most interesting fact about this sequence Is thﬁt It focusses
on Babar's crown and the little red bég,'which becomes very im-
portant to the story later on. Thus, the function of the sen-
tence, i.e., to foreshadow the future action Is what is important
here. The topic is not terribly revealing.)

7. Now the Babar family is on the train.

(Topic is perhaps 'the Babar family's trip'.)
8. The train is coming into Paris.
(Topic is still 'the trip to Paris', with pgrhaps a subtoplﬁ
'trévelllng by train'.)
9. "I will show you everything,' says Babar.
10. "You will love Parls."
(What s the topic here? Perhaps still 'the train trip to Paris'?)
11. Now they are off the train with all their bags.
(Sets a new scene; perhaps topic Is still 'the trip to Paris'.)
12. The Babar family is waiting for a taxi.
(This is a continuation of the action; the topic might be charac-

terized as 'the family in Paris'.)
0
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)

We could go on through the entire story with ghese rough descriptions
of what the sentences are about. However, all we would have is what the
sentenqgs are about, according to our Int&ltlons, Q}thout any.methodology
to tell us how to direct such intuitions, Furthermore, It would not- tell

us anything revealing about how this:notion contributes to the process of

. constructing a coherent interpretation of a text.

&

Rather than a strictly intuitive approach, we could perhaps employ a
methodology of "filling in'" the mlssing inform: fon which, it might be:
maintained, will provide the topical connectlon.between sentences. For
example, we might try to turn the story into one. or more long sentences:

1. The Babar family Is going to Paris (and toward this end,)

2. everyone- Is packing bags.

. This will become awkward to do, however, when we encounter direct discourse,

as shown here: @

7.  Now the Babar family is on the train, (and as for this train,) -

. 8. the train Is coming into Paris, (and with respect to Pa{ls,)

9-10. "'l will show you everything,' says Babar. ''You will love Paris."
g

Now th]e'such marking of the relationships is possible, wevaré faced with
at least two problems. First, we must have.a set of'crlterLa whereby the
marking of‘the relationship is done by some speclf;ed procedure, go that any
investigator will arrive at the same relational phrase. Secondlf, we will
want to be sure that the relationships that we are marking are relationships
of topic, rather than something else, say, logical relationships between two

sentences. Finally, we must also be able to Indicate that sentences |ike

Babar's direct discourse in 9 and 10 are somehow sub;ldiary to the main topic

1yo
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of 'the family going to and arriving in PQfls?. For this we need at least
a hierarchy of topics apdnsubtoplcg. We lack a m;thodology for performing
such an analysis at present. | -

An analysis of discourse topic in an expository source | Tke DESERT is

somewhat more intuitively satisfying, as shown in the following fragment:

1. What is a desert?.

L3
©

- (Thls sentence sets thé major topic, ' the desert'.).
2. You think at once of a place without water.
3. You would think that the desert does not have enough rain for
things to grow. ., o
(The topic here Is 'what Is generally felt about deserts' The
/. author Is uslng these sentences as a device for lntroduclng his
o maln thesis, which is . . .) . . N
| b, Yet there is life in every desert. ' ' ’ - ——
(This sentence quite clearly is the topic sentence of ‘the text.)
5. Plants, animals, and people live there. “
(This sentence has a tOplc 'there is life In every desert'. It '
sets the structure of the text to come, i.e., It introduces the =
subtopics of 'plants, animals, and people in the desert'. This
sentence Is a statement of support for sentence b,)
6. How can this be?
7. If is a wbndefful story.
(These sentences clearly relate to the topic 'there is life In

the desert!' but how, exactly, we have not yet been able to charac-

terize.)

[




NEW PARAGRAPH

8. In the desert It may not rain for five years.
9. Then one day a storm comes. |
10. A heavy rain falls. | .
(A11 three of these sentences should probably be taken as gne

topical unit, setting the scene for a new subtopic, 'plantj in
the deserf.') |
1. Alégét once the desert is covered with green grass.
(Topic Is 'how plants manage to live ia the desert.')
12. You can see many‘small flowers.
(Parallel to sentence 11.) :
, 13. They grow very fast.
. In one Qeek they go from seed to fléwgr and back to seed.
(Elaboration on sentence 12; the subtopic here is 'flowers
- . in the desert.')
15. Then the seed liés in the sand, perhaps to wait ayother five years
for rain.
(This sentence continues .the action from 14; the topic is stlil
'flowérs in the desert,' but it also makes_a back-referencgnto .
the beginning of the paragraph, sentence 8, to tie up the para-
graph quite nicely.) |
The analysis of DESERT in terms of topic is somewbét more satisfying,
for we can more readily identify what each of the sentences is about and
how they relate to the exposition as a whole. Does this mean that the

notion topic is applicable to descriptive discourse, but not to narrative

discourse? Possibly. Accepting an affirmative answer to the question n"leaﬁns
’
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that ecceptlng topchas a llngulstlc construct entails that we take the °
view that different genres or text-types are constructed of different kinds J-
of basic constructs. in el ther case, a nenrlntultlvewmethodology is still.
ﬁecessary betpre this sort of analysis can’be taken seriously.

It might be supposed tﬁet an analysis in terms of themetlc (or given)
and rhematlc:(or new).lnformatlon might be more Iinsightful for narrative
texts such as BABAR. Some theories, especlally those of the Prague School
linguists, e.g., Dane¥ (1974), propose that we can identify those elements
in a sentence that are ol?\or given or thematic information as those ele-
ments that can be assumed to be known to the reader from previous context.
Following are the results of an attempt to apply thls notion to the first
five sentence of BABAR. 01d (known, given) Information is represented ln

braces.

Title: Babar Loses His Crown

1. The Babar family is going to Paris.

2. Everyone is packing bags.
(Here, it is debatable whether 'everyone' should be marked as :
known informatlon. | f we make the assumption that the Babar "
family copsists of individuals, then we}mlght say that one coeid
infer the existence of these individuals, and so, 'everyone' is
in some sense known to the reader. On the other hand, the reader
does not necessarily know that it will be the entire tamlly that
Is packing, and so'the known information might be claimed to be
the semantically ellipsized 'of them.' Haz the sentence been

'Every one of them is packing bags,' then we would have marked

'them' as known.)

Loy




. Queen Celeste and King Babar {pack} {their} crowns.

N

Here are the chlldren--Pdm, Flora and Alexander.

o Here are Cousin Arthur and {his} friend Zephir, the $Onkey:
(What about the phrase 'the children'? ‘Given 'family,' one .can
~ infer "possibility of children' at least. So, in a sense, “th;
children'' might be characterized as 'known,' al though there is
© no prior mention of they. In sentence 4, we can mark}'hls' as

known, since its referent has just been introduced.) .

-

(*Babar' is mentioned in the title of the story. It might appear
{

 that we should then mark-thls element as ''old,' but we can also9
make the sase that having read the title, the reader does not

necessarily know ﬁho'Babar is, or what Babar is. Therefore, we

do not mark this element as old information. The possessive 'their'

I's marked for the same reason as 'his' In sentence 4. The verb

'péck',may be marked as some sort of.old Information, since the
reader knows from sentence 2 that everyone Is packing bags. But
vverbs, unlike nouns, do not refer. This immediately raises dif-

.flrult[es'of aai{zsls, f;r the term "information' is a rather
nebulous one. Does It refer to concepts, or propositions, or what? !
There is clearly some ddded cohesiveness to the s;ory with the
knowledge that Babar and Celeste are packing, since the reader

'knows that everyone is pack?ng,'so perhaps it is reasonsbléﬁ:o
consider the notion of "packing as old information. But what s

the nature of this old information? What does this claim commit

us to saylng about the representation of llngulstlc structure or

about the psychological processes of the speaker?)

N
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-
.

As we’hope is evident, the characterization of ‘terms like old or given
" ’ L] F
information and the methodology for their assignment to text elements is
entirely inadequate to the task of providing a reproduceable analysis of a .

complete natural text. The whole notlon of old information was proposed to

-,
3

" accolnt for the fact that in é number of Slavic languages and other languages
of the world, word order that had been thought to be tree (i.e., major sen-'
~ tence constltuunts could be arranged in most any order) could be seen as con-
strained in discourse by the character of the information comhunicated accord
ing to . the principle:~>‘old informatin first, new information last.' So,
for example, sentence 5 of our discourse when translated into a slavic lang-
uage like Czech might have’had the constituent order Verb-Subject-Object,
since pack' is termed "old information." But in a language 1ike Englush .
where the restrictions on word order are much more stringent, it is not at
all clear what the concept of old or known information can contribute to our
understanding of; the structure of sentences, the structure of texts, the g -
structure of English,)or the st::fture of knowledge.

Perhaps if the notion of old information were clarified and refined, we.
'might find that the ratio of new information to old information in stories T

’

should be lower for une level of reading ability than another, but with the
present state of the art, we find ourselves incapable of even beginning such
a study. Most linguists beiieve that there is something to the concepts of

topic and information structure, and - we would propose continuing research

in this area with an eye toward tighten.ng up definitions and methodology.
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2. Rhetorical Devices

a. Introduction ' , ' - -
| This section contalins discussions of a number of sy;;q;tlc'devlces
exploited In-texts to Influence the way Informaf!on céﬁtalned in the text ;

'wlll-ge appreciated. Some of these, like the varlous (usually preposing)
devices which in narrative texts indicate that the narrator aécrlbes p;r-
vtlcular importance to the events or individuals aescrlbed, ﬁay help the
reader ko‘gnticlpate events or types of events, aqd reconstruct the struc-
ture of the text. Oiheqs, such as rhetorical questions and interjections
11ke ""Poor Babar!' which have forms which ifiicate that the narrator Is
addressing the }eader personally, may have motivational functions, All of
these specuiated functloﬁs are amenable to experimental verlflcatlon,»thg_
results of which could be applied almost lﬁmedlafely‘ln the writing and

“ editlng of basal reade?; ana éther texts intended for reading .instruction

and reading Improvement. o . -

b. Some Examples from a Narrative Text

There are a number of places in BABAR where the author shifts from his
standard detached and unbiased narration. Tagging each of these with labels
would be premature, slné§ the data to be discussed are mostly one of a kind.

Further study of real and made-up texts needs to be made to see if any

generazlizations will obtain. Here, however, are some of the passages and

some rough characterizations of them which identify devices meriting further

(2

attention.

(93-98) But Babar can't eat. He Is thinking about his
‘crown. He needs it tonight. He must wear it to the
opera. He fears his crown is gone forever.
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98

The author is clearly speaking as If from inside the character's head/hore.

“.fﬁe third and fourth sentences especially might well have been-quotes,. i.e.,

~

" Babar thinks, | need it tonight. | must wear it to the.opera.!! Nowhere 1n
BABAR is there any'thought-quotatlon. This seems to come clasest.

(84-88) The Babar family circles around him. Babar says, -
'""Ahem!'' The man looks up. He s not the Mustache-man at
ali. "Oh, excuse us,' says Babar = . .

-

The third sentence is lnteresting because of th phrase at all. AgaTn,,ghe
narrator is speaking from the protagonists' point of view. - The phrase at
. ll Is oral syntax, and reflects the expectations of the speaker. A more

neutral description of the scene would be aqcomplished by something like

He Is not the Mustache-man or He turns out not to be the Mus tache-man.

Linguistic forms which reflect speaker's- attitude are ogrvasive;“eveq:in
English. Analysis of the rhetorical oxploitation of such forms would be
greatly afded.by euen a preliminary dictionary of such forms:
A final example: |
(115-116) Poor Babar! His crown is lost again.
’lThls is clearly a plea directly from the narrotor for sympathy for Babar.
Also, the use of the word 'lost' reflects his taking Babar's poiut of view
in a subtle way. Previously, 'lost' was used only in-direct quotation of
Babar. Here, instead of describing Babar's thoughts, as he previously dld
in sentence 98, ""He fears his crown is gone forever,'" he takes Babar's point

of view, and simply speaks of the crown as missing, as if it were bis own.

3. Connective Devices

This section contains discussioas of three important elements which

function to weave the threads of discourse in a text into a coherent entity.

.

[
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These are 1) scene-setting senteqce;j which serve to mark the bgqndaLfes of
units of text defined by physical location of characters; 2)'conjunctlons, f’ﬁ
which specify rélations between the claUSes:they Ihtroduce and other clausqsf
or larger chunks of text; and 3) énaphor]c dev]ce§, which relate“refereg?;s

to Indlvldua}s within #hé’text,.subjeét to a.set of often subtle congtfalnts

which interact in wayx‘that are not yet entirely understoad. //

4

All of these devices may affect comprehension by making it more or less

difficult for the reader to reconstruct the structure:of ths/iext, so that he or
: : >

she will be ablé!;o.berform such processfng tasks as are pécessary for a full
' /

appreciation of the text, e.g., forming expectations as/to what will come next,

/

* picking out relevant details in what he or she is pndcesslng or has just pro-
. P .

'bé:sed,.etc. dnce it has been ascertained exaét}y”bow the devices reflect
and signal information aboqt structure and otbéﬁ qlscourse-level properties,
Itgwlll be pp;slble t6 evaluate texts wlth/rggard to them, and to establish
how much of a factor they actually are [ﬁ/determlnlng comprehenslon. This

done, there may be implementable implications for the writing and editing of

texts at all levels. )

’
7/

a. Scene Setting

In this segtion, we examine the syntactic.and lexical markers of dis-

course structure which signal scene-séttlng sentences. The purpose of such

sentences Is to locate the new scene or episode in time or space. To see

what kinds of generalizations could be made about.the linguistic form of

such sentences, we picked out those sentences in a narrative text (BABAR)

which denoted a new location or time for the main characters, i.e., the Babar

family. I|f the story described in detail how the family got to a particular

102
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Iocatlon‘ai'tlme, then apy sentence mentioning this location or ti~s was
not lncluded.  Following are the sentences that we Identlflfd as scene
setters on the basis of the contribution of their semantic content tg the
development of "the narrative:
7. Now the Babar family ls‘on‘the train.

11. Now they are off the train with all their Bﬁgs.

17. In their hotel room, Celeste opens all the Sags.

32. Sonout they go, looking: for the man wlt: Babar's bag.'

35. Now they are up In'the Eiffel wae(.

40. A boat .Is ready to take off. R

éé. Arthur is standing in th; sun to dry his clothes.

87. Now it is noon.

104, The Babar family Is In two taxis.

137. Back In their hotel room, they say goodnight to the children.

g : g

;h3. They arrive at the big opera'house,; : \‘

It turns out that many of these sentences have one or moré%éYntaétlc.or lexi-

cal prdpertles which make them natural candidates for a scene-setting func-

tion. Sentence 7, 11, 35, and 104, which locate the characters at a particu-

~

lar place, are all of the form Now Subject be Prep. Location. |In addition,

sentence 32 '‘contains a directional adverb or preposition which Is brought to

the beginning of the sentence. Sentences 17 and 137 contain what might be

called thematic adverblals or locatives, preposed phrases in the sentences

which serve to locate the action In time. Sentences 68 and 143 contain the

verbs arrive and stand, which might well be classified as scene-setting verbs.

Notice that either ot these verbs can occur after there, as in There stood

1oy
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t

three men on the beach or There arrived a swarm of bees just as the summer

ended. Finally, we have sentence 87, Now it is noon, which explicitly sets

the time of the scene.

Each of these scene-setfing sentences, then, appears to have one or more
markers characteristic of scene-setglng. Further research ls; of course,
required before we know whether sentences with these syntactlcnpropertlei
necessarily serve a scene-setting function, whether what we have classified 1

as scene-setting has any psychological reality, and what other linguictic \

forms may serve a scene-setting function.

b. Conjunctions

-

Conjuncflons play a crucial role In pra91dlng the reader with informa-
tion both about the story structure and about the story content.'vﬁe present
ﬁere a brief list of the categories qf conjunctl;ns that we have found tn
one narrative text, BABAR, and a dlscﬁsslon of what w§ believe to be thelr
lmpoftance to discourse analysis and dlséourse undefstandlng.

We omit any discussion of conjoined phrases, e.g., as ln.the sentence

Here are‘Cousln Arthur gnd his friend Zephir, the monkey, since these do not
affecf the text as a whoié'and are strictly sentence-internal conjunctions.
Conjunctions between clauses of the same._sentence are Included, since the
two cl;uses could be considered as separate sentences for analyses on the
level of individual propositions.

The most frequent conjunction in BABAR is but. Sentence-ln]tlal But
must be distinguished from the use of Eﬂé to conjoin parallel clauses within
a sentenée. The latter usage introduces a clause whose content is contrary

to the expectation that the writer intends to be generated in the reader by

Lo
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the preceding clause or clauses within the same sentence. Sentence-initial
But makes a similar coﬁtrast, but not between the follpwing clause and the
one immediately preceding it, which is in a different sentence, but between
the following clause Pnd some proposition at a higher"level of discourse.
This proposition may be a stated one, or one which is merely intended to be
inferred from what is stated somewhere in the preceding discourse.
We begin our analysis of some of the éonnectlve functions of but in
BABAR with an instance of sentence-initial But:
(30-39) (##13) "I need my crown!' says Babar. 'l must weﬁr it
tonight!'' '"Don't worry," says Celeste. 'We'll find that Mustache-
man. We'll look all over Paris till we do." "
(##14) So out they go, looking for the'man with Babar's bag.
'"He may be up in the Eiffel Tower,' says Celes;e. Al vlsl;ors

to Paris go up there."

(##17) Now they are up in the Eiffel Tower. But the man with
Babar's bag Is not. '

But here marks the.fact.that the family expected to find the Mustachke-man
in the Eiffel Tower and, contrary to their expectatlons,.dld not fjnd him.
The expectation that the man would be there was created by Celeste's state-
ment, ''He may be ﬁp in the Eiffel Tower,'" and by the fact‘that the family
did indeed go up in thé,Eiffe] Tower. (Note thét no explicit stagement that
the family went up in the Elffel Toqgr for the purpose of finding the
Mustache-man is made--this must be infer;ed by the reader.)

The next occurrence of but follows the previous discourse; i.e., on
pages 17 and 18 we read: |
V‘ (38-42) (##17) Now they’are up in the Eiffel Tower. But the man
with Babar's bag is not. ''Look at the boats down there!'' the

children shout. ''Let's go for a ride."

(##18) Babar Is sad, but he goes along.

11y
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The interpretation of the clause-conjoining but here requires quite a de-
ductive chain. To fully comprehend this sentence, the reader must assume
that when one is sad, one nenerally does not feel like doing something

that is enjoyable, or perhaps that when one is sad, one does not feel like

being around other people. Now with this as a cultural presupposition, the

reader must have the world knowledge that taking a boat ride Is supposed to
be an enjoyable thing. An instantiation of the general cultural presupposi-
tion, then, leads to an understanding of why Babar's going along for the riae
is contrary to the expectation of the probable béhavlor of Babar, given the
knowledge that he s sad.

The next occurrences are in the discourse from pages 23 through 27.
(54-70) (##23) The boat does not stop. So Arthur dives off.
"i'11 catch him," he cries. ''lI'l1 catch that Mustache-man!'
(##24) Arthur climbs out of the water Just as fast as he can.

He Is all wet. He sees the man with the bag. (##25) ‘Arthur
calls to him. But the man does not hear him. He is walking
away. (##26) Arthur runs after him. He waves. He yells,
\Come back, Mister! You have Babar's crown!' (##27) But
now the man Is on a bus. The bus goes down the street. Now
the Mustache-man is gone.

The occurrence of but on p. 25 is simply a contrary-to-expectation <onjunc-

tion, which could have Jjoined the clause containing it to the preceding one

in a single sentence. Thé second occurrence, on page 27, is somewhat more
complicated. But is contrary to expectation, but it is also combined with
now to signal a change in the temporal setting. This but does not crucially
refer to the proposition that the Mustache-man is on the bus, but rather to

an inference that Arthur has failed to get the Mustache-man's attention and

stop him from going away.
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The next but is different. On page 28 we find:

(71-75) Arthur is standing in the sun to dry his clothes.

Suddenly he sees the whole family. They come running toward

him. "I'm so glad to see you,' he says. 'But the red bag--

it got away." ' :
Here we have a but of contrast. Arthur has stated that he is glad to see
the family. This is a happy event. Now he must tell the family the sad
news, that the bag got away. Notice that we cannot view this but as con-

trary to the expectations of the family, for If that were the case, Arthur

should have been able to use a discourse-initial, "But the red bag got away.'

Yoy
XY

But this sentence would be anomalous in context. Rather, we must see the
conjunction here as contrastlpg the happy with the sad.

It Is also very interesting to look ét those contexts where but could
be used and Is not, and also-thoge contexts which would be Incomprehehslble A
without the conjunction. ™ |

We find one case In BABAR where the“gonjunction but would fit nicely,

but Is not used. This Is in the discourse on pages 20 through 23:

(47-54) (##20) Suddenly Zephir shouts, '"Babar, look! Up on
the bridge! The Mustache-man! He is there with your bag!"

(#4#21) The children all shout, ""Captain, stop! Stop the boat!
Let us off!"

(#4#23) The boat'does.not stop.
But would have fitted quite nicely as the fffst word of the last sentence
here. The situation is perfect for a contrary-to-expectation conjunction.
We might wonder whether the facf that the conjunction is not present hinders
comprehension. : c k

In the sentence that we have looked at above, Babar Is sad, but he goes

along, the conjunction must be included. The discourse would be decidedly
. Y '
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odd if the two clauses were made into separate sentences with no text con-
junctlon uniting them, I.e.,

"Look at the boats dow" there!'' the chlldrdn shout "Let's
go for a ride ,

Babar is sad. He goéé élong.
iThe last two sentences seem entirely unrelated wltho%t the conjunction.
Clearly a lot more work needs to be done botﬁ on the comprehens’'on of sen-
tence connection with and without conjunctions and on the theorgtlcal lin=-
‘quistic aspects of when conjunctions are required by the grammar and when
they are not. This as an almost evcirely uncharted area.
Another interesting kind of :ext conjunctlon Is one we call ; topic

connector conjunction. The sole example in BABAR Iﬁ on page 52:

(134-137) Sadly they come up from the sub&ay. Babar says

nothing. He.is very, very sad. -And the children are very

tired.

The last sentence here i's ‘the one of Interest. The reason it Is of such
3. » . \ ’

great -interest Is that it really does not relate to any of the previous

discourse. The Babar family has been chasing the elugive Mus tache-man qll

overuPéfis and has lost him oﬁce again in the subway. . The topic at the be-

ginning of %age 52 is clearly ‘Babar's feelings. The conjunction ggg:bf the . °

final sentence serves to unlte.the final sentence with the previous state-
ments about Babar by refocussing the topic from Babar‘s feelings to feelings
of 'the protagonists in.géneral. Notice that the discourse would sound l;sgw
connected wlthout the conjunction, i.e.,

Sadly they come up from the subway.. Babar says nothing.
He is very, very sad. The children are very tired.

The function of the conjunction and is perhaps one of forcing the cohesion -

of topic within the same scene.

/
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Now and then, which are traditionally considered to be temporal adverbs,
may also be seen as kinds of topic connecting or topfc establishing conjunc-

~tions. Now, especially, functions throughout BABAR to convey the Informa-

tion that a new scene or new event Is about to be Introduced. It typically
~introduces a sentence which describes the accompanying Illustration. With-

out the illustrations, rather long chains of inferences are required to
[ 3

connect half of the sentences beginning with now with the preceding dis-

AN

course. Some examples: h . \ ‘ "
.

: : N\ .
(5-8) (##3) Queen Celeste and Kinnggbar pack their crowns.
Babar puts his crown in a little red bag. .

(##4) Now the Babar family is on the train. The train is
) coming into Paris.

The inference must be made that the Babar family got on the train.

~ (36-40) (##1%) '"He may be up. in the Eiffel Tower," says
. Celeste. ''All visitors to Paris go up there."

(##17) Now they are up in the Eiffel Tower. But the man
with Babar's bag is not.

Again an inference. that the fam[ly Went ﬁp in the Eiffel quer:must be
made. Examples like these occur at the beginning of scenes.

) Thé other ggé'Svare more;diffipult to analyze. For exaﬁple; we see on
pages 26 and 27:

. (64-70) Arthur runs after him. He waves. He yells, ''Come,
back, Mjster! You have Babar's crown! ~

But now the man is on a bus. The bus goes down the street.
; Now the Mustache-man is gone. "
, ) N .
The first now is a scene-setting conjunction, descriptive of the illustra-

tion and requiring an inference that the man got on a bus. The second now

is different. It reflects the point of vie?fg? the episode-protagonist,

o B l ’rj : .V ‘ .

o~ g
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Arthur. whereas‘the h}lustrat1on-descrlptlve, ;cene-lntroductlon now refers
to the présent relative to the reading of the ;tory (that is, It refldéts
the language a narrator would use If the story were being told or read with
the illustrations as cues), this gg!.refers to the present time relative to
the event being described.

‘ The conjunctlon then provldes us with some Interestlng prhpertles as
well.' It appears that thls conjunctlon can be used to signal a change or
break-up in an aqtlon sequence. For examplej

(ll%-t23) They get out in. front of a market. ''| guess we'll
. have to forget about my crown,'' sighs Babar. So’the children .

begin to run and play. They race around. They hide behind
boxes. ‘

"Then they see another man with a small red bag. A1l ‘the
children rush after him. _ | ~

-

Notice that without the conjunction then in this discourse, the sequence Is
incomprehensible, i.e.,

So the children begin to run and play. They race around. ' o .
They hide behind boxes. They.see another man with a small
red bag. ‘

y

A parallelism is set .up here with sentences of similar.structure and length,

.

i.e., They race around. Thgxﬁhide behind boxes.., and so for the reader to

be able to appreciate the importance of the fact that the chlldren see

another man with a bag, the author must mark such Informatuon as not on a

par with the preceding sentences.
Much more work, both theoretical and experimental is necessary before
we will be able to describe when or where this kind of marking is required

/

to facilitate comprehension.
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c¢. Anaphoric Devices

A major cohesive device in any text is that of anaphoric reference, or

the reference of a noun or noun phrase to some previous mention of that Item.
The simplest forms of anaphora are those of coreferential nouns or pronouns.
For example, in

(5-6) Queen Celeste and King Babar pack their crowns. Babar
puts his crown in a little red-bag. :

Babar in the second sentence refers anaphorically to the phrase Klng-Babar'
in the flfst. ﬁlg in the phrase hI; crown also refers to Babar. These ana-
phoric references are ubiquitous in every kind of text. That is, we typi-
cally find pronominal references following close behind their refgrents.

There are in the texts we examined, however, a fair number of anaphoric
references that are not so ;tralghtfo}w;:a. In this section, we will give
some representative examples of these and discuss them in terms_of ;he

problems such uses of anaphoric devices may pose for comprehens?dh.

1) Reference analysis. One aspect of discourse that can be stud!ed as

part of a text analysis program concerns how characters, objects, events,

places, etc. are. first introduced into the discourse and then later referred

té;anapharlcally in terms of either a definite pronoun or a definite descrfp-
tion.z Such an analysis can provide the data needed to answer many inter- .
esting questions about a text, lnc]gdlng the following: !

a. What particular assumptions underlie the use of each .
definite description in a text and are those assumptions ' ’
justified? (A definite description may be used either to
introduce a character, object, etc. or to refer to it ana-
phorically. It is a unique description in that in using

it, the speaker/writer makes one of two general assumptions.

One assumption Is that there is one and only one discourse

entity which the listener/reader is already aware of that

s/he would associate with that description. The other

17“7
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assumption is that in using it, the listener/reader knows that
there is (or can be) only one object so describable and creates
a unique discourse entity accordingly. Given the first general
assumption, a reference analys.$ can be used to identify both
the reason that the speaker/writer assumes a definite descrip-
tion wil! pick out any discourse entity the listener/reader is
aware of and the reason that s/he assumes that it can discrimi-
nate among all those so known. Given the second general assump-
tion, a reference analysis can be used to identify what knowledge “
of the world or of Englishk che listener/reader must possess in
order to guarantee such uniqueness. )

b. To what extent are the characters, objects, etc., separable,
on the basis of the descriptions given or derivable from the
text? (Low separability may lead to confusions.)

c. What is the rate at which discourse entities are introduced?
Too many in rapid succession may be too great a load on pro-
cessing and/or memory ). -

.d.  How much text/narratlve intervenes between a discourse enti-
ty's introduction and a subsequent anaphoric reference to it?
(If the gap is large there-may be insufficient content to the
anaphoric expression to find the intended entity.)

e. At any given point in the text, which discourse entities
does the speaker/writer assume the listener/reader is focussed !
on such that they can be accessed via the minimal cues of de- '
finite pronominal reference? |f there are several ‘entities
accessible via the same pronoun, on what basis (contextual :
and/or inferential) does the speaker/writer presume the |is-

" tener/reader can identify the intended referent? (This is the
pronoun resolution problem discussed at length in the Al and
cognitive psychology literatures (cf. Charniak, 1972; Winograd, )
1972; and Chafe, 1974, among others.) : "

This section is based on preliminary analyses of both Babar Loses His

Crown and the passage entitled '‘Indian Occupation' (page 38 above) which note

how characfers, objects, etc., are introduced contextually aﬁd how they are
later referred to ahaphO?ically. In this initial work, we have focussed on .
the first question above, since any of a wide range of skills aﬁd knowledge
-=syntactic, seﬁantic, factual, etc.=-may be called upon to justify a partic-

ular definite description.
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The anelysls s based primarily on research reported on in, Nash-Webber
(1978e,b) Before descrlblng our method of analysis and its eppllcetlon
to these two texts, it would be useful to understand some of the fundamental
assumptions gulding our approach to research on reference. The central .
notion s thet of a discourse model. We assume that one objeotlve of dis-
course is to coomud1cete_a model: the speaker/writer has a model of soie
situation which s/he wlshes to communicate to a ilstener/reeder. Thus, the
ensuing dlscourse Is, at one. level of interaction,.an ettempt by the speaker
to dIrect the listener In syntheslzlng a similar model. (In this sense, we
are equetlng ""understanding' wlth "synthesizing an epproprlete nodel ll)

Informally, a dlscourse mode] may be described as the set of entitles
'""naturally evoked'' by a discourse and llnked together by the reletlons they
perticlpate in. These are the discourse entities that were.mentloned above.3
In order to understend what we mean by the notion of entities ""naturally-
evoked“ by a discourse, consider the following sentence: .

P Eech 3rd grade girl brought a brick to Hendy s-house. 3

Then consider eech’contlnuetlon in example 2. ln each case, the referents of
the definite pronoun (e.g.,l"she," "it," ""they") wouid‘be an entity ''natu-

rally evoked' by sentence 1.

2a. She certainly was surprised. g :
She = Wendy - [ 3 ” .

b. They knew she would be surprised.
They = the set of 3rd grade girls.

c. She piled them on the front lawn.
them’s the set of bricks, each of which some 3rd grade girl
brought to Wendy's house

. d. She was surprised that they knew where it was.
. It = Wendy's house

L1y
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e. Needless to say, it surprised her.
it = the brick-presenting event

Now a speaker/writer is usually not able to communicate at once all the
relevant propertiesg and relations s/he may want to ascribe to any one ot
these discourse entitics. That task requtres multiple acts of reference.
When the speaker/writer wants to refer to an entity in his or her‘dlsqourse
model,_s/he has two ways to do so. One way Is with a deflnlte'pronoun. In
usingve definlte bronoun, the speaker/wrlter assumes 1) that en the basis of
the discourse thus far, @ s!mllar entity will be'jn the listener/reader's
(partially formed) model;-and Z)that the listener/reader will be able to
access and Identlff'that entity via the minimal cues of prononlnal reference.
Thelreferent of a definite pronoun is tnus an entity In the speaker's dI;-
course model which s/he presumes to have a counterpart in the listener's
discourse model , ' . _ ' » -

AIternatIvely, the speaker may refer to an entlty ln his or her dls-
course model by constructing a description of it in terms of some or all of
its known.propertles apdler relations (e.g., ''a deflnite.pronoun or a def-
inite description').

So while a discourse entity E can be the referent of a definite anaphor .
A, we consider A's antecedent to be a unique description of E conveyed to
the listener by the immediately preceding text. The relationship between
\the Qiscourse on the one hand and the referents of definite anaphora on the
other Is thus a direct one, mediated by the discourse partlcipants' mqnels.

It is our belief that one can formalize, at the sentence level, rules

for deglving unique Jescriptions of the discourse entities evoked by.e text.

A prelimilary set of eleven formal rules which are sensitive to such'aspects

121
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of a sentence as how each noun phrase is determined, what the relative scopé
is of each quintlfler, and whatfdebendencles exist between noun phrases due
to relative clauses can be found in Nash-Webber- (1978a,b). As given there, the

rules do not take into account temse, modality belief and deontic contexts,

i

and certain aspects of negation, all of which can be shown to be necessary
factors in forming appropriate unique descriptions. However, in performing
our preliminary reference analysis, we have ln}ulglvely qxtended the ruled

to cover these aspects as well.

.

As an example of these rules, consider the following one, RW=1, which
N :

applbies to'propositions in which a singuiar eletentlal quantifier (i.e., a

«

o singular indefinite noun phrase) has the widest scope.

(RW=1) If a proposltlongj is of the form
‘ (3x:A) . Px ’
- then it follows that
| (3Ix) .y =iz Az_&_l’_z,&evoke_gj,l )
i.e., informally, if a proposition states that there is a mempef § of class-
A for thch P is true,. then there.exl:ts a d]scéurse entity descrlbasle as
“the,ﬁ which Ps which was mentioned (or evoked) by the proposition." (Here
1 stands for Russell's definite operator, iota.) Slnce.; unique description
can be a;crlbed to thls discourse entity, It can be referred to with a def-
ini te anaphor. . |
There:are many places in the Babar story where the application of this
rule, RW=-1, accounts for both the ;glstence of a new discourse entity and
an lpp}oprlate unldue description for it. A part}cula}ly stralghtforwafd
example Is the.flrst sentence of page 20 of the-.story, which we shall label

20.1 for convenlence.
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20.1 The boat is going toward a bridge.

As a first approximation=--that is finessing the semantics of ''going toward'

.// --sentence‘29.1‘een'he represente& as . N
(3x:Bridge) . Golng-toward‘b],x , 7
where b1 Is a unlque label for the dlscourse entlty referred to anaphorlcally AN

with the definite descrlption‘"the boat. n Since thls matches the left-hand
| side of rule RN-I; it follows that b
(319 . y=1z: Bridge z 8 Going-toward b,,z & evoke §20.1§5 ’
i.e., there exists an Indlvidual discourse entity unlquely ﬁescribable as . | -
ftheshridge which was mentioned in Sentence 20.1 which the boat was golng |
toward." THis ;s the dlscourse’entlty referred to anaphorlcally vla the
deflnlte descrlptlon "the brldge” in the:very.next sentence.
20.2 Suddenly Zephlr shouts, ”Babar, Iook' up en the bridge." -
In our prellmlnary analysls of the two texts BABAR and INDIAN, our method

[

of analysis was as follows: we went through the texts sentence by ‘sentence

~

consldering each noun phrase in turn 'To each Indeflnlte referentlal noun

-

phrase5 we applied the appropriate rule given in. Nash-webber (19783), extended
»
intuitively’as mentioned earlier. We asslgned the discourse entity that was

evoked a abel (e.g., 54' 22, etc.) anq_ite unique descrlptlon. "Fo; each
definite referential noun phrase, we considered whether it matched the de-
,scrlgtion of an existing discdurse entity and was therefore anaphoric.. If “: a
it was not, we cieated a new discourse entity, labelled it, assigned it its

.

given definite description, and considered, a propos of question 1, on what

basis that unique description was justified.
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For exampie, consider again sentence 20.1.
"20.1 The boat Is golng toward the bridge.
On the preceding page, the listener/reader has been fold
18.2 A boat Is ready'to take off.
18.3 ‘"Captain, wait for us!" shout the children.
18.4 They climb aboard.

The indefinite noun phrase in sentence 18.2 should have evoked a discourse

entlity In the listener/reader's model uniquely describable as ‘'the boat men-

tioned 1In sentence 18 2 that was, ready to take of f'* (labelled here b, ). As

for the deflnlte descrlptlon ”the boat" In sentence 20.1, we find that It
matches that discourse entlty.descrlptlon (and moreover, no other one). We .

therefore:take it as an anaphoric reference to that'dlscourse entity under

the assumption that the listener/reader understands sentence 18.2 In accor-

‘dance with a rule like RN—I;6 As for the indefinite noun phrase "‘a bridge,"

we create a new discourse entity and assign it fhe unique description “the'
bridge mentioned in sentence éo.l that'¥he boat;g‘=ls going towards,' again
In accordance with RW-1. |

There were two sets of data resultlng from this preliminary analysls
1) an annotated text, with each referential roun phrase tagged with the label
of the discourse entlt? it efther evoked or referred tow(useful for lnvesti-
gating questions about the rate at wh!eh discourse eﬁtltles are introduced,

the lag between Introduction and later anaphoric reference, etc.), and 2) a

list of discourse entlttegl(aetually their labels), each with its unique
)

. description (i.e., in accordance with its initial introductlpn) and any

additional information about It gérnered from subsequent anaphorlc references

L
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(useful for Investlgatlng questlons concerning the separability of charac-

. ters and the justifiability of other definite descrlptlons)

we will now show how this kind of reference analysis allows us to make
some interesting comments about a text that may be Involved in its |eadabll-
ity. In particular, we will focus on the justifiability of definite descrip-

tions (question 1 above). As stated, the ruleakw—l given earlier is only

- applicable when an existential noun phraseAfs understood to have a wide scope

over a sentence. (To put this more simply, though less accurately, for the

listener/reader to understand an existentfal as having wide scope is for him

cr her to assume that the speaker/writer has some particular x in mind which
s/he nevertheless cannot refer to as ''the x," since it is not unique.) With
this :in nind, it s c]ear that the rule:RN-l is not applicable to the seccnd
sentence on page 6 of the Babar story:

6.2 The Babar family is waiting for a taxi.
This does nct mean that they ‘are waiting for some particular taxi, but rather

that they are waiting for any one -that comes along. In other words, sentence

6.2 should not evoke a discourse entity uniquely describable as ''the taxi

mentioned in Sentence 6.2 which the Babar family is waiting for." But now
consider the very next sentence of the text.

8.1 The taxi takes them to their hotel.
How might the writer justify this definite reference to "the taxi''? It is
not the particular taxi the family fg waitfng for, since it is not the case
that they are waiting for a particular one. However, the author may be
assuming that the listener/reader will infer that if the family is waiting

for a taxi, then eventually it will be the case that a tuxi picks them up.

M
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‘This latter sentence,'“A't;xl picks them up," does Imply the existence of

a discourse entity uniquely describable as ''the 'just-mentjoned' taxi which
picked them = the Babar family up,' which is presumably the\réferen; of the
deflﬁlte anaphor ''the thxl.h Thus,. the use of this definite description Is
motivated by the writer's assumption that the l]stener/reader both can and
will make this plausible, world-knowledge-based lhference.about the eventual
appearance of a taxi. Such inference may demand a high Ieve{ of sophlsfl-
cation a;d familiarity with the real world and thus strain the II#tener/n
reader's ability to follow the text.

In the "Indian Occupation' passage, there are many examples of definite
.descriptions which make heé@y demands on the listener/reader's knowledge_of~
particular factugl,events in order to justify and understand them. This may
be oae reason why the text is so hard to follow. For example, the passage

beglas with three definite descriptions (here underscored).

The Indians had ndt heard from the goverhment.

The suit for Alcatraz was still not settled.

. Consider first the phrase ''the Indians." It Is nbviously not anéphorlc,
since it Is the first noun phrase in the passage. Therefore, we create a
new discourse entity and try to Justify the unique description ''the Indians.'
)

We find that we cannot. Consider next. the phrase ''the government.'" It too

Is not anaphoric, since it daes nut match in any way the description of the
only discourse entity currently around;-the one describable as ''the Indlans."
Again we qreate'a new discourse entity and try to justify the unique dJescrip-

tion. Again we cannot: there Is neither a unique government that we as

readers know about nor a unique government that we associate with ''the
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' whoever they are. The same holds true for the definite descrip-

Indians,'
tion ""the suit for Alcatraz." In fact, only If the llstqﬁer/reader already
knows about the Indian occu;atlon of Alcatraz Qlll there be some justifica-
tion for the uniqueness demanded by these deflﬁlte descriptions. Even then,
it will be an a posteriori justlflcatfon, since this context is not imparted .

until the second sentence. The passage is filled with such "unanchored"

definites, and it is a benefit of this type of reference analysis that it

‘can help to point out places where world knowledge and inferences based on

it are demanded for understanding. ] : .
in the remainder of this section, we shall comment on our preliminary

reference analysis of Bahar Loses His Crown vis-3-vis the remaining four

questlohs posed at the beginning of the section. Questions 2 and 3 concerned
'thq separability of discourse entities and the rate at which they are intro-

duced: One case of low separability and high rate of lntrbducflpn involves

h T

the Babar family themselves, who are Introduced on the first page of the
text as follows:

The Babar family is going to Paris.
. Everyone Is packing bags. i

Here are the children--Pom, Flora and Alexander. Here are
\ Cousin Arthur and his friend Zephir, the monkey.

| ,
Notmlng here permits the reader/listener to distinguish Pom, Flora, Alexander,

and Cousin Arthur except thelr names. Mokeover, nothing further Is said
about any of these four characters individually until page 23.

\
| The boat does not stop.

' \So Arthur dives off.

%ln preparing our preliminary analysis, we found that we had no recoilec*

" tion Pt this point of who Arthur was, although the use of the name with no

125




118

further attributes implied he had been introduced earlier in the story. We
_attribute his evanescence to the number of characters Introduced at the same
- time as he and the lack of dlstlngulshlpg properties attr\bufcd to each one.
This is also a conment on the fourth question qoncernﬂng thé lag between a
dlscourse'entlty's introduction and a subsequent reference'to it and the
confusions it leads to. Of coufse,»lf we had attended to the illustrations
there woul& have been no problem here;.all thg elephants are pictured almost
in every Illustration, and the one on bage 23 shows "A;t;ur" diving off ''the'
boat. .. |

The flffh question concerned fpcgs and the use qe»pronomlnar';eference,
in particular, the case where there is more than one character in focus that
is accesslble.yla‘thc sah; pronoun. Such a ﬁase occurs in the Babar story,
" In a sequence lnvolvfng Arthur and the man presumed to have taken Babar's
crown bag.

24.1 Arthur climbs out of the water just as fast és he can.

24,2 He is all wet. . '

24.3 He sees the man with the bag.

25.1 Arthur calls to him.

25.2 But the man does not hear.hlm.
25.3 He is walking away.

7

26.1 Arthur runs after him.
26.2 He waves.

In senténce 24.3, the pronoun 'he'' is used to refer to Arthur and the def-
inlte description is used to refer to the man. In the next sentence (25.1),
things switch, and the pronoun ''him'' is used to refer to the man and the
proper name to refer to Arthur. In the next séntence (25.2), things switch
again, with the pronoun now referring to Arthur, and the definite description

AN
to the man. In the next sentence (25.3), '"he'' presumably refers to the man,

1()"1
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and two sentences later (26.2), ''he'' presumably reférs to Arthur. The use
of the definite description and proper name serve to keep both charecfers
in focus. However, keeping them equally ]n focus also keeps them equaliy
possible referents for the definite pronoun "he,'" If context is not suf-
.flclent~to favor one over the other. The crucial question Is whether bons
“text |s indeed a sufficient cue to the lntended.refefent of "he" In the two
sentenees--ﬂﬂe [s walking eway“ and '"He waves.' Furthe; research Is ob=’
viously necessary, both to reflne our methods of reference analysis and to
identify some. measures of readability assoclated wlth reference. One cur?eqt
intuition ls that storles beglnnlng "Once upon a tlme there (was, lived,
stood, etc.). . ." may really be easier to understand, at least lnltlally,

A

than ones which do not.

2) Other asgects of anaphora. In this section we take up In more de-
.. tail two of the questlonslagsed_at the beglnnlngaof the previous section,
and introduce an additional aspect of-dlscourse'reference whlch might be
expected to be a source of difficulty in comprehenslon. We comment flrst on
.the subtleties of beginning to solve question H how much difference dis-
tance between a pronoep and its referent makes. Then we consider certaln
Iintricacies of the resolution problem; Finally, we take up the problem of
‘implied referents.

As mentioned in the preeeding enalysis sectlon,-anapho}ic reference by
pronouns may iead to comprehensIOQ difficulty if the pronoun referent is too
far removed in time or topic frem itsioriglnal referent, as in this made-up
discourse:

John is one of my best friends. And his sister Suzanna is one of the

best tennis players in the country. In fact, she might even make the
International Circuit this year if her luck only holds out. She just
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has to win one more tournament in California and then she's a cinch

to be invited. Anyway, as | was saying,. he 1s one of my best

friends. . . . E
Here, the pronoun ''he' in the final sentence is not very comprehenslble
after all the lnformatlon about a dlfferent toplc, namely Suzanna, has been
presented. Notlce that in no way can the pronoun reference be sald to be
amblguous--John is the only posslble?referent. Stll] the time and topic
shift may cause comprehenslon problems.

In a text like BABAR, we find manw many pronoun references For the
mos t part, these references follow closely in time the Iexlcal noun phrases
that they refer to, as in thls passage. |

(58-67) Arthur climbs out of the water just as fast as he can. He

is al] wet. He sees the man with the bag. Arthur calls to him.

He is walking away. Arthur runs after him. He waves. He yells,

""Come back Mister. You have Babar s crown'”

With an understandlng of the sltuatlon, there 1s little if any dlfflculty
Interpretlng the referents of the he's and him's.

But there is one class of pronoun referenc. - that one would suspect, on
the basis of distance between references, would cauae comprehenslon dlffl-'
culties, but which do not in fact do so. This has to do wlth the references
of the pronoun ''they.'". In this example, which stretches.over five pages,

(128-134) (##48) They all follow him, shouting, ''Stop, please,

Mr. Mustache!" (##50) Too late!' Stuck again! The gates at the

botton of the stairs snap shut. (##51) '"Bring back my crown:'

shouts Babar. But the man gets on a train, and the train goes
away. {##52) Sadly, they come up from the subway.

there is quite a bit of intervening material between the first and second
they's. We hypothesize that the reason the pronoun '"they' seems so immedi-
ately comprehensible is that ''the Babar family' is highly topical, in that

the concept of the Babar family is central to the story and alwefs kept in

124
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mind. . Thus, almost any reference to the family in any way, even with a

pronoun, may be expected to be easily understood.
We take up now the subcase of “the resolution problem that we may call

contextual redefinjtion. As an'example, let ds examine the use of the phrase

the children in BABAR. jhxthis passage from page 2, wg see the phrasé re-
;ferring spegjf[calry to three individuals, Pom, Floraf.and Alexander.

(3-4) Here are the childrsa--Pom, Flora and Alexander. Here.
are Cousin ‘Arthur and h)§ friend Zephir, the monkey. '

But it has a different refefence in the following passage:

(117-125) They get odt in front of a market. ''| guess we'll have
to forget about crown,' sighs Babar. So the children begin to
run and pfay. They race around. They hide behind boxes. Then they
see angfther man with a small red bag. .All the children rush after
him..~Arthur knocks over a box of apples. Zephir knocks over a box
of fish. ' ' ' '

Here cHlldren, at least by the second occurrence of the word, seems to refer
to all five of the younger protagonists. This point may be argued here,
but not in another example,
(138-141) Celeste says, 'We'll put the children to bed in the hotel.
Then we'll leave them and go to the opera.' Back in their hotel
room, they say goodnight to the children. The three littlest ones
are already fast asleep.
| No&.exactly who is tired or who has been running and playing in the market
Is not terribly crucial to the‘story here. Neveftheless, the contextual re-
definition of‘partlcular lexical items is seen in these examples, and uses
of the same lexical plirase for different references is a possibility in gen-
eral and can lead to ambiguities or confusions of reference. The same prob-

‘lem of contextual redefinition of reference is, of course, always present

for pronouns, usually to an even greater extent than for lexical noun.phrases.

-
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Finally, we take up the problem of anaphoric reference to .implied ref-

erents. Thlslls exemp\lfled by_lnstences where there |s ah anlphgf[e cen-
. nection to some object that is not overtly glvee in the text, but rather
must be lnfefred by the reader, aé(ln this passage from-BABAR:

. (11- 13) Now they are off the train, with all thelr bags. The.

Babar family is waltlng for a taxi. The taxi takes them to ~
thelr hotel.

Notice that the Babar family is not waiting for any specific taxi. Rather,

they are waiting for taxi transportation. In the sentence The tax| takes

3

them to their hotel, the taxl referred 'to must be some taxi which finally

picked them up, and the phrase Ebg_gggl_muSt ?e short for ""the taxi that
~picked up the family." ﬁo prior refereqce‘ls made to this faxl.and no men- .
tion Is made overtly in the story that there was a tax! that picked up the‘
Babar family.lﬂTpe reference to taxi is, then, a refefence to an.lmé&]ee
'refereﬁt | |

Although the question of the proper logical and psychologlcal analysls
of implied reference is a difficult one, wlth frame analysls offerlng one
promising possibility, our susplclon is that references to implied referents
will not typlically create comprehension difficulties, except possibly where

knowledge of the frame rekerred to is imperfect.

. Text-Level Inferences

In thls sectlon we discuss the analysis of Inferences that have to be
made in comprehenslon of text which is Intended as connected discourse. Our
analyses are not intended to provide an exhaustive listing of all possible
inferences that could or must be made from the use of individual sentences.

Rather, we have concentrated on enumerating inferences that must be made in

12

{




123

order to.understand the (intended) relation between (or;pmong) the sentences
of a tex;; in other words, inferences that the author hust Bave Implicltly
intende& to be made, as opposed to ones which are merély po;slble. gfven the
meanings of the lexlcél i tems and the'ruies of syntax. |

As an i1lustration, let us consider a couple of ‘cases. The book Babar

Loses His Crowﬁ'begins with the following sentence:
1. The Babar family Is going to_Par]s.'
‘Among the infefences that it Is possible to make'frgm this sentence are' the
following:
la. There ls a Babar family. '
ib. There are at least two individuals related by blood or marrlage
who are going, to'Paris.
] ic. Babar is their last name. -
1d. Paris is a place. (It could be a city, a country, a planet,.i
neighborhood, a restaurant, or a department store, apud alia.)
le. They are not in/at/on Paris now. .
But inference (1b) follows as an automatic consequence of understanding the
meaning of the word family, (1d) and (ie) follow from the meanings of going
and to, and (1a) follows from linguistic conventions on the use of the word
the. Inference (ic), which happens to be incorrect (Babar is the father's
first name), follows from culture-specific linguistic conventions about re-

ferring to families. But what all of these inferences have in common is that

they are inferences that can or must be made of the sentence in isolation:

the same inference coﬁld\be expected to be made if the sentence had been
uttered as the initiation'of a conversation. In other'words, these infer-
ences‘are independent of the use of the sentence in a connec;qdpigge~of dis-
course. Since ability to make these lnfereﬁces fol]ows automaticall* from

knowledge of the language plus the ability to reason, they do not have the

J
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direct kind of bearing on reading cqmpetencevthet Inferences ebout thé're-
lations among sentences have.

To contrast these types of inferences, let us examine another case.
These two sentences are also from BABAR.

" 93. . But Babar can't eat. _
94. He is thinking about his crown.

Tne following lnferences may be made about the relation between sentences
(93) and (94):

94ka.. Babar is thinking about his crown.

9kb. The reason Babar can't eat is that he is thlnklng about hls
crown,

94c. Thlnklng about hls crown makes it Imposslble for Babar to eet

"Inference (9ha) is not of so much interest here as it Is an lnference of the
reference of the pronoun he, and, depends on knowledge.of condltlons on the:
use of pronouns discussed in Section IV B 3 of this report. lnference (94b)
‘Is presumably the‘one the author lntended':he rea@er to make: he presumably
intended sentence (94) as an explanation for the state reported in sentence
(93). What about lnference (9hc)? while (94c) might be teken as being a

necessary premise, elong with (9k4a), for concluding (94b), which follows not

from (94a) and (94c) taken as premises, but from the fact that the author has

provided (93) and (94) in that order, and from the assumptlon that he Is
edherlng to a principle of cooperative discourse which provldes that unless
warning is given to the contrary, a sentence will be assumed to be relevante
to the point of previous discourse (cf. Grlce, 1975). From this fact and
this assumption, the reader may infer that the relevence of (94) to (93) is
that (94) is Intended as an explanation for (93). Note that ;hls is not a

necessary inference 1ike (94a); the reader might be wrong about the author;

e

’
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(94) might not have been Intended to be relevant to (93). Or (9&5 might >

have been intended to be relevant only insofar as it described a state of .

b9

Babar simultaneous with (93). "We conclude, however, that (94b) is an In-
ference that should be made for this textf(BABAR) to be understood--;het the
author probebly did intend the two sentence (93) and (94) to be taken as
being related.by (94b) .

A

Thus our enumeration of text-level inferences concentrates on inferences

relatln"g sentences to each other. The enumeratlons are probably not complete,
,,J Iy

however, Indeterminacy and dependence on- the Intentlons of an unavallable in-

‘dividual, the author, of the sort Just descrlbed prevents this fromxbelng s

¥y

feaslble goal. We have,’nonetheless, attempted to provide accounts of the

Inferences ‘that must be made in order to understand the sequences of sen-

tences as coherent texts representing the product of some purposeful actlvlty

I1lustration and Layout Analysis

The Importance of the role of linguistic properties of wrlttenlmaterlels‘
for reédapll[;y is obvious. Less obvious, but possibly quite important, is
the role of non-linguistic aspects of the text, ranging from the size and

color of the pages and choice of type face to relatlTns between-the language

“of the text and its visual properties. In this section we explore two prob-

lems that belong in this domain: 1llustrations and their relation to the
text, and the relation between line-layout and certain syntactic end semantic
properties.

In the first section, we present a discussion of the anelysfs of illus-

trations and the relations of their content to the understanding of the text.
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In the second section we present discusslon of the relation of 1ine-ends
. - ) - ,
to syntactic structure and to the structure of direct quotation. :

. ~Illustrltlons

1. Relevance of fllustratlons to Comprehenslon

lllustritlons in children's books are not merely'decoratlve entlccmonts
to_read. In scientific and social studles texts, and even, perhaps sur-
prisingly, .in'many narratives, fhey ::present an‘1nteg}al part of the cpnfcnt.
tt Is'typlcilly the case with preprlmefs and Ibasal_read;rs for the first few
grades that the text; are Iﬁcoﬁprehenslble wi thout refefence to thé accom- .
panylngaillustratlons, and even qhen the texts are self-céntalned lllustr;-
tions may be sufflclently redundant that a child could become proficient
enéugh'at Interpretlng lllustratlons to lose interest in lmpro&lng his dbility
to decode wrltten language. For this reason, we conslder the relation be-
tween a text and accompanying i1lustrations to be an important object of
analysis. | |

Section Z,descrlﬁes the procedures Jsed in analysis of the redundaﬁcy

of il1lustrations to text, and some Issues that will have to be resolved or

accommodated before meaningful comparisons of texts can be.attempted.

2. Discussion of the Calculation of the Portion of a Narrative Retrievable:;.

+

from Accompgnylng 11lystrations

a. Introduction v
Two investigators calculated the proportion of the text retrievable iIn

the illustrated narrative (Babar Loses His Crown) according to the procedure

speci fied vaguely as follows:

l')r-

N \J'/
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The Procedure

1. For each illustration, provide cyntent statements which. tell
iy the story told by the accompanying text. In other words, translate
. the text-into a sequence of statemehts, which recounts the story
In the same order as the text, but with no direct discourse (except
where essential to the plot), and no rhetorical devices. State-
“ments should describe one actlion or settlng each

2. For each statement, indicate what portlon of the content of Y
that statement Is retrievable from the accompanylng lllustratlon.

3. . Average the percent retrievable for all statements to obtaln a
measure of the amourit of the. text retrievable from the accompanying
v illustratlons.

X " The vagueness of this specification of the procedure is attqited'by the v,

fact that,tﬁe inftial assesgméﬁts by the thestlggtors differed by more than "

' 30%:. the- research assistant calculated that the illustrations told 622 of

\

the story; the pr\ncipalginvestlgator calculated that they told rouéhly hO%.
After discussing the rationale for the assessments with each other, cor- -~
recting Inconsistencies. and over=’ and under-evaluatlons that could be agreed

upon, the assessments were 52% and 48%, respectively.

o

*

b. Problems of Analysis - ‘ ) ' \

/

Several types of problems»érose in the aftempt to assess the amount of
a narrative story that was retrievable from accompanying Illustrations, and
. ultimately to arrive a¥ the specifléble proceduFb for making this assessment.

We describe these in some detail. ‘ N »

1) The translation of text into content statements. The first problem
N‘tﬁat.arises, both logically and procedurally, is how to translate the fext
into conteqf'statements. It,had‘been agreed that the content statement should
‘be 'a matural narrative unit, but there were no criteria for determining how

much text a statement could encompass, or for constraining the form of -

r .
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statements beyond the rule of thumb that the number of statements would
generally correspond to the number of finlte verbs In the text, though they . ) ".
need not afways; as in the follo&lng examples from other texts:
1. One statement, more than’one-flnlte verb
Text: Debbie had a dream. It was a | o a
bad dream. It was about a tlger. ) :
‘ Statement: ODebbie had a bad dream about a tlger.
" 2. One finite verb, more than one statement
Text: Mog was nlce--but‘not very clever.
Statements: Mog w;s nice. Bu; Mog was not very clgvér.
Direct dlscour;e was a problem in its own right. Our attempt was to
attend to the perlocutionary effects of”quoted spegch as they would appear
in a recounting of the narrative, fhus: -
3. Direct dlscourse | ' . . | A ; .

Text: ''Pardon me," said the fiddler to the mllkman
""| am a stranger in town. Perhaps you. could dlrect
me to a place where | might have breakfast.'

. .Statements: The fiddler Introduced himself to-the
milkman. . He asked where he could have breakfast.

Notice that statements cannot usefully be held to "‘propositions' in the

logician's usage. It does not help to decompose statements 1ike He asked

where he could have breakfast into component propositions. .leewlse, i f

one follows the Generative S&emantics program of semantic analysis, every pre-
dicative elgment (Including quantiflers, conjunctions, negatives, and ad-
verbs, as wéll as attributive adject!v;s and nouns) Is the nucleus of some
semantic p?oposltlon,‘but it appears that an analysis at this level would

fragment information too much to be useful for our purposes.

Tk
(.t
-
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Given the limitations that.had‘been established, howeve; vaguely, and
the shared éxemplars, it did not appear that BAﬂAR would present too many
vproslems of translation into statements, as there are hardly any sentences

~ with more than one surface clause (13 out of 191, cquntln§ infinitive phrases
as clauses). Héwever, ;ven.so syntactlcal]y impoverished a text as BABAR
turned out to present problems. * |

To begin with the simplest, consldef the case of modlflers that are not

-

syntactically dbllgatory, e.g., the underlined phrases in sentences fl and - A

I3

17: . - .

11, Now they are off the train with all their bags.

17. In_their hotel room, Celeste opens all thelr bags.

One Investigator treated with all their bags as a sepérate statement (all

their bags were with them), as it turns out to be Important to the story,

and in their hotel room as part of a statement, as it was unimportant to

the narrative where the unpacking took place. The other investigator treated

with all their bags as part of a statement, apparently because a retelling of

the narrative with that content as a separate sentence accords more impor-"
tance to this information than the original text does. This investigator, on

the other hand, treated in their hotel room as a separate statement ([thez

go] to their hotel room; bracketed material refers to content that must be

inferred) since this could be recounted separately without affecting the de-
velopment of the plot or sounding bizarre. The investigators were unable to
agree on which criteria were more valid, as each has both advantages and dis-

advantages as summarized below.

a. Importance of the content to the narrative: {if it is impor-
~“tant, count It as a separate statement. This seems plausible, but

. liénj '
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there are two hitches. First, it requires foreknowlege (which a
first-time reader does not have): you have to know what happens
later in order to know what is important at the beginning. On the
other hand, |f comprehension works in such a way that the reader's
model of what the important things are is continually being revised,
then he has hindsight by the time he Is finished, which accomplishes
the same thing. Second, making importance to the story critical
. would result in a content analysis where some predicative elements
s - are the nuclei of content statements but many others have their
(surface) nominal or attributive roles; some phrases in text sen-
tences would be semantically decomposed into several statements
while others would be parts of undecomposed statements.

b. Coherence of the sequence of content statements as a text:

do not make it a separate statement if It would make the sequence
of content statements an incoherent text. This ''transderivational"
criterion may turn out to be uneémpirical, but its purpose was to
provide for an analysis which looked like it had a chance of cor-
responding to a skeleton narrative from which the story could be
elaborated, or reconstructed, combining statements in complex
sentences.

c. ' Rhetorical effect of decompositionm: do not make it a separate
statement If It results in emphases different from those in the
original text. Again a 'transderivational'' criterion, this has
less likellhood of being useful, as almost any meddling with a
text Is bound to have some rhetorical effect.

2) Totally irrelevant material. Some textual material is totally

irrelevant to Eﬁe story being told, for example, Last of all in sentence 18.

18. Last of all, she opens the flttle red one.
Thelquestlon‘arlses whether this would be considered part of the content of
the narrative. While tﬁls issue makes a.difference hére; since it affects
Vo the proportion of content retrievable from illustrations, its relevance is
not limited to Iinvestigation of inferences from illustrations, but will
- ;ecur whérever it Is attempted to objectify, quantify, or otherwise 5nalyze
content. Some books have more irrelevant content than others. The under-

lined phrases in the following passages from Howard Garls' Uncle wlggleénd

His Friends (1959, Rlatt & Munk) were all judged to be entirely irrelevant

to the stories they occur In.
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One day Uncle Wiggly Longears started out for a ride in his
automobile. It had a turnip steering wheel that he could
nibble on when he was hungry. . . . Pretty soon he came to
a place where there was a little shop, made from corncobs.

Then the muskrat lady, who was .also camping on the island,
began to cook breakfast. The kind circus elephant [never
before mentioned, note] got a pall of water In his trunk, at
the well Uncle Wiggly had dug.

In fact, the whole breakfast episode in the second passage is entirely

irrelevant to the story it occurs in.

3) 'Prgper names. A third problem, which ;g.llmlted to reseaich on
illustrations, 1§ how to eQaluate text which includes the names of individ-
uals who figure in the qarratlve, particularly fhélmaterlal which introduces
these individuals. That is, wﬁen you have a téxt like sentences 3 and 4
froﬁ BABAR, and an lllustrat}on showing three smaltish eléphants (two dressed
in shorts, one in a dress), one lsrger elephant qfessed in a (French) sallor
suit, and a monkey, in shorts and a beret, how should the information conteht
of the illustration with respect to this text be counted?

3. Heée are the children--Pom, Flora aﬁd Alexaaaer.

Q. Here are Cousin Arthur and his friend Zephir, the mbnkey.
All that a 'picture-reader'' can tell at Fﬁis point is that some juvenile
elephants and a monkey are involved (along with two adult elephants) in the
story. This was counted as equivalent to about half of the content of sen-
tence 3 and S:e-quarter of sentence 4. The underlined pprtion of the
"following statemenfs recounting sentences 3 and 4 was considered to be ;lpre-
sented in the illustrations. |

There are some (elephant) children. They are Pom, Flora, and

Alexander. Jhere is a cousin and a monkey. The cousin's name
is Arthur. The monkey Is Cousin Arthur's friend. His name is
Zephir.




or

There are (elephant) children--Pom, Flora and Alexander. There
Is a cousin (Arthur) and his friend Zeéphir, the monkey.

It must be noted that even a text-reader cannot tell which elephant has
which name, not even which l; Cousin Arthur, the monkey's friend. Later, If
the reader pays close'attentlon to the pictures, he or she will be able to
infer which names go with certain glephants, but even after hundreds of
readings, it is possible to identify with certainty only Flora and Arthur
without accompanylng text, in addition to -the obvious Babar and Celeste. In
.any case, the names of individuals Is something a plcture-reader would never
be able to infer from Illustrations. What does thls imply for the evaluatlon'
of the retrievability of later text which predicates various actions of these
individuals, referring to them by name? Not mucH, It was conc]uded,_slnce ]t
seemed most reason;ble to assume that as far as the gtg:x_rétrlevable from
the text was concerned, picture-readers would distinguish the characters by‘
means of ldentlfylng-expresslons which referred to the Illustrations, on the
.order of "the elephant wlth the sallor suit' or l'one of the little=-boy ele-
phants,' and they would be able to tell an equivalent story about the same
individuals. They would just refer to them differently from the way the text
does.

4) Text which requires inference for intetg[etation. A number‘of the

diff{cultles which arose involved inferences from text or illustrations (or
perhaps, speaking more correctly, chains of inferences, since interpretation
of straightforward text and simple illustration always involves making some
inferences). To begin with, there are cases in which information must be

inferred from the text in making the translation to content statement. But
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it is not clear how much is inference and how much is just understanding
sentence meaning, For example, consider the illustration on pages 10-11.
Celeste (profile view) is seated in front of an open red
'suitcase, grasping a flute.in her trunk. Her eyebrow (not
shown in other illustrations; maybe it is a forehead wrinkle)
is raised (in surprise?). The other five elephants stand
opposite, their trunks extended (in interest?), Babar's at
nearly 90 degrees.
The acéompanying text includes sentences 19 through 26.
19. "Look!'' she cries.
20. "'What is this? 21.) A flute! i
22. Babar! 23. This is not youf bag."
24, MMy crown. 25, |It's lost!' cries Babar.
26. ''My crown is gone!"

The point of sentences 1921 is that Celeste has disc .vered a flute (in the

red bag), and that of sentences 24-26, that Babar is vefy-upset because his

crown is not there. In principle, much more of the inferable content can

be retrieved from suitable illustrations than' from such fragmentary exclama-

" tory direct discourse as is found here. In this case, however, only the ex-

istence of the flute was counted as retrievable (and not ifs discovery, as
Celeste's eyebrow.is neither very salient nor unambiguous). Babar's dismay
could have been pictured, but it was judged not tb be.

5) Knowledge of the world required for the fullest intefpretation of

illustration. A thornier problem involves cases where there is a reasonable

question as'tq whether a picture-reader can be expected to be able to make
certain‘jnferences from an illustration. The answer to this question depends
on how much real-world knowledge can be imputed to the picture-reader, as-

suming that he has mastered the complex strategies for interpretation of
N f )

11~

-
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abstract representations of real-world objects. (Informal observations sug-
gest that 15-month-old infants can do thls:):.ln BABAR, this problem arose
with reference to the taxicab and hotel scenes. For Instance, on pages 6-7
there is the following sentence:

12; The Babar family Is waiting for a taxi.
The illustration shows the 3§bar family standlhg next to a group of humans.
At the'gxtreme left is the front one-third of an automobile with a '"knob"'
on top which has the word Iﬂgl‘ﬁr!tten on it. Is !tlplauslsle to eﬁpect a
picture-reader (who cannot read Iﬁgl)'ts recognize that this auto is a taxi,
and infer that the Babar family Is walftng for 1t? [1t Is not clear that
even that inference ts invited--they coﬁld be wai@lng for the light to
change.‘ It may be‘only our knowledge that frequentiy when one takes a train
trip (cf. pages 4-5), one takes a taxi to a more ''specific' destlﬁatloﬁ that
makes this Inference.not unreasonable.r But this |s treated elsewhére.) Th§
point is, what does an i1literate have to know aboﬁf taxis to recognize tﬁls
object as a taxi? Is the half-inch by three-eighths inch “knas” with letters

on it enough? Does the short-bi1led hat on the head of the driver help

(3]

enéugh? Or is it part of the meaning of taxi that taxis have ''knobs'* on top?
A__“ihg,pgpblgmgkjQ“Ehgmnqggﬂsqqu_are_prob;bjy,more evldent.'Iqutences 13
and 14 read: |
13. The taxi takes them to their hotel. v
14, Celeste and the children walk inside.
Disregarding the taxi (part of the right front fender and grill are shown) ,

the i1lustration shows Celeste entering a stone or concrete edifice through

one of two doors In arched doorways festooned with Neo-Gothic or Baroque or
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Roman heads and iron grill work. Part of a wroughtrlroh balcony is shawn
above ;he doors. In other'yords, it Is a stereotypical Europe;n hotel. Can
a picture-reader be expécted to recognize it as a hotel? Even If he or she

. knows what a hotel Is, it doés not bear much resemblance to an American hotel
(ou;side of New York, anyway) . N

6) Illustrations that are fully interpretable only by inferences re-

latlngfﬁhem tqggfeceding illustrations. The final identified problems in-

volve illustrations that cannot be interpreted without reférence to previous
illustrations. ‘In the iliustrations just described, if one in?grs that ‘the
1/25Aof an auto shown on page 8 is the same as the 1/3 of a taxi shown on
page 6, then it is reasonable to infer that it brought the eléphants,to.the
locatioﬁlshown on pages 8-9. But if one does not connect the Illusf}atlons

" like this, it is just 1/25 of an autq..'Continuing; pages 10-11 show the
elephants, a chalr, a hassock, énd an opén red suitcase. |f the reader
interprets pages 8-9 as saying that the elephants enter a hotel, and.éonnects
it to this illustration, he may be able to infer the content of the inl;fal
adverbial phrase in sentence 17.

17. In their hotel room, Celeste opens all the bags.

~ But without péges 8-9, the illustratién on"pages 10-11 says nothing directly
about the location of the scene. AThe chair, hassock, and open suitcase in-

Iuvite an inference of a room, perhaps even a room where they are scheduled to

spend the night, but no background is shown at all--no walls, no windows.

Pages 48-51 exemplify the opposite situation--an illustration that cah

be interpreied correctly (with respect to the accompanying text) only by

taking into consideration a subsequent illustration. On page 48 we have an
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I]lustrationvbf the Babar famlly’running after a man who Is running d?wn
some stairs which are flanked by a slgﬁ which says ggigg, accompanied by the;_
text: | -

126. Now the whole Babar family Eﬂases the man with the bag.

127. Down the stairs of the, subway."

128. They all follow him, shouting, "'Stop, please, Mr. Mustache!"
Nothing in this illustration (and pfecious l{ttle in the text, iaken at its
facéuvalue) indicates that the Babar family descend the stairs. The I1lus-
tration on pages 50-51 shows the heads of Balbar, Arthur, Zeﬁhlr, and Celeste
- peeping over a gate which encloses theﬁ in a sort of tunnel which Is hyﬁg |

with signs reading CORRESPONDANCE ard SORTIE. The man énotice that this is

a reference to the previous illustration) is shown stepping through_a sliding
: o

door (more specific, real-world knowledge);'an adjacent window shows a seated
couple; presumably this is a subway train,(horé real-world subcultural knle-
edge).. The point Is, if.one can infer that this Is a subway, can one infer,
with respect fo the previous page, that the Babar famiiy did follow therﬁ#n
-down the stairs, which were gigi:s to the subway? Making the inference is
not made any easier by the fact that no stairs are shown in the illustration

on pages 50-51.

7) 1llustrated content’ that has'no apparent relevance to the narrative

until a number of frames afte('its occurrence. The most difficult problem

involves information that Is present and clear, but whose relevance does not
become clear to the picture-reader until many pages later, if at all. Take
the case of the flute and the Mustache-man (the crux of the story): Page 10 -

shows Celeste holding up ‘a flute with a look of mild surprise in her eye. No
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flute recurs until page 60, where Babar is shown holdlng one/it, with a \\\_
N\
smi le on his face, confronting the/a mustachioed man, who is smiling and f\

N

holding a crown. Pages 62-63 show Babar and Celeste in a box at' a Wagnerian \\\\

opera. The orchestra pit is shown, and the ffute-player has a mustache.
The flute is qbout one ann one-querfer lnche;'by one-slxteentn of an inch;
the mustache three:sixteenths of an -inch by éne-sixteenth, so neither is
very éplient.. Would or could a picture-reéader, on encountering tne illué-
trations on'pages 60-63, remember back ro pege 10, and deduce in essence
the plot of the Qhole etory: that the two red bags (on page 6!) got switéheq,
and that the Babar family had been running all over the city trying to find
the Mustache-mah who they thought would have Babar's crown (most recently
seen on page 3). Could he or she }igure from pages 60-63 that -It was not
the family's flute, and therefore not their bag, and that therefore someone
else must have had thelr bag? ~

A case which appears'only slightly less difficult. perceptually is that
of pages 10-13, where the text indicates that Babar has lost his crown |
Could a person infer from Celeste s surprise (granting that she would inter-
pret that much) on page 10, and ‘Babar's sadness on pages 12=13 (the flute is
not shown; the red bag is closed; otherwise ‘the scene is the same as pages’
19-11), that Babar was sad because his crown 'was not- in'the -bag? To do so,
ne or she would have to remember Bebar packing his crown, which was shown, Rut
not very saliently, on page 3.

Likewise, the content of sentence 87 on pages 34-35

87. ''"He is not the Mustache-man at all!"

would be retrievable from the illustrations of the Babar family surrounding

\
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a clean-shaven man, if the picture-reader knew that the Babar family had

7

been looking for. a mustachioed man.’ He might have inferred this from the
séqpence of .i11lustrations on pages 24-27. These show (pagés 24-25) Arthur
climbing out of the canal/river (the Seine actually), and walking in’ the

direction of a man with a mustache and a red bag who appears to be about to

. board a bus. The Mustache-man and the bus make up about 1/8 of the illus-

tratibn. _Pages 26-27 show Arthur running after a bus which is carrying
the/a mustachioed man. The red bag is not shown. |Is Arthuf's running-affe%
this man enough to make the cﬁase thé'central‘issue in the succeeding pages"
for “the picfure-reader? (The/a mustachioed man, who flrst'éppears on pages

L-5, appears again beforé this scene on page 21, where he is one of three

- background figures, taking up, himself, perhaps 1/200 of the illustration.)

\

o

It is not clear from the illustration (though perhaps it is supposed to be)

»

that the elephants who are in a boat see him and his red suitcase, and that

tQis prompts Arthur to jump off the boat to get to him (pages 22-23):
N

c. Additional Kinds of Text-lllustration Relations : &

I

1) Text which functions as descé{ption of éccpmpanxjngﬁil‘dstration.

A number of sentences in BABAR, and other Babar.books,.can be considered
grammatically correct only if construed as being descriptions of the accom-
panying illustration of the sort that might be provided by someone inter-

preting for a small child a story in a picture-book with no text. Exaﬁples

include sentences 3, 4, 7, 11, 38, 68, 71, 110, and 126: .

14
3. Here are the children--Pom, Flora and Alexander. (Pages.2-3) -

b, Here are Cousin Arthur and his friend Zephir, the monkey. (Pages
2-3)

!
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7. Now the Babar family is on the train. (Pages 4-5)
11, Now they are off the: train. (Pages 6-7) ' . .

38. Now they are up in-the Eiffel Tower. (Pages 16-17)

<«

]

68. But now the man is on a b;s. (Péges 26-27)
71.. Arthur is standing in the sun to dry out his.cl;the;. (Pages
o ‘ .8-29) o \
10, B;t now a red light, (Pages 42-43)
"126. Now the whole Babar family chases the man with the bag. (Page§
48-49) ‘ |
These uft?n are in the present prégres§ive, |ike sentence 71, or contain
certain deictic elements which can be interpreted only as refe;riﬁg to the’
illustrations.' In all of these cases, fhe illustfafion depicts the situa-
tion described in the Qé!:;entenée. | f itigid not, such narrative now-
sentences could only be grammatically construed as ;§uivalent to then- |

statements if the narrative is-taken to be in the "historical present" which

is used when the events described are pakticularly real and vivid to the

- narrator, and the sequence of events is very fast-paced. This construal of

these sentences can be ruled out here with some c;rtainty, as the sequence
of events unfolds }athef slowly, and there is no evidepce that the narrator
is at ali-%é;gbnally involveg in any of the events recounted.‘ His presence.
is ihferaﬁ!e only.from the sentences which describe the illustrations, and
the few evaluative remarks found in such sentences as 115 and 160.

115. Poor Babar! " |

160. It tuins out to be a gréat’night after all,

In each case, the now also marks a change of scene in'ﬁhe story, sometimes

11+ | "

-~
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[4
1

with -a cqnsiderab]e gap in time, and a gap in the text which the reader has

" - L. '
? . . f a

to fill in by inferencei for example, on pages 2-3, .sentences 2 and 7:

’

- 3

2. Everyoné'Is padkjng bags.

7. Now the Babar famil)\is 6n*the train.
Nothing was saia a;out'hoh they\aot oh the train,‘or what they did between
packiryg and getting on the train. Likewise, with referense'to,sentences 36- T
38 on pages lh;l7, it must be .inferred that.the familyvin~fact decided to go°
look, for the Mustache-man in the Eifftl Tower. ' .

o‘ 36. '"'He may be in.the Eiffel Tower," says Celeste. v;//’
:37. "All visitors to Paris go up there." o

38. Now they are.up in the Ei*fel Tower.
2) Supplementary information in |llustrat|ons. There are no major _ ‘

\ A

parts of the text which are incomprehensible without the illustrations. The

)

illustrations seem to show a general picture of what is happening, each two-

-

‘page illustration depicting a new_scene in, the action recounted by the story.

Thus, the main function of the illustrations, besides a decorative one, seems ‘. +
L] ) . ‘

to be to give an actual visual representation of the individuals, objects,

and events referred to in the story. Thus, they might help the chi’ld in/

understanding such new notions as ''Eiffel Tower," '""hotel," and "sidewalk .

4

restaura t," which might not- be familiar to him or her. The whole situation of

chasing\the Mustachetman down the stairs to the subway and belng stopped by
the gates at the bottom of thé stairs might be almost |ncomprghensible to a
child not familiar with the French Metro system. The illustrations here

supplement the text by showing parts of these events. |In this case neither

the illuystration alone nor the text alone will suffice to provide enough

hd '

114
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information for an untravel led six- or seven-year-old to fully comprehend
" the situation described; only If a child relates them to each other will he

or she bu able to make Inferences from the pictures to the text, and vice-

§

Y

_versa, to make sense of what f; happening.
The same kind of text-lllustratlon relation Is . found on the last two
" pages of the stor’(pages 62-'63).\ On pages 60-61, Babar recovers his crown
after'bdmplng into the Mustacﬁe-hen,_who gets his flute back. Pages 62- 63

contain the following text:

\ —

160. It turns out to be a great night after all.

161. The crown I on the head of the Kirg . . . and the flute is under
' "the Mustache-man's mustache. L ) . .

The reader would have a difficult tlme Tnferrlng froqithe text alone that

-

‘Babar and Celeste did get to the opera after all, since the only lndlcatlon
of this in the text is the mentlon of the flute being under the Mustache-man s.
mustache. Inferences are rsquired aioqg the fcllowing lines: |f the flute
Is under his mustache, perhaps it Is In his mouth, since the moeth is under

| .
the mustache. |f it is in his mouth, he l%“probabl@ playing it. .. Perhaps he

A . .
is in the orchestra at the opera. Since the location of the crown with re-

"spect to the King (Babar) is mentioned in the same sentence, perhapé the Klng

is at the opera too.# This last is perhaps still ;an improbable inference, but
. '/’ . ' u .

A

enhanced nevertheless by the fact that Babar aed Celeste were on their way to
tﬁe opera. In principle, of course, Babar could have decided to have a ”great
night' at a nightclub to celebrate the recovery, of his crown. The 11lustra-
tion suggests the correct 'nferences by showlng Babar with his crown sitting :

.in a box at the opera and a mustachloed flautist in the orchestra pit with the

_rest of the orchestra, and thls helps the reader make a little more sense of

the last sentence of the story. -
159
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d. Further research

There are perhaps more problems.in content and Inference ahalysis of
text and accompanying Illustratlggvwhlch'funthek work willzldentlfy. Certain
relaflvely natutalls;ic‘experlments could perhaps be devlsed to answer some
of the questions ralsed-above, but it is not clear how much could be general*
ized from tne answers. |

I f lf is possiblewto devlse procedures which will permit ‘the comparison .
of lllustrated texts with respect to the redundaney of accompanying illustra=-
tions, then experlments can be designed to show what propertles of Illus-

trated texts aid in the acqulsltion of reading ability, -and under what con-

ditions, and what properties retard or discourage it.

Layout

" 1. Intreductior

Descriptions -of the layout of a text should include mentlon of at least
the followlng properties which may contribute to the readabillty of the text:
1. Presence of illustrations
2. Relative portions of the page occupied by text, lllustratlpns}
_ and 'white space' |

3. Margirs (right justlfied or ne:)

4., Size of type

S;! Some measure of the number of lines, words per page
6. Paragraphing

7. Front matter (title page, background, etc.)

8. Back matter (index, comprehension questions, etc.)

L4
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“

' We discuss here only one of the most InterestIng-and potentially impor-
tant aspects ofe-layout: the effect of line breaks on readability. It Is
IIker that the InterruptIon at line ends can cause an Interruption in Ian-
guage processing. Experimentation is needed to determIne whether the exact
placement of IIne ends (their coIncIdence or lack of it, with crucIaI points
in syntactIc and semantic structure, for Instance) is an Important factor in -
readability. Most likely any effects‘would be most pronounced in beginning

"y

readers. )

Here we eprore the correlations between line ends and syntactic struc-
ture, anJ between line ends ano certain aspects of'the'structure of direct
quotatIons} Anyone who has read much modern poetry has noti¢ed that the
seIectIon of line ends can be exploited for effects that vary from poetry
;to gImmIckry It is clear that certain combinations of line end and syn-
tactic properties can have a Jarring effect on’ the mature reader It may be:
that this effect is the symptom of some hang-up in syntactic processing
caused'by.the line end InterruptIon, which could obstruct'normal processing
and comprehension irf the immatyre reader. These judgments ‘are intuitive and
ImpressIonIstIc; experimental work is clearly needed to determine the impor-
tance of this factor.

An analogous question arises in regard to the relatIon between line end
interruptions and other kinds of IInguistIc properties. We have taken as a
case in point the relation between direct quotation and line ends; it is
conceivable that tne processing task of keeping track of direct quotations,

their contents, and associated -speakers, is made more difficult by the inter-

ruption of line ends.

152
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2/ Syntactic Description of Line

Probably because of short I[ne length, many sentences were broken at

line ends. In the Analys]s of Babar (Tech. Rep. No. 000), broken sentences

are listed with surface-structure parsings, .end-of-line being indicated by
e, the depth in the tree representing the surface syntactic structure of
the sentence at which the break occurred is indicated. We suspect that the

relation between line breaks and various syntactic properties Is significant

for beginning readers, in that the line break is likely to cause an inter-

rubtion'ln syntactic (and other) processing. The analyst'recorded impres-

snpnlstlc Judgments of the jarring effect of line breaks, on a scale of 1
to 7. This rough guess of level of difficulty does not entirely correlate
with depth. This is a matter that deserves detailed 1lnguistic and exper}-

mental investigation.

3. Quotations and Line Ends

A matter analogous to the relation between syntax and line ends is the
role of line ends and other interruptions in the presentation of direct quo-
tation; the reader's task is simultaneously to keep track of who is speaking
and to process and comprehend what is said. This complex task can posstbly
become more difficult when a single monologue by the same speaker is broken
by punctuation, syntax‘(e.g., Quote-niching, as in sentence 144) , or line
ends. ' Also, readers could easily be confused by unannounced speaker changes,
as in the transition from Babar to Celeste in sentences 31 and 32 of BABAR.
As it turns out, in BABAR al!l such speaker-to-speaker transitione involve
either pre-announcement of new speaker (as in sentences 50-51) or separation

of the two speakers by a page break. The question of possible effects on

beginning readers deserves experimental examination.
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Footnotes

\ .
y . ] r

Detailed analyses of some aspects of BABAR (Iabar Loses His Crown)

and DESERT ("The Wonderful Desert") are given in Readlng Center Technlcal

'Reports j69 and 170.
For convenience, we shall often use the term ''discourse entity' to
refer to any such individual, objeet,veuent, etc. evoged by the text.

3Thqy play a semewhat similar role to Karttunen's “discourse referents'"
(1976). Our alternate terminology rests on a desire- to keep "referents'' a

L
separate technlcal term. C '

“See Nash-Webber (1978a) for a full explanation of the notation used
above. As using it .here unmotivated and unexplained may lead to more con-
fusion than it clarifies, In the remainder of this sectlon we will appeal .
to the reader's intuitions about the results of applylng RW-1.

5Most noun phrases are referential. Non-referential noun phrases in-,

clude predicate nominatives and appositives.
We are not claimlng that he or she consciously applles rule RW-1, an
 obvious idealization, to some formal representation of that sentence, just
that his or her understanding of the sentence has the same effect as RW-1.
75 similar problem arises with sentence 39: |
39f The man with the bag is not there.
Only, in the case of 39, there is nothing in any illustration to indicate
that they are looking for a man with apbag. O0f course, this is consistent
with the illustration,of pages 16-17, but so are an Infinite number of other

content statemefits, many no more or less likely than this, e.g., Celeste's

ccown Is not there, President de Gaulle is not there, etc.

Lea
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. Appendix I: Hansel and Gretel

From Grimm's Falry Tales, translated by £. V. Lucas, L. Crane, and M. édwards;
copyright @ 1945 by Grosset and Dunlap, Inc., and used with ﬁertﬁlsslon.

X ) | Close to a large forest there 1ived a woodcutter Qith his wife.and his o
two chfjdren. The boy was called Hansel and the girl\Gretel. They were
aiways very poor and had very little to live on. And at one time Qhen'tﬁere
was famine in the land, he could no longertprocure daily bread.
One-nlght when he lay (q bed wo;rying over his troubles, he sighed and
said to his wife, "What is to'become of us? How are we to feed our‘peor
chlfdren when we have nothing for ourselve§1‘ ' ' . L
“I'll tell you what husband.“ answered the woman. ”Tomorrow morning ;
ve will take the children out quite éarly into the thickest part of the
forest. We wnll light a flre and give each of them a pliece of bread Then
‘we will go to our work and leave them alone. They won't be able to find
their way back, and so we shall be rid of them
''"Nay, wife,' said the man, ''we won't do that.. | could never find [t in
my heart to leave ﬁy children alone in the forest. The wild animals would
sden tear them to pleces.' | |
""Wwhat a fool you are!'' she sald. "Then we must all foPr die of thunger..
You may as well plane theeboards for our coffins at once." '\
\

She gave him no peace“till he consented. 'But | grieve o'er the poor \\ :

children all the same,”" said the man. The two children could not go to
sleep for hunger either, and they heard what their stepmother said to their
father. |

Gretel wept bitterly and said, '"All is over with us now."

15
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"'Be quiet, Gretel," sald Hansel. 'Don't cry! [ ylll'flnd some way out
of it.”

When the old people had gone ‘to sleep, he got up, put on his llttle coat,
‘opened the door, and slipped out. The moon was shlnlng brlghtly and the white
pebbies round the house shone llke newly mlnted coins. -Hansel-s;oopedldown
and put as many Iinto his pockets as they would hold.

Then he went back to Gretel and sald "Take comfort, llttle slster, and
go to sleep. God won't.forsake us.'"" And then he went to bed again.

At daybreak, before oﬁe sun had rlsen.‘the woman came and sald, 'Get up,
you lazybones! We are going lnto the forest to fetch wood."

Then she gave them each a plece of bread and said, '"Here is something for
your dinner, but don't eat it before then, for you'll get no more."

.Gretel put the bread'under her apron, for Hansel had the stones uh his
pockets. Then they all started for the forest.

When they had.gone a little Qay, Hansel stopped and looked back at the
cottage, and he dld the samo thing aga]n and again.

His father sald, "Hansel, what are you stopping to lookvback at? Take
care and put your best foot foremost.'

- "'Oh, fatﬁer,” said Hansel, "I am looking at my white cat. It is sitting
on the roo;; wantlog to say good-by to me."

"Little fool, that's no cat! It's the morning sun shinina on the chim-
ney," sald the mother. -

But Hansel had not been looking at the cat. He had been drogping a
pebble on the ground each time he stopped.

When they reached the middle of the forest, their father said, '"'Now,

children, pick up some wood. | want to make a fire to warm you."

1en
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Hansel and Gretel gathered the twigs together and soon<madd’§ hqge'plle. _

i L

Then the plle was lighted, and when it blazed up the woman sild, ""Now lle

3

dowa by the f]re and rest yOuréelves while we go and cut wopd. ° When we have ~

L]

finished we,w]il come E;ck to fetch you.'"
1Hansel‘and Gretel sat by the flre,'ana when dinnertime came they each
ate ‘their little bit of bread, a;d they thought their fgther was qulte near
because théy couid hear the sound of én ax.h It yas no ax, however, but a
branch which the man\had,Flea to a dead tree, .and wﬁlch blew backwards and
1 forwards aéainst it. They sat there so Iéng a time that Fhey éog tired.
| Then their éyes began. to close and they wgre-soonlfast asleep;
‘when théy woke it was défk night. Gretél began to cry, ”wa shall we

ever get out of the wood?" , L o

But Hansel comforted her and said, "Wait a little while till the moon

> r

rises, and then we will soon find our way."
When the full moon rose, Hansel took his lltfle sister's.hand and:they .
walked op,'éulded by the‘pebbles, which glittered like newly coined money.
They walked the whole night, and at déybreak they found th;mselves back at
" their father's cotfage.
“ They knocked at the d;or, and when tﬁe woman opened it and sgw.Hansel
and ‘Gretel she,sald, "You béd“childrgn; why did you sleep 50 long in the
wood? We thought you‘dld not mean to coﬁe-back any more."
But their father was delighted, for It.had gohe fo his hearg to leave

'them behind alone.
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| Appdndlx 11: The Dog and the Cock

From The Winston ReadeWs: First Reader by S. G. Firman, copyright.(c) 1918,
Holt, Rinehart, and Winston. ) ' '

%
[

Once a dog and a cock went into the woods.

y
Soon it grew dark. b
The cock sald, "'Let us stay here all night. 1| will slgep in this tree;
top. You can-sleep'ln the hollow truﬁk.”i |
"Very well,'" sald the dog.
So the dog and the cock ;ent to sleep.
~In the morning the cock began to crow, ''Cock-a-doodle-do: Cock-a-doodle-"
do!" G
M?. Fox heard hl% crow.
He said; "That Is a éock crowing.’ He must $e lost in the woods. l.w;ll
eat him for hy breokfasé.“
Soon Mr. Fox-saw the cock ln.the tree-top. ’
,“. He said to hlmse}f, ""Ha'! h;! Ha! ha! What a fine breakfast | sﬁall hav;!
| %ust make him come down from the free. Ha! Ba! Ha! ha!"!
- So he said to the cock, “what'a fine cock you are! %Pw well you sing!
Wil1%ou come to my house for breakfast?" | ’
The cock said, ''Yes, thank you, | will come ff m§ friend may comq: to;.”
'""0h yes,' said the fdf. "I will ask your friend. ‘whére is he?"
The cock said, '""My friend is in this hollow tree. ﬂe is asleep. You
must wake him," “

Mr. Fox said to himself, ''Ha! ha! ,y shall have two cocks for my

breakfast!'
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So he put his head into the hollow tree.

Then he sald; 'Wi'll you come to my house for breakfast?"

Out jumped the dog. and caught Mr. Fox by the nose.

Y
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