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- " Avstract

This paper reviews a broad Spectrum of methodologies pertinent to

studies of schooling effects. Methodologioal issues and problems are _<‘ ‘ :
- addressed according to a three—dimensional conceptual framework consist-
ing of: (1) indicators of schooling_e{fects, (2) study approaches, and
(3) units of analysis. Problems and uses:of status attainment and difh
.ference scores as indicators of schooling effects are discussed first..'
Study approaches to schooling‘effects are divided_into two broad cate-
i\\g\*j_ , f_, -gories, experimental and nonexperimental. Methodoloeical issues re-
‘lated to the experimental approaches are discussed in relation to two
types of designs: experimental group only,designs and control group
designs. Problems related to the nonexperimental approaches are re-

d viewed according to. partitioning.of explained variance, comparison of
regression coefficients, nonlinear regression methods, and causal )
models. Issues and problems related to the units of analysis are

‘ nresented by contrasting two positions: that data should be analyzed
‘at the individual student level and that data should be analyzed at the

classroom. school, or district level. A third position has emerged.

that multilevel analyses should be performed because schooling effects

-~ | ' might result from many sources at many different levels.. Finally, some
R methodological trends are identified and their implications for further
R schooling effects studies are briefly cossidered.
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. 1. NTRODUCTION
s e WS T T e T e
‘ § _Large—scale studies on student achievement (and seccndaty analyses ’
. :hereuf) concerced eith the.relative affects of schools, programs,
~and/or teachets heve ccneisteﬂtly yielded findinge chet challenge-even
our most cherished beliefs about the impact of educaticn in America
'(Averch, Cerroll Donaldson, Kiesling, & Pincus, 1972, Circirelli,
Cccper, & Granger, 1969, Celeman, Campbell, ‘Hobson, HcPatcland Mned,
Weinfeld & York 1966 Heath & Nielson, 1974, Jencks, Smi:h, Acland,v
 Bane, Cohen, Gintis, Beyns, & Michelson, 1972; and Mayeske, Wisler,
Beaten, Weinfeld, Cohen, Okada, Proshek, & Tabler, 1969). However,
critics cf these studies, such as Cain and Wa:ts (1970) Campbell and
__Erlebacher (1970) CGuthrie (1973), and Hanushek and. Kain (1972), ;
ask: Are the results of these studies. truly reflective ef our .
schooling. cfforts, or are they at least partlv artifactq of the research
‘methcdolcgiee used hyihehavic:al'and/er secial scientists,as they study
Aschoaling effeets°
| It is instructiVe to examine what seversl educetienal researchers
-have had to say in reeponse to such a questicn. Cain and Watts, indicated
‘chat "the analytical part of the Celeman Repert has such methcdelogicel
1}shcrtcomings that it offers little policy guidance" (p. 228) fIn“a_‘-<~
;”scholarly critique of the Hestinghcuselﬁhio University study of ccmpenea—.hwmw’ m

;g;"" | tory education, Campbell and Erlebacher concluded: "It is tragic that

. the s sociel experiment evalua:ien mcsc cited by presidents, most influen~

oo s ae = e o e anebe e ¢ s e s e o2 Len e

tlal in government decisicn making, should have ccntained such a mis-

'leading bias" (p. %03) As to the assignment of blsme, ehev responded

P
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“In this instance, the failu - came f£rom the inadequacies of the social

science méthodnlagicsl community (including educa:ion,'psychology. eco~

nomicé,‘and sociolégy) which as a population was not ready for this ﬁask“ ;e

(p. 204); Herriott‘and Muse (1973) believe that "'we cur:ently lack both i
the conception and methodological tools essential for an unambig#ous

w a;tribution of edgqationgl effects among competing explanatory vatigb;es"
(p. 231). Aad Cronbach (1976), in » paper extmining alternative ways |
of analyzing data, expressed his deeply felt concerns ahoﬁ:ﬁﬁethodo;pgy ' ) /fi,

currently in use in educational research:

1. The majority of studies of educational effects~-whether

o classroom experiments, or evaluation of programs, Or
surveys~-have collected and analyzed data in ways that
" conceal more than they reveal. The established methods
have generated false conclusions in many studies.

. ‘ /2. The traditional research‘strategy—-pitcing substantive

' ' hypotheses against a null hypothesis and requiring stat-
isg;cal significance of effects--can rarely be used in -
ediicat fonal research. Samples large enough. to detect
strong but probabilistic effects are likely to be pro-
hibitively costly. (p. 1)

Such critiques have stimulated researchers to consider carefully
the advantages and disadvantages of employing one method over another,
and have called attention to the need for methodologies that can be.
employéd,as'altérnatives to es:ablished'praé:icé.' The use of

“eommonality analysis” (Mood, 1971) in the Instructional Dimensiens

4 t . N,
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Study (Brady, Clincen, Sweeney, Petetson, & Poyner, 1977), cf'
"path analysis" (Blsleck, 196&, Dunean, 1966 Werts & Linn, 1970&,

wright, 1921) in the Beglnning Teachers Evaluation Study, Phase Il

7(McDenald & Elias, 1976), and of “pelynomisl regressien analyses

(Cohen & Cohen, 1975; Fisher, 1925; Kerlinger & ‘Pedhazur, 1973;
Pearson, 1905) in the Fellow Through Classroom Process Measurement

ané Pupil Growth Study (Soer'ﬁhear, 1¥72) shews several of the more. recent

attempts to meke use of more appropriate research methodolegies in

scheoling effects studies. The Horst, Tallmadge, and Wbod (1975)

paper, developed i. an attempt to improve the methodology used

- in the evaluetion ef educational pregrems in Title I, has'had an im-

pact well beyond its relatively limited gesle, and is yet anothex .

example of the pocentiel usefulness ef endeavers sueh as this.

Purposes

The major gurpcsee for this review and syn:hesis effert are!
 (1) to examine issues and problems assoeisted with methedelegies per~
(tinent to researeh on ‘schooling effects, (2) to eaIl attentien to

recent developments in relevent researeh methodolegy, and (3) to

a describe general methodolegieal trends in the study of sehoeling

'effeets.k 1t is anticipated that the kuowledse bases estsblished here ,

- will fscilitete effcrts to select and utilize me:hedolegies that will

‘“be effeet1VH and feesible for. providisg feedbsck to, develepers ef

teehnelogy designed to essist prsetitieners to identify and expleit

T -t




opportunities for improving instruction and its puteomes..

‘unitl Section II of this r

Methods and Procedures

An Organizetienal Schema

-

The sheer number and richness of meéﬁcés employed to study school~
ing effeets represented both a blessing and eurse :o the reviewers;
there was no lack of methadologieal areas to explnre but seemingly no

simple way by which diecussions of those topfes'cculd be organized.

In the process of seekinﬁ ways to-develop an orggnizational framework

for this review, it prcved useful to assume that extant mechodologieb

“cauld be loeated in a multidimensional space; that is, they could be

characterized by a 1imited set of dimensions or faeets (Perkins, 1977

Willems, 1969) Facet design, as viewed by Runkel an Mecrath (1972),

‘"is a way af'leying.out a domain for research; itfs ecifies the¢limits_

of che domain and the preeumed ordering of its s parts" (p 20)

The descriptive space shown in Figure i i designed to repreqenL

, bath the domain of interest (i.e ; resegtch e:hndelegies pertinent to

'schncling effects studies) and the organ atianaL schema by which the

review is erdered and delimited The hree displayed facets, that is,

/

indxcators of schaeling effects, s$ady approaches, and units of analv51e,

answer, respectivcly, these ques ians.; what? How? Nhich analytic

iew deais with issues and problems related

v

issues and prahlems .leﬁeé to study apprcach6 *n research on

w::o the indicaturs n£ sc!_oling e;fects, that. is. the "whac’" dimensien.ud;m N
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- Schooling Effects 2 !
Status ‘ ; _
Attainment - o -
Differences A
«, Study Approaches | ) |

\ . - Figure 1, G:ganiza:ional schema for reviewing resea:ch methodolc-
. m““mgies pertinent to the study of schooling effec:s.
4.‘ )
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have for researchers in the design ‘and conduct of sehoeling effeets

- discussed in the lacer seetions are briefly deaerihed in che paragraphs

schoeliné effeets; or the "how?" dimension. are discussed in Seetian
1I1. In Seetian IV are feund diecussiens of 1seuee and problems re-
lated to the un?: of analysis and ‘Ye analysis of multilevel data in
s:udies of seheoling effeete, that ie, the "which analytie unig?"

dimensien. A finel sectien contains a review of methedological trends -

and a brief discussion of the implications chet existing methodologies :

studies.

Search Delimitations

Portet and McDaniels (1974) have convineingly argued :hat design
and meaauremen: issues are equally as important to consider inm schoal~
ing effects studies as they are 1n educational researeh in general.

Despite this, a variety of practical cnnstrainta prevents the authors |

Py

“‘frem dealing wf!h bech deeign and measurement issues in this paper“'““‘“““”‘“

This is not mean: to suggest that one area is more important than the
other but merely ‘that the auchere have chesen to focus oen ene and
not the e:her. The presenc review, therefore, concentrates almast

exclusively upon issues of deeign and statistical analysis.

In addition, :he ameun: of liCera;ure related to researeh method-
N

'm;Ologiea was so greet that it became ahselutelﬂ'hecessary not enly té ' .-

limir :his review to the domain of interest (as defined by Figure 1),

o but alse to be highly seleetive in its treatment.v Same of the iasues ‘ e '

e vt o ot [ESPUUSPIUR SR L - -

. belaw and are accempanied by remarks cf a delimitins na:ure. -
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ndiceters of schecling effects. The question of whec ic is chet

is to be measured in studies concerned with scheoling effecte can be

.

dealt with from at 'least two aspects. One might fcr example ask:

Ve
‘What are schooling effects? It i{s the authors*: incent to leeve the

" resolution of such political and philosophical problems to ethers,

nevertheless, it is necessaxy to point out that schooling effects

studies have meinly been concerned with examining the effeccs of

schooling on "imnediete“ student autcomes, such as student achieve~ _

ment in the hasic skills areas. This histerical concern 1s teflected

€

in this paper. A second questien tha: can be asked from a method-

ological standpoint is: What kinds of measuremente sheuld»be used
N . o
as indicators of schooling effects? This peper e.amines two mejer

.,indiceters of schooling effec:s (1) sta:ue ettainment or outcomes

(i.e., effects measured at a single point in time), and (2) differences

(i.e., effects resulting from differences between measurements eccurring

‘at two points in time or between observed and predicted outcomes) .

Study agproaches in research on echecling effects, Perhape the

most crucial methodolegicel questien is. ‘How should schcoling effec:s
be studied?" In responding to this issue we distinguish, as did

Cronbach (1957) between :we major study appreachee. ‘the experimental

_;and the carreletional (or ncnexperimental) Discussed under the

experimental category (which encempasses pre-experimental true

: experimental and quasi—expe:imentel designs) are experimental-group-

only designs and "eentrel-gxoup-designs.' A variety of ce:relatienal T




tvoe epproeches to research is discussed under the nonexperimentel

category. Also discussed briefly are efforts to comhine the experi—

-

- €

‘mental and nonexperimentel approaches.

~ The descriptive case study approach will be excluded from thie

.partic lar review since ethnographic methodology suited for the study of

schooling effects io S0 different from the main thrust of this paper that

its inclusion may be distractive more than beneficial.

f i .

Units of anulysls. Methodological issues related to the units of

analysis (and levels of data aggregation) faoet are presented by con-
traeting two types of analytic units, that is, units at the individuali

student (or noncollective) level and units at the eollectivo level

1 .(e.g.,'classrooms, schools, school districts), Additional discussion

"——"——eel-area were then identified1 ohtained reyieued,_and annotatedl_:m.m

‘or groups (i.e., n =1, or one-shot case‘studies).

deals with the analysisiof multilevel data. Not discussed are method-

ologies used for analyzing data from studies involving\eingle students

)

Search Strategy

«

In keeping with the need to economize time and resources for this

investigetion, the literature seqroh beEan with an examination of

~relevant articleo appearing in recent volumee of the Review of

Lducationul Reeearch and the Review of Research in hducotion. This

‘1

‘ initial step reoulted in a list of methodological topics ﬁtom which
—— ) e e “ . e 0

an outline ‘was generated. Key papers and reports related to each topi-

lroatcd as ?kcy literature were thoec papets or reports. () in which

at
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fff methods or ideas listed on the topical outline were originally proposed, .

_ ' (2) thac were related to methods used in major and/or controversial

1>

- 'y “
) ! . studies, or (3) that ?usges:ed new directions and approaches. Addi- ‘.
. . ti&gal referepces were examined depending upon the nature of their
TS citation in the key literature and upon the recommendations of a panel
” fy of extetnal reviewers. A final reorganization of the topical outline -7
L was helped'by comments from this same panel of experts. . —e-\-~"‘f
- ”
’ €
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1. Issuss AND PROBLEMS Rsmfsn TO
INDICATORS OF SCHOOLING EFFECTS
S
Research can he eonstrued as the proeess of seeking relationshxps
between variables (Gege, 1976a). This, of course, is slso true of
schooling effeets'researeh. All\sueh‘studies, by definition, are con-
cerned with the exploration of relstionshins between independent and
dependent variables which represent respectively,'the "effeetsnts “and
the "effects" of schooling. From the measurenent point of veew, one
~ can distinguish between two msjor types of dependent vsriebles: “status

attainment or, ontcomes“ and "differences." Status_atteinment.or outcomes

indicators are measures of effect taken et a particular moment in time.

Differenees indicators or scores representing degrees of discrenancies be~
tween two measurements on the same scale can be subdivided into scores
derived from differences between measures ‘taken at two different points in
| time snd scores representing differenees between observed and predieted.
outesmes._ Issues ~and problems relsted to these indicstors of schooling
effects are discussed below. A final seetion summarizes this knowledge

.

_bese and reviews the advantages and disadvantages of both types of

indicators.

: Status'Attainment or Outcomes as
Indicators of Schooling Effects

All measurements taken on a student at a single psrnt in time are

'“1to,be regsrded as indicators of ststus sttainment or outcomes. e

-

iy
T
RS
i
A
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A major clase of schooling effects studies that employs indicators
of status attainment or outcomes is educational aeseasnent progaane )

. Programs or atudies\ such as the 1EA stndies (e.g., Comber &fkeeves,

’ 1973; PuIVes.li973; Thorndike, 1973),-the NationallAsseasment of. | |
Educational Progress program (e.g., NAEP, 1974), and the Educational
‘Quality Assessment OT EQA progran (e.8., Pennsylvania Department of
Education, 1873) use status attainment data.; '

Cnrrent efforts to establish minimal competency levels as a pre-‘
requisite to graduation (Madaus & Airasian, 1977 Pipho, 1977) re-
present another example of the use of status attainment indicators
to assess schooling effecii. A more complex example 1is the tradition~

¥ al dependenee on ciass standing, grade point average, and scores on

' _entrance examination as the basis for admission to college.

Fipally, studies of long-term schooling effects on such‘non~
cognitive variables as occupational status and income have also ine : ﬁ
volved the collection of status attainment data (e.g., Fagerlind 1975

7 Flanagan & Cooiey. 1966; Flanagan, Dailey, Shaycoft Gotham, Orr,.

& Goldberg, 1964; Jencks et al., 1972).

: Difference Scores as Indicators of Schooling Effects

‘ : T X L
Aii.ccores representing degrees of discrepancies between two

< measurements on the same scale are to be regarded as. indicators of

; differences. Two major types of difference indicators, that is,

change or gain scores and residual scores, are discuased in this :

'aection.-
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Change as Indicators of Schooling Effects
- - . . . A y v‘\ ‘ : N : o e - ) ( | g
In educational research, schooling effects frequently are eval—

uated on the basis of the amount of change in those observsble student
‘behaviors thought attributable to che school progxam, teacher, or some
vr‘combination thereof (e.g., McDonald &.Elias,.1,76).n Almost all of the
ﬁ'emisting schoollng effects atudics have been designed to examine the
1mmediate effects of schooling nnd, for purposes of analysis have“”
utiliaed adjusted or unadjusted change scores derived from calculating
differences in pretest to posttest performance (Type A change scores).

In contrast, the few studies that have researched sfter-school effects

(or whac Hirnqvist (1977) refers to as the "enduring effects of SCh001~4 '
ing") have, again for purposes of analysis, utilized change scores o
but as derived from, calculating differences in posttest—l to posttest 2
performance (Type B change scoces) Type A change scores measure
'learning'(and/or growth") Type B change scores‘assess retention (andf
or conceptual modification .
| Discussions helow are concerned wich issues and problems ttadi- .“lt | :‘4x “;
‘tionally related to Type A chenge scores and will follow quite closely ,
in topical coverage Linn and Slinde s (1977) compreheQSive review
. article entitled, "The Determinarion of the Significance of Change
>‘Between Pre- and Posttesting Periods. The two types of change scoresb

reviewed here include. firs:, Yraw change" (or "difference") scores

: and second estimsted true change,m‘ These diecussions are followed

-by a short section oealing with Type B change score issuee.




ﬁew ghange Jeoree.A The simple rew change er difference score 15
the most natural measure of change from one point in time tu anothet
(Linn & Slinde, 1977, P- 122) Swimmers weuld be interested in assess-~
ing the dif ference between pretraining speead and speed after some
amount of training; golfers, on the-ether hand, would be.concerned with

the number of strokes they were able to take off their game as a

v}caﬁseq“encev°fvbéinsvCﬁached'by the club PrefessienelQe The reu chanse o

score obviously is quite easy to calculate, but this simplicity belies o

-

'the methedologieal eemplexities associated with its use.

There are several major areas of ceneern related to taw change

scores. One serious problem with the use of raw change scares is that

-they typically are negetively correlated with the pretest (Bereiter,

1963; Linn & Slinde, 1977 Thorndike, 1966) This dependency relation-~ |

ship is more commonly referred to as the problem of regression teward

_the mean (Guilferd’:;QSQ; Herriott‘&,Muse,'1973;;Mareus, Keeeling,iRose; =

& Trent, 1972). An implieatien ef this preblem is that etudents with

dow pretest seeres are more likely to ebtain large pesitive gains, while d

-etudents ﬂfzthigh preteet scores are- less likely to do the’ same and

: fnr the regressien teward the mean effeet heve led to what he calls the

perhaps snew a less.

Berexter (1963) cerrectly indieates that "some kind ef'eerreetien

is ealled for" (p. 3) “However, he d4lso notes that attempts to correct Ny

under-eurreetien/ever~correet£en~dilemma _a He refetred :e Gereide e L o

'.‘(xgse) artielewin,whieh three methods of selving for the regreeeion

X -

it oabosia
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~ of gains on.initisl scores were studied.  Garsiee's‘results géié‘iééw"
_Lconsistent, thst is, with one method the regression estimste increased
as the correlation between pretest and posttest_incressed, with another
it deereased, an& the third nethod was indifferent to this correlation.
"In another instance, Campbell and'Erletacner (1970) suecinctly illus—
;trated how biased adjustments could make the gsins for one group
_f;look larger in relation to gains for other groups. Such results, .
”:jthev suggest, usually will occur when groups are constituted in snch
' a way that the pretest scores for the groups are significantly
f different from one another, as 1is the case in many quasi-experimental
; stu&ies. |

It can be noted that researchers generally agree that none of the -

offered alternstives made to correct for biases resulting from re-

gression effeets provide a fully satisfactory solution to the problem f:

-(e g.3 Cronbach & Furby, '1970; Linn & Slinde, 1977)

Another problem with raw chsnge scores is unreliability (Bereiter,

-

{1963, Linn & Slinde. 1977 ‘Lord, l963) Linn and Slinde have illus~

trated vividly that the reliability of raw change scores is a function

”bogg of the reliabilrty oi the pretest and. posttest and of their inter~
icorrelation. st change score reliability increases as the re«
'fliability of the pretest and posttest increases, but decreases as

, their intercorreletion increaees o L R L wﬂo.; e e o

o Linn and Slinde (1977) indicste hat one implication of the un-

reliability of raw. change or “difference scores is that "it is quite:fWHWWW”Gwmmmmw”
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-risky to make any 1mportant decisions ebout individuals on the baeie .-

- of gains from pre- to postteeting petiods“ (p. 124). To determine

the trust one should have in raw change scoxes end, thereby. to reduce

risks, Lord (1963) has recommended the compu:ation of the correlation

, between observed change and true change, or between estimated true

"'change and true chenge, or both.' He indicated thet this estimate

should be celculated prior to analysis proper to be ‘sure that the

A observed change scores are not simply the reeult of random fluctuations

or so obscured by random fluctuations as not to ‘be worthy of analysis.

Bereiter (1963) in an ettempt to improve the reliabilitj of the.

raw change score, introduced the "chenge item" concept and procedure.

The change item was defined "as an item that is administered té the
*

same person on two occasione end scored directly for ditection and

perhaps emount of change (p._ )ﬂ The procedure produces, as a

‘-hy—product a lowered intercorretation hetween the pretest and post-

test while perhaps even raising the reliebility of each ‘ It follows

thet a poesible outcome of using thie procednre would he an increase
in. the reliability of the raw change score.
The very notion of increasing the reliability of the raw chenge

score by decreaeing the intercorrelation of the pretest and posttest

&

raises enother issue that Bereiter refers to as the “unreliebility~  (

invelidity dilemma. The dilemma poeits that an increase in the re-

fvliaoitity of the raw change score brought eboet by a decreese in the"(d.”

B e

'"pretest-posttest intercorrelation also tends to lower the validity

of the meesure 1tself thet ie, because of Iow intercorrelation the

L e e




E T B e T A
Cesa s . . ' . B |
i . .
<k

g

same instrument administered as a pretest and posttest may be said te_(",
.‘-be measuting different things. Despite the ebove, Bereiter believes I g

that the use of the change item praetiee is an edmissible one for in-

.

A . w
creasing the reliability of raw change scores.

Two othet issues whieh are corollaries to the xawvchange score | Q.
preblems mentioned aheve seem worthy of note. Fitst, the eorreletion
of a raw ehange score with another variable that is in part a fuetion . )
iﬁb o - of the pretest or posttest. 15, beeause ‘the same erroxs of measurement
‘§are present in both quantities being correlated, usually considered
- sgutieue‘ (Lord, 1963). When rew change seores are correlated with tﬁe
ptetest; a spurious negetive eetreletion usuelly is obtained. |

~ Second, unreliability has the effect of attenuatingAeorrelations

‘(Lotd 1963) The implicatian of this is that correlations 1nvolving
.a.ravw change score heving low reliability will tend to be quite low.

’ fLinn and Slinde (1977) noted that thie is rather a diseoutaging impli—
eatien for educationel rteeerchere xntereeted in finding cortelatee of
,rhange. L _‘ dr' L

e e Estimdted true ehange scores. An elternetive approach to that

of the raw ehange score is to estimate “true" ehange, that is, the

change that would obtain if there were no errot of measurement (Linn

& Siinde, 1977). As. toneeivee of by Lora (lybb, 19:8, 19&3) end by t ; | v
.’MtNemar (1958), true change may be estimated by using multiple re- .

”mggeeeigg proetdutes bated on estimatee of teliabilities ef the 'T‘ } ' A

i,
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- McNemar argument was extended by Cronheeh and Fnrby (1970) in an attempt
: '“to get a still better estimate" (p. 68). " By distinguishing, as did
Stanley (1963) between independent and iinked measures (1. e., ones with
correlated errors) and by suggesting the use of other svailable measures
~as predictors, Cronbach and Furby substantially advanced methodological N o \‘
theory in this area. | | :
ronbaeh and Furby suggested that a more precise estimate of the
true score could be obtained by adding one or more available measures
to the least ~squares estimationr In a study of this issue, Marké and
Martin (1973) found that the precision of an extended pretest estimator
of true ehange is an increasing function of the correlation between .
true ehange and the true score on the additional measures. More recentlv,
iatsuoka (1975) decomposed tho squared multiple«R of the 1east-seuare
‘ estimate of true-score diiferenee into the reliability of the differenee

-

score and the increment due to other predictors which is always non=

negative,v Therefore, adding predietors increases the preeision of es~
p timstion; S - ‘ |
'The distinetien made by Cronbsen ‘and Furbv between linked and in~
dependent measures led to the development of different formulas for
estimdting tbe reliabilities of raw ehange scores and true ehange. |

The formulas likewise require that a distinction be made between

linked and. independent pretest-posttest correlations. In a study

ii . - e e

of Cronbaen snd Furbv's reasoning, Marks and Martin (1973) found that, fumbwmwmmﬂwww

as predicted the megnitude of the eorrelations between true ehsnge

‘¢
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and pretest trae acores had a pronouand effect upon the ptecision
- of true chanse estimation. They also noted an analague to Bereiter
(1963) unreliability-invalidity dilemma in respect to true change

‘estimation. It was :heir suggestion that "as a general rule of thumb,

- the investigator ccmputing}trug gain estimates should employ only test | c
.fcrms,with‘reliabili:ies.1n excess ef 585-and especiglly s0 1f the “
" true gain-initial ﬁrueAsceré t9rré1a§idn is expected or found to
be .70 or lesé“ (p. 190). |
An estimafed true change scofe has'some advantages over .3 raw
,change score. For one, the réliahility o£ the estima:ed true change
score is as large as or la:ger than the reliability of a raw change
score (latsuoka, 1975) In additien, Lord (1963) has empirically
: shawn that when estimated true change scores are used 1n 11eu of r&w‘

Lhange scares, perscns with relatively high precest scores are more
likely to be among those with_large‘gainsf The estimated thE"Changem':F' 

scores, therefore, obviate the objection that raw change scores tend

to favor persons withAlow pretest“scores {i.e., the regression effect).

"Yﬁé ﬁndﬁring‘ﬁffeéts of Schooling

unly a small nuinber of sLudius have heen concerned with Type B

.

Chdﬂ&L scores and even fewer with after—schooling effects in the ‘ .

CObnltiVE domain (e. g., Dahllof, 1960; Harnqvist, 1968) Harnqyist (1977),

‘whila right{uily indicating that this is a neglec:ed area in educa:ion- o
al research, also cautions the researcher againqt the use cf repeated ‘Amwwmi;;*>‘-
_ o ‘S *
. c e e D
K




measurements:

1. 1t is not easy to retrieve information even if it is there,
somewhere in the long-term store. .In a long~postponed
 measurement of retention, more and different types of cues
' ‘are likely to be needed, and therefore a repeated measure-
ment with the same instrument . . . directly after leerning
is not very infermative or fair.

2. Since 1n£ormetion is not just stored away until it is re-

-~ trieved, but undergoes qualitative changes in the meantime,

- other things are likely to come out from the store than
those originally put in, and such changes are not just

" distortions by a faulty.memory but mnight very well be im-
prevemfnts alsc.u___

3. For both reasons a quantitative measurement of gains and
losses over time is likely to be misleading. Only on a
superficial operational level is there a difference between
two comparable things. (p. 9)

Residuals gg_Indieators of Schooling Effects -

The residual score. obtained by subtrdeting the predicted eri—

terion scere frem the eorrespending observed seore (DuBeis, 1957),.”w“‘

has been widely used in recent schooling effect studies (e. g.,
Mcnanald & Elias, 1976 SQar, 1973). Residualizing removes from the
Lriterion sc¢ore the poreion that could have been predicted 1inea:1y &
frem predietors or cevariates. The residual score, therefore, has a
zZero eorrelation with the covariate and consequently does not give an
advantage to persons with certain values on the eevariate measures

'(Linn & Slinde, 1977).

Reqiduai scores. To avoid eonfusion one should dis:inguish

'Mbetween two types ef residual sceres thet differ according to the -

. e
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‘fna:ure of the predictnrs used in camputing predicted criterion scntes.
In one case, predictors are obtained from measurcs other than

- griterion measures, and in the other case, the same measures are

repea:edly used in determining Both hhe predictor and criterion measures
(1 €., pretest—pcsttest) The latter type of score is often
called the residual gain score.’ Cronbach and Furby (1970) have

thie opinion that the residual score is no: a carrected measure

“:cf gain., It is, they say. “orimarily a way of singling out 1nd£vidUals

* who changed more (or less) than expected“ (p. 24).

The first type of residual score was used in the schooling |

effects studies cf' yor (19?0) and Astin and Panos (1966). In contrasc;‘

Soar (1973) and MaDonald and hlias (1976) used the so-c called "residmal

: pain acore" in thelr investigetions of process~product relatians. |

With rusidual SCOTeS Lhe effects of cu:ariates have becn partialled

_uut from the gritcrion variables, yet the vsidual score stlll has the

same unreliability probsam as does the raw change. Linn and Slinde

(}977) showed that resxduai sgoro tellabilxty was 8 function ef the .

.,reliahillty of pr;tequ and posttest scores and af their interccrre—

lations. although the reliahiiity coefficients of residual s;ores
1re qumewhdt bettgr Lhan Lhobe of the corresponding raw change scores,
Lhey were still small vhenever the Lorrelation of ptetest aud postcest

5¢nre~ was ldrEe.' The same cautions, therefore, that held for :he un~-

' r‘iidblllty of raw change gcores must alsc apply ta residual scores.

”nnd singe the problcm of unreliabilxty prevails with Lhe residual

. ';‘_<




geores, researchers are warned t

0 eorrect_for attenuation when computing

pnttiel correlations as well (Bereiter, 1963; Linn‘& Werts, 1973).

Ttue residuel gein sCOres.

gain is to ttue gain as résidual
relationship was used by Tucker,

attempt to drsw attention to the

It has been noted that raw change or
gain is to true residual gain. This
Damarin, and Meesick-(1966) in their

"true residual gain" score which they

refetrtd to as a ""basefree measure of change.' They proposed to divide

the true gain scote into two components, one entirely dependant on

the true score of the first, or
dependent of it (i.e., a true pr
rucker et al (1966) developed e

components. However, Ctonbaeh a

baseline test, and one entirely in-'
edicted gain and a true residual galn)

quations for estimating both of these

nd Furby (1970) cortectly criticized their

propoqals end in the process demonsttated a better way to estimate )

tht truu residual gain.

Disadvantages of Status Attainment

The Adﬁantaées and

" and Differences as Indieetots of Schooling Effects

Arbumtnts for and against t

-

- different indicatore in schoolin

he use o{ status attainment or

g effects studies are many and varied.

And as 1s often the case, . arguments for one are based on argumente

a&alnet the other Tor example,

Ctonbach and kurby (i9?0) sugges

e e v ] e v e st

question is whether posttest ave

or outcome scores) vaty from gto

wmziilréﬁj -

in epposing the use of chenge measutes,

ted that if one is testing the null '

_ hypothesis that two treatments have the same effect, the essential

rage ‘Scorés (i e., status attainment

up to gtoup. They found ne occasion




_in which the change score sheuld be estimated in educationdi :éséafch',

' and‘concluded. "t appenrs that inwestigaters whe ask questicne re-

garding gain scores w euld ordinerily be better advised to frame their

.

LB

{(p. 37). Linn and Slinde (1977) concurred.

question in other ways"
"The virtues.in deing 50 {in measuring chenge] are hard to find.
Major disadvantages in use of chenge scores are that they tend to

. conceal cenceptuel difficulties and :hey can giye misleading results : _
5 . -

(p. 147) Linn and Slinde, fellowing Cronbach and Furby, further

recommended that “where apprcpriate, regression analyses that treat - t <
the pretest no diffcrently frem other independent variables (et pre- |

dictors), and the pestteqt as the dependent variable aveid many nf the

(p. 148)

some. methodulegists hold the epinion that the

difficulties that are 1ntreduced hy gain scores'
In centraetg

.task for the reeearcher is not to eliminate‘the use ef differencee es

a_-

indicators of effect but rather to find ways to minimize the problems o

their use creates. ﬁereitcr (1963), for one, has described a number

difference sceres cee be

-

of ways by which prehiems asseeiated with

lt is his argument that:

. rtduced._ (1) unreliability in pretest scores

»

"ehuuld he eorrected heferc pesttest scores are regressed on pre~f

test sCores, (2) the meaningfulness of change scores daes not depend .

on a test 5 measuring the same thing on two occasiens. and

&

(3) eeasuring changes directly as subjective dimensions which do not

T

- BQLLﬁaafily have underlxing physical continua is the only way that

e e T e e i e T T

permits interpretable ccmperisons betwecn-chenges on psychologieal
v -

‘dimcnerune for indiVIduals with different initial stendiugetv_' " | L
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In attempts to minimize further prehlems eith difference
indicators, reseercheys have developed better ways of estimating true.
chsnge and true residusl change (e.g., € ronﬁseh & Furby, 1970;
0'Connor, 1972) and have found that the use of’ group membership in-
fonﬁLtien treated as a dummy variable in a regressien enalysis improves
F.":‘ | "the fairness of the esttmators (Lotd 1963 MeNemsr, 975).
. In the opinien of the anthors of this review, it is not yet
possible to study the scheeling\\ffeets that concern educaters most
without sometimes reserting to the analysis of differences. Despite
their.limita QNS 5 there are specifiable conditiens when the enalysis

of differeqce scores is more apprepriate thsn ‘the analysis of status '

sttainment or outcome seeres. The remainder of this seetion is used

. te describe the\conditions of use fer the two majet categories ef

‘1nd1cators of effect and to discuss the relative advantages end
« - ‘ L

dzsadvantagts ef each.

‘Stetue Attainment'ur Outceme indicators of Effect
‘ , Ca
In sehoeling effetts studies, measurements taken at a single

-

-

peint in time, usually after ‘some interventien hes tsken plece, are

'referred to as etetus attainment or outeeme indicstors.

"“'Londitions of use.’ Status sttainment or_ outcome messurements

e are apptepriate indicators of scheeling effeets when. (1) initial ' T
- . il
student. difféiences are expecte& to. hsve.little or no beeting on. ' ' L

}ater status_er oetcemes (e.g.; studies of 1eng-term effects and




adveisely by test unreliability

PRSI VP SN S

mastery programs), (2) initial student differences on crucial

varishles have been controlled (for exsmple, by rendom assignment

&

of students 'to treatment conditions); and (3 there i{s no intent to

attribute schooling effects sgﬂﬁztf€;1ly to schools, progrems and/or

teachers (e.g., state assessment programs).

‘e

Relstive advsntsges.

)

Ststus attsinment or outcome measurerents

generally are easier to collect. store, snd process in respect to other

types of measurements. 1f initisl srudent differences on crucisl

v variables are setisfactorily controlled .thert the test of differences

between rreatment conditions on posttest indicators is straightforward

-

and ‘easy to interpret. -

Relative'disadvsnteges.* In most educational settings, it is

difficult to control. for initial student differences and as a
conseouence, it is not possible to attribute meaningful schooling
ffects specxficsllv to schools, treatments, and/or teachers. This
is an especinlly sensitive issue for those interested in short—term
process—prodnct research. Randomieation, frsnkly, does not. slwsys
work and even when it docs, there is no'gusrsntee ‘that selective .
attrition msy not bccnr lster on to biss the results.
Status attainment or outcone messurements are also nffected

The most effective corrective

procedure. {s. to selett relisble measures ia advsnce.blﬁ" - L.'“mgu

.
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(Difference indicetotskof Effect-

In schooling effects studies, adjusted or unadjusted scores
representing differences between measurements taken at two points
in time with the interval usually being filled by some interventicn

strategy, are referred to as "change' or "gain" indicators. - Adjusted

or unadjusted scores representing differencee between predicted and .
‘observed geaeuxements are referred to as residual“ indicetors.'

‘-Change<and residual indicators have been treated in this paper as

subcategorxes of "differences indicators and, in the discussion to

' follcw will be distinguished only when warranted.

'Conditions of use. The analyeis of differences is appropriate

when the reeearcher anticipates that 1nitial student differences ~cannot

be fully ccntrclled and will thus influence outcomes in ways that

-wxil pre»ent a céear interpretaticn of caueality. The influence of

inxtiai stuuent differences on such shert term effects as reeding and

--mathematics achievement is usually considerable and serves as an examgie

of the epprepriate use cf differences as. indicatore of effect. Dif~-
o . e -
fcxence indicatcrs may als: be apprcpriately used in relatively leng-

-

LA

term studies. In thie re&ard, taliings end Keskewitz (1974) repcrt
that the dcbree uf the regreesion effects can drastically be reduced

in a longitudinel study. : .M“ee;;»wtgum;_.Mmmlm,mu,;;mcmm_cm_c.,_




Reletive advantages. The use of difference seeresapermitsi_

“researehers to etatistically control’(as best they may) initial
| etudent differences.

Relative disadvantages. Because differencee scores are derived

_from two potentially fallible measurements, they are usually unxe-

liable. When differences between repeated measurements are caleulated

*

Athey are likely to be effected by the phencmenen knnwn as regression

toward the mean. In attempting to correet for the effeets of re—‘
_gteesioa taward the mean, the researcher will usually be faced with
the so~called over-cerrection/under—correction dilemma This problem
was diecussed earlier

In addition to the abcve, di}ference ‘scores are more diffieult
aad eestly to come, by. And, while the raw gain score is telatively

easy ‘to ealeulate, the remainiug types of difference scores are much

note difficult o detive. R

Summagx. The authore review of :Ze literature indicates that | -

"altheugh there are censidered object to the use of differences

. as lndleatere of schooling effects, there are conditions undet which,
,they are more or leas appraptlate to analyze. lt is also the case

) that recent developments in this area have tended to reduee the force

of earller objeet;ons.

)'.

In. short certaln forms of adjueted differenee scores seem to

be epprepriate iqdicaters in the study of scheoling effects, es—' |

pecially fot the study of~such relatively ehott~term effects as

t

student aehievement in reading 1nd mathematics.

'y
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 IjI. ISSUES AND PROBLEMS RELATED TO STUDY APPROACHES
.77 IN RESEARCH ON SCHOOLING EFFECTS. ...

\ - .. . - N ) ’ ) . .
Cronbach (1957), in his presidential address to the American

Psychological Association, indicated that there were two . historic

streams of method, thought, "and affiliation in psychology. experimen—

tal and correlational psychology. These same study approaches have

“been evident in educational research over the years and still re-"

present the predominant methodologies in investigations of schooling |
effects (Alwin, 1976; Gage, 1976a; Herriott & Muse, 1973). This section
will review issues and problems related to study approaches in research

on schooling effects, specifically, the experimental" and ' nonex—

f'perimental approaches to the study of schooling effects will be |

-discussed below. Also discussed in a subsequent suhsection are two -

relatively new methodological developments in educational research.
that is,‘ ptitude—treatment interactions and meta analysis.' A final )

suhsection is devoted to a summary of review findings in this area.

-

Experimental Approaches

Experimental approaches to educational research are characterised

by attempts to manipulate experimental variables while tightly con-

trolling relevant situational varisbles. True experimental designs

permit researchers to perform rigorous tests of hypotheses and to reject

-~

those hypotheses that are less tenahle._ In these designs, the random

Mmassig ot Qf experimental units to treatment snd control conditions
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_;.is used as a mean. cf s:taining initial greup equivalency.on crueiaihuxww
sriables. Hewever, experienee suggests thet 1t is slmnst 1mpossible |
 to sssign randnmly individual students to treatment snd cenrrol N o ’ é
‘ conditions in most educatiensl situations. Also, in the natural ‘ ..T} E

setcing of the elassreom or sehenl the researeher seldem hss full
‘con:rol over situational and/or experimental variables. Under such
S _;m,.v wconditiens, researchers may use slternative designs, that is, quasie
‘experimental designs.i |
Campbell and Stanley (1963) distinguish between three sets of exe
,perimental designs: pre-experimentsl, true experimental gand quasi-
'experimental Idenrified as pre—experimental deslgns are the: (1) one-
.shut case study, (2) one~grnup pretest~posttest design, and (3) staric—‘
:»:group comparisien., True experimental designs include the. (1) pretesr-
.ipesttest eontrol group design, (2) Solomon feur~group design, and (3) pest~
' test—only control gtnup design.‘ The ten designs classified as quasi- |
experimental inelude the: (1) time serles, (2) equivalent time samples
 design, (3) equivalent materials samples des ign, (&) nen—equivalent con—fﬁ’
Af.rrnl group design, (5) counter~bslanced design, (6) separate~sample pre~
eesc—posttest design, (7) sepsrare~samp1e pretest—pnsttest centrol group
design, (8) multiple time series, (9) institutiona} cvcle design, and
(10) regression discontinuity. - | o “ -
With cwn exceptions the ahove listed designs can be assigned te one

ef two major eategories distinguished by the number ef grnups involved

im. the study, nsmely, sne-grsup designs (i €y experimental




h

| group cnly) or multiple greup designs (i e., control grcups) Listed

_in the upper porticn of stle 1 ste designs classified according to

this subdivision of the study appresches dimension and according to
the indicstcrs of schooling effects dimension (i e.,.status attain~
ment or differences). This latter dimension was depicted earlier
in Figure 1, .

Campbell and Stanley discussed the strengths and wesknesses ef

 each cf the sixteen designs in terms of intsrnsl velidity (1. g., .f
vtetpretability) and external validity (i. e., genetalizsbility) The‘-
eight factcts jecpsrdizing internsl validity are: (1) history, |
'(2) matutaticn, (3) testing, (4) instrumentation, (b) statistical
'regressicn, (6) selection, (7) mortality, and (S) selection-msturation
,interacticn. The fectors jeepardizing external vslidity are:

‘(1) intetsction effects of testing, (2) interaction effects of
.selectien and tteatment, (3) rescting effects of expetimental ‘jlifit
‘arnangements,.and (4) multiple-treatment interfetence.h Rseders-are
Cadvised to tefet to Campbell and Snanley (1963) for a full discussicn

A of the strengths ‘and weaknesses of each design. The strengths and

‘wesknesses nf the expetimentel group only designs snd af ccntrel

group designs are, hcwever reviewed briefly belcw.

Experimental Group Only Designs

Pre—experimentsl designs such as the'ons—snct case study and

““the ‘one-group pretest—pnsttest design aﬂd quasi—experimental dESigns

-t w I
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~ Table 1
~ Research Depigna and Analytical Models for Schooling gffects Studies
| o GTUDY APPROACHES INDICATCRS OF SCHOOLING EFFECTS
) | A FTIAIRYENT O DES DIFYERLANCES
. . Design .Static~Croup Comparison (t-test) .Pretest~Posttest Control Group esigs
Control Group Design .Posttest~Only Control Group  (ANCuVA, Repestad Measures ANOVA)
' o ’ Desiyn (t-test, ANOVA with .Solomon ?aur-Grqup Design
blocking, ANCOVA) - (2 x 2. w0VA o: $bsttents)
: .Equivalent Materials Design | Noneyudvalent Consrol Group Design
* {ANOVA) ' (Regression-Discontinuity aded,
‘ Regression Projection Yodel, Genareliued
) Multiple Regression Model)
. {.counterbalanced Dasigns :
w ,5‘??‘?°*9‘!1 (Latin=-square ANOVA)Y .
Q A achest .Separate~Sanple Pretest-Posttest -
sproaches” Contrel Group Design (AwiVed
. Nultipla Time Sevies Design
A " ,One-Shot Case Study : ,Mnz-Croup Protust-Pouttest Teaizs
. Experinental-Sroup=0nly | " (Common-knovledge Comparisoas) = | (Nomm-seforenced Cemperiasns)
1 .Equivaliit Time~Samplcs Desizns
(lestod design ANUVA) - N
- .Separate~3ample Pretest-Pesrtest
b et Design (t-test) o L
¢ Non~linear .Polynomial regressivon dnalysis . Polynonial regression enalysis
' Regression Methods o
Nonnkpa:imen:al | Partiticning of { .Incrementsl Parcitioning of .Iacrezental Partitivning of Variince
\ . * Explained variaace i~ Variance ~ ,Comrmonality Analysis ) ‘ o
Approaches ] - . i .Commonality Amalysis .ga::u:cning Residual Lriterdon Yariasaic
s T AN o e T R . N . g >< - " . v - ——— - e ««wm—-m
_§ Regression Coefficient % .Mul;ipl&fregressian analysis‘“““““y;hultigle‘regrcssiwuwanalyai.-WMNWWW:
%_ﬁgtﬁgésﬁ_ _____ o =~ b and beta coeificlents - b aud bets coufiicients
i Causal Models . .Recursiva Model’ JRccursive HModels -
v © JNonroouraive Mudels ’.NOL&ccu:bZVu wddcls
. . wFourteen out of the 16 desigas in Cimpbell and Stanley (1963) aré clussificd iato zhi;f:ahief»:fhg Recurieni ;n;:x;gz;;;;i

= Cycle Design {A “Patch=Up" Design}. is not included because it 15 of lfrple wedlityd

00 3

ERIC - -

'{s an enslytical wodel rather than a design. It i

~The. Regression - i s opnbinuaty Sealysic
listed as an anglytical sodel for the Bancquivalust‘CaathX'C;cungﬁgignﬂ _
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:é: ""men. _ ‘euch as timc eeries, equivelent tine samples design, and equivalent
| - | materials sampiee design are classified here as experimentel greup i- .. "_m_‘;
| only deeisns, simply because they lack a control group.

The two pre-experimental designs elassified ameng experﬁnental
srcup only designs heppen to be the weakest deeigne among the sixteen
listed by Cempbell end Stanley on both internel end external validity
criteria. They leck ccntrel over elmest all sources ef invalidity.
The one-grcup pretest—pesttest design is, hevevet, free from selection
and mortality biases. 1f in a study involving a cneegteup preteet-

. postteet design a standardized test is administered around the norm-
ing date (Tallmadge & Herst, 1976), then the nerm~greup con@arisnns
design which centrols for overall sources of internal invalidity,
“can be used to evaluate the school effects.

| Three quasi—experimental designs classified as experimental
group only degigns (that is, time series. equivalent time samples - o ,;
design, and equivalent materials samples designs) have cent§%1 over
nost sources of internal invalidity. Hewever these designs still

lack control over sources of external invalidity.

Control Grengdnesigns

¢ . | ‘ Ten ef the sixteen listed by Canpbell and Stanley involve at
1east one ccntrcl or ccﬂperison group and may be classified as centrel

greup designs. A c0ntrol greup in reseateh designs tends to reduce

(er eentrel) cenfeunding effects fron such scurces as histery,




-‘__

_ma:utetion, :estins. 1natrumentation, and resreseien. By using such

ennplieeted quesi—experimen;al designs as the separate—semple pretest-"

posttest design and the neperace—sample pretest-posttent contrel
group design, reseerchers may 1nereav the externel validity ef
findings.

- 0f some interes: is Ary and Carlsen s (1975) flawchart for

' se]ecting Campbell and Stanley designs, which takes into. aecount |

threats both to internal and external validity. It is a helpful aid
for the novice researcher in deciding upon the most Apprepriete |

strategy for a given research effort.

'Exgerimental Approaches in Schooling Effects:Studiee

Inspection reveals that only five of thirteen possible s:udy‘

types identified by Stufflebeam and Webster (l978) employ experie,‘

- mental or. quasi—experimental designs as methcds for evaluating

neducational pregrams. The study types are: (1) puhlic relatione‘

inspired studies, (2) experimental research studies, (3) policy

__stxdies, (4) decisian~o:iented studies, and (S) consumer-oriented

studies. Two other experimentel appreeehee may be added to this

list: preplanned variation evaluation studies (Light & smith, 1971)

and a precedure propesed by Tatsuoke (1972) for evaluating nationwide

-'1ntervention progrems

Frem an examinatien ef Stufflebeam s (1971) CIPP Evaluation

B ﬁodel ene may infer that crue—experimental designs have limited

- _32 v. ‘/v | . e oSS TOTT TN ‘;'.E"f‘. R e_‘.,; _:“._‘U ' . ‘,




Autiitty ta eeaeetieaai‘evalaetien;t bifficulties ta meetiang“
aalamptians of constencyrof expérimentai treatment across both |
subjects and time and the inability to aseign students randomly to
'experiaental end control groups provide ample reaSane for this view
) QStufflebeam, 1969, 1971),

Tatsuoka (1972) however - has an altogether different viewpnint.
‘Relative to the eonstaney requirement in experimental treatments,

Tatsuoka observed:-

An educational pregramAis, by its very nature, an entity
that is in perpetual flux. This fluid, dynamic entity,
with all its periodic modifications and refinements is ‘ _
the treatment. Nothing in experimental design forbids . -
such types of treatment. (p. 3) '
Tatsuoka admitted that under the present educational system
}random assignment of individual students to treatment and control
conditions is difficult. Nevertheless. since students, in his view,
are not appropriate units. to study in large scale pragrem eval~
‘”aatxoas; the prcblem is not a real one., He argued that classes; '
schools, or even school districts are the proper uaits, and random .
assignment»af these to the conditions ia‘aet nearly 50 infeasible as,
that of students" (p. 2).
Hany researehers engaged in nonexpetxmental classroom proeess

studies and teacher effectiveness studies (e.g., Brophy & Evertson, )

,1974) admit the need for experimental etudies to test hypotheses

| generated via correl. ional studies. A general cansensus among I

R
s

T




educational researchers is that hypotheses derived from educatienal
theories asd 1nstructlonsl msdels regarding relationships between | ”ututi, 3
student achievement and contextual and instructional precess variahles .
should be verified via experimental approaches.

| Crcnbech (1957) has neted that a distinetive characteristic of
modern experinentation is the statistical csmparisan of effects.,
The early development of techniques- 1n comparstive experimentation .‘“‘] o
is succlnctly‘documented by Cechras (1976). ‘Analytical methods are |

described in many reference sources such as Edwards (1972), Hays

'(1963) Kirk (1968), and Winer (1971), among others. Mﬁltivariate

versions ef statistical compsrisen are dessrihed ln Anderson (1958),

Bock (1975) Cooley and Lohnes (1971) Finn (1976), Tatsuoka (1971), ;I

Timm (1935), and elsewhere.

Tatsuoka and Tiedeman (1963) developed a schema for presentlng

) StatiStical techniques 1n relation to educational research ‘based on o

the role (i.e., dependent or independent), number (i. e., one or

'mcre than one), and scale-type (i.e., neminal ordinal, or interval) o o

‘sf variables involved. Among the listed statistical techniqnes are

multiple regressien, analysis of varianee snd cevarienee, asd such

nsn-psrametric statistics as the sign test median test, Msnn—Whitney s

U test, Kruskal-Wallis one way-ANOVA Friedmen s two~way ANOVA, Chl-

squere test,. Hotelling s Tz ‘McNemar's. test for significsnce of

Achanges, snd Cechran s W test fcr several related proportions. These

“wrepresent msst of the methods thst cen be used in testing statistical :

e
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hypotheses (usually null hypotheses) {n an experimental approach

- | Their schema provides researchers with a reference puint in seletting

appropriate statistical analysis methods.
Another practical guide advanced by Tallmadge and Horst (1975),
1i{sted five evaluation models named after appropriate analytical
-:models. ) posttest comparison with matched groups, (2) covariance
- analysis, (3) special regression,: (4) generalized regressien and
(5) nerm—referenced A decision tree constructed to aid in the
. se‘ection of the most appropriate model for the conditions of the
| prcposed evaluation is provided.
| Tallmadge and Horst discussed the strengths and weaknesses of
jeach model and previded an analytical method for testing statistical
significance of the difference between experimental aad control |
group mean scores. They ‘also advanced the notion of educational o
significance, even though it remained a suhjective criterion. These o n‘ \f

authors. suggest that "if the ebserved posttest scores exceed the no-

*

tteatment expectation by ene-third of a standard deviation, the treat- ‘v

*

ment effect be consxdered educatioaally significant (p 69) L f . . -~

L _ o~
Nonexperimental, Cerreiational Approaches

Lo »:-»‘\\\‘ According to Cronhach (1957), correlationai approaches to (
educational research are intended for the study of natural relation- R

\L. v . ships. While experimente:s are interested only in the variation they »

st : ‘ themselves cteate, correlators are interested 1n already eristing-wwwwwww~w**rw;5}




variation between individunls, socisl groups, sndGSpecies. It is
the correlatore mission to ohserve and organize data from nature s

experiments and in’' the process to describe the ways by which

" devices such as* correlstionsl coeffieients can study the ways in '

' which teacher behaviors are related to student ocutcomes on reading

and mathematics tests of achievement. Buch. relationships msy be ;
found to be positive, neutral or negstive and linear or nonlinear.

The correlator has $scess to a variety of correletionsl

z

methods, and most of , ‘these have been described by Tatsuoka and
\

- Tiedeman (19632F\ A table listing these statistical techniqucs

*

classified eccording to the role, scale type, and a number of

variables involved nas also~heen developed by these reseerchers.

.Listed on their tablé are methods ranging from the contingency

coefficient "L" to canonxcal correlation.

-

The set of corfelational techniques described in Iablc 1 of iy

'this section is not intended to cover all of the methods dealt with

by Tatsuoka add Tiedemen. In faet,’it is limited to regression

Avteehniques, associated with Pearson's product-moment correlation

coefficient e M

fgrouped into four categories in Table 1 and inelude. Cl) partition-

ing of expleined variance, (2) compsrison of regression coelfic-ents,_,

Correlotional methods used in studies of edncationsl efcects are

‘vsriables;oove:y. Thus for example, reSearchers using ststisticei ,) -

(3) nonlineer regression methods* snd (4) causal models. These‘ioui

e _:__36 e L L et e e e e s foi
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categories, which. are didcussed belel, although not mutally exclusive,

-~dc»diffe;~in the'me:hod‘pf.carrelational analysis used fusually

regression analysis) and in their emphasis on different statistics

obtained from the enalysis.;

-
- o«

-

Partitioning of Expiained Variaqge

“ <
-

in regréssionimédels, Ehe square of’Péarson's product~mamenc
tn

correlation “rz" is inte;preted as’ the pr0portion of variance in the
dependent'variahle that is accaunted for by the independent variable.' = --'~¥f;

-

L4

The analogue to rz 1n.caees of multiple independent variables is Rz.

-~ . AR . . . «
- - . . - . * . ) . R -y

}the sguared multible correlation. - When an Rz is obtained in exper-

imental research with balanced, deéigns where predictcrs are in-

b

,dependent from each other, he R2 is equal to Lhe sum of the squared

[

aero— rder correlations becween each predxcton and the cxitetlnn .

¢

-

‘f variable / Under euch conditions, chere is no amb;guity as to the . ~
amount of variance accounted fo: by a given predietor (Darlxngton, ‘ "
1968). _ S ‘.'1 S .

- In nonexperimental research, however, the predictors are almost
_ | | . iy ; | Amost

always intercorrelated. The major sources of controversies with

LI

. reqpvct to StudlLs of schooling effects inglude varicus attempts to

‘,

partition variance and thereby to’ attribute specific portions of it to

- .

specxfic predictors.

)
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ene verieble merely becauee it ptecedes anotﬁer predictet.

: variante, 1ndicating they are valid when predﬁetors are mutually T

. @

lncrementel partitiuninh uL vaxidntv ‘ Uno wdy ol pdrtltiuning

£

variance is te examine the increment id the propo:tion of varianee

accounted for by each predictor as it is entered into a regreesion e
analysis; This methad was used in the. Coleman Study (Coleman et al.,
1966) and in a eeries ef IEA studies (e.g., Comber & ﬁeeves, 1973

Purves, 1973 Thorndike, 1973)

Coleman and his aseucietes tengbSEd student achievement senres ff‘;v-F -‘ ”ﬂ?ff
on student beckgrouhd characterletics such as home SES and scheel S
teeou:ces. It {s thé case that when predictors are interco::eleted N )
t‘the 1ncrement in variance attributed to a given ptedictor is de-
~ termined, in part by its arder of entry in the analysis, in other _‘ ”;  ".ﬁ

. worde, the incremental verxante is asymmetrical.< In the Coleman e e e o

study, the student batxground characteristics were entered into the.

dndlysis fitst aud thu accounted for a 1arge emount of variante,

leaving the effects of school factors negligible._ In rationalxzing "l"ffx_
this pxoveduro Culeman and hle associates argued that since student o
Eeekground‘eheracteristics are priar‘to scheal‘influence,‘and shape

the chxld before he reaches eehoal they will be controlled when

examining the effetts of ethael factore (p. 198). Pedheeur 1975), B

howevet, argues that it is not a sul f:cient justification Lo eentral

arlxngton (1968) hae diseussed the use ef varlmus general

regreeeicn procedures, 1ne1udxng the ineremental partitiening of

o et = €8 et £ e e+

. . : -~
. .
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| orthogonel but quite dubious otherwise. Creager {1§71).Hes
| proposed the use of a complete orthogonal fsctor analysis for B

orthogonsl decomposition of the regression system thst would resu1t~

in orthogonol components thetcere still interpretable in terms of
the original variables.

Commonslity anelysis.‘ As a solution for the asymmetry problem‘

finvolved in the incrementsl pertitioning of variance, commonality

ST e

enalysis, as developed by Mood (1969, 1971) and by Newton and

| Spurrell (i967) pettitions the explained variance in the crzte:ion

variable that may be attributed uniquely to esch of the predictots and

the variance that is to be attributed to various combinations of pre-~

| -dictors. The unique contribution of a given predictor is the incre~-

- ment in the proportion of variance in the dependent vsriable for

which it accounts when entered last into the regressxon analysis.

"mf‘:The unique contribution is. the same as the Squafed part correlation

v“ 3 ctiterion variable with a predictor partialed on all other pre-

o dictors in the regression equatxons. This method was extensively
"used n che reanalysis of the Coleman study data by Msyeske et al.,j
' {KQ&Q)L Ip that reanalysis, the verisnce in the criterion varlahle R

was partitioned into the following three msjor portions. A1) that

portion uniquelv accounted for by student bsckground factors, a

AY

(2) that portion uniquely accounted for hy school variables, and

(3) that portion accounted for by the combination of Student back~

“““_“_“g-;;,m;a and etiool variables. R R

]
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Werts (1968) adVoceted the use of cemmonelity analysis instead o
'of the incrementel partitiening of verience for studying scheeling
\ effects. Accerding to Pedhazur (1975) it Tas a utility viewed
from a predictive frame of reference. 1In other words, commcnelity
analysis can be used to deterndne which variahle may be.deleted with
a minimal reductien in the total proportion of variance. Ie fact;‘
Newten end Spurrell (196?) recommended commonality enalysis spec- |
ificaily fbr sucﬁ a purpcse. DeSpite the ebove, etepwise regression -
- analysis represents a gore effective way to reduce the number of

predictors without affecting greetly the total prOpertion of variance

Viewed frem an cxplanatory freme;ef reference, commenality_anelyeis‘w“

“has very limited value.: Pedhazur has suggested that "it might-even‘be

.

;'argued that by its very nature it evades the problem of explenaticn,

or, at the very least, fails to come te grips with i" (p. 254)
:,Creager (1971) for one, called attention to difficulties in inter-
epreting the varlenee acccunted fcr by a cemblnetien ef predictcrer.
r?ue indxeeted that two veriebles may be highly cerreleted becauee one

Q

. of thcm is the cause uf the other, or because they both share a ccmmon

cause. Commenaixty analysis is unahle to dietinguish between the two. _;'

Thus, it is the case that the unlqucness and ccmmnnality elements are
affected by the introductien of edditionel variables or by the deletien
ef varlabtes, when the predictcrs are interccrrelated.

Another difficulty with commenaltiy enelysie is thet cemmenelity

9

”““élements may have negative signs. Ward (1969) has" 1nd1cated that

A A A T I LA = SR A
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SR ‘are 1nvnlved and that as a consequence the sum of the unique
" . _. -rccn:ribution.of the predictorsvmay’then exceed lOD_pereent. The

former problem is rot solved by arguing, as Meyeeke et al. (1969)

T - did, that: “Negative commonalities will be regarded as equivalent to

zero"((p. 49) The solution for the latter problem should weit until

" the former is‘reselved.

. | . It‘eheuld beyeoted thet a multiple depeneent variable version

- ef the-eertitiening variance method has been proposed By Loheee

- ¢ .

3nd Coolev (1976)

-

Partitiening residual criterion variance. in ehe ieereeeetel |
'perﬁitioning of variance and also in ccmputing tﬁe uniqﬂehess of a
. ( - predictor in commanalxty analysis, the effects offall predicters
that precede it have been partialed out.  Some reseéfcﬁers (e.ge,
-1 Astln & Panes,‘1966 Dyer, ig?ﬂ) partlt10ﬂ the resieual criterion
variance obtained by regressing the criterlon or oueput varlable |
{e [~ achlevement) on the input variables (e.g., home SES, pretest

vseores) : There is no differenee in the ptime analysis preeedure

“ L St - N N _ =

«lbetween this method and the two variance partiticning methods

¢

idiscuseed eerlier. The dxfference is that criterxon variahles are

¥ -

e . first reeidualized on some predictors or ingut variebles and then

'the resulting reqidual varianee is used in partitiening.

Q

‘wﬂmmwgfg éééééiateq used ‘an input output model whieh involved a two~step

'cammonelity elements may have negetive signs when suppresser variables-”

in a series of college input studies, Ascin (19703; 1970b) and )

Tt - gyt e e e O Al et Bl o 2o g i}
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B input variacion wes used to residualize the output veriahle. The

- college environment variables.

‘ stability across subsemples Marco's,(IQT&) study also shnwed that thé

procedure fer caleulating a part eorrelation.f In this procedure the -

residualized student output yariablevwas then correlated with the.

Q

In Dyer's (1970) student change model in an educatienal system,

i

the performance indicater of. a school system is derived from the

- residual output score of the system which was ob:ained frem a

E .
'regression anelysis using the input and herd to change Variables

as predictors.- After the performance indicators of educational
syetems are obtaxned, thcy are studied in relation to the "easy to
change" surreending cenditions and the schocl process variebles.

Among many prablcms related to the partitioning residual eri:erion

varience, unreliabilltv of ehange or "gain" écores, 1nc1uding residual 3

scOres, is the most serious one. Although Dyer s model uses sehoel-

vmeane rather than indiv1dual student acores the reliebility of the .

residuals still may be questianable. In Dyers, Linn, and Patton's

J

(1969) cruss-validatlen study, school reeiduals showed reasenable

'~reliabilities nf both 1ndividual and echeel residual ‘scores were. :ela~

tively stablc in crcss~validatinn., Persyth‘(1973); however, reported

- that school resideals were unstable‘over time. Thus‘ it appears that

the residuals may be relativelv stable from one subsample of students to

‘another wichin a qlngie vear, but reletively unetable from one year to

. o . . s . . . . Je
- o - . . B

th‘e n_ext'., L

Problems invelved in the partitioning ef_vatieﬂce.when‘the-pre&i;tvrs

are intercorrelated are also relevant to this approach (Darlington, 1968).
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| coogegieon of Regression Coeﬁficiento - N | ';

- The Coleman Study,;ehich osed e variance partitioning approach,
eae critic;zed not only for its oalidicy but also for its osefulnese
as a guide for polic& decisione (e.g.,.Bowles & Levin, 1968; Cain & .
_ watts,'1970' Hanushek & Kain, 1972). These cricics of the study afgued
'that the proportions of variance eotounted for hy a given predictor
and by certain combinations of predictors wouid not in general pro-

4
vide any guidance for policymakers to. decide what course of. action

“r

should be taken to increase student achievement. Consequently, the)
1advocated comparing regression coefficients; a method whose puroose

is to assess the effects of each predictor on the cr;terioo

: variable. These same LritiCs indicated that they preferred regressiov
. coefficients to petcentages of thlaiHEd variance as estimatore of

o ¢ .
‘school effectivenebe.

Unstandardieed and qtdndardlzed rehression coeffioiente.. 1n the
ﬁollowing linear, additive model regression equation
§' = a +b.X, +b.X, 4+ L. +b X

e 171 . V272 PP

*

k]

'thc "b" weights should be treatod as pertial regression coefficients.
One. lnterpreﬁe "b" as 1ndicat1ng the expected change in the criterion.
“variable Yt for a unit change in predictor "X" (with which it is

aeqoriaced), while holding all other prediccorq in the equation

"‘-mcnnstanc_ ouch-an intcrpreidtion of the b weights is said however,_uwmw_mmn
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o to be valid only in experimental research. Hichélsoﬁ’(fQ?U) for one,

has indicated that it is inccrrect to 1nterptet a regression Lcefficient
obtained from nunexperimenta! research as the expected change 1n the
criterien variable resulting from a unit change in che predictdr, while _A‘ 4 .
holding all other predictors constant, Mosteller and Moynihan (1972)
noted ;hat : B |
We can estimate—ﬁhe«déﬁia:encﬂ,in_aghievement beCWeen
'schools not having and those having a language laboratorﬁjf*f““"‘**‘ -
say. But we cannot tell whether actually adding or . -

removing a language laboratory would produce neariy
the same differencea. (p. 3)) :

In the stgnddrdized.exgressiqn of ;hg ;dg:eséian ?duatiqn;
2y =By 7 +;§é 2, AR,
the standardlzed ragress;on Qoightq; netas; are snalg~fzée indiceq
Cand :hus can be camparcd across: different predxctors. ln spxte of
thxs advantape, some reqearcherq (a.g., .Cain & Watts, 1970; Linn,
»kerts, & Tucker, 1971) prefer unatandardized CQefflcients. Thé maln;
;redqon for this scems to be that Lhe E‘s are affected hy the var-
1duiiity of the varlable withln ikspecific population bexng s:ddied
'»whlle the b $ rewahliiﬂgly stable desplte differences in the
1uvar1ab111t} of the predictcrb in different samples (Blalock 1964)
There are problems, hawever, in. int;rpreting unstandardized co~M

’effxcxenta in school;ng cfdets studieq._ For one the magnitude of

e R e e

depends on Lhu unxts used in Lhe measurement of a given predictnr o
—_— _ - — T - - - ¥ ) — b N - - . ‘... =
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(e.g., cents or dollars), and many of those measures are nct interval

variables (e g., attitude) Smith (1972) reanalyzed the Coleman

htudy-data and tound numerous examples in whicn comparisons based on

8's or b's led to contradiccory c#nclusions in respect to the reiative
importance of the same predictcrs. Smich :ecommended that 8 s should
be uspd when comparing coefficien:s for several predictors within a
given sample, while b! § should be used when coefficients;associated S

gith a given predictor are compared across samples.

Analgsis of‘interaction effects. As a way of studving the in-

teraction or joint influena; of prediatorq on a criterion variable,
seara hnrs enter into a regression znalySLS the praduct terms for

the‘predictors. Anderson (1970) used this cechnique in his study

of the effects of classroon social climateiﬂn léarning. AHeAfound

»

that fwr out of fourteen subscores from the Learning Environment

| Inventory showed statistically significant intéraction éffects with.in-

tvllx;ence for yir}s. Tn another instonce, Cranbach (1968) reanalvzed

| some of the Wailach and chan (1965) d&ta and quesczonad conclusiuns

found in their article. Crnnbach used thc 1ncremental variance

partitinning method an& reportéd a total of seven statistically

-significant’inmrements added bv the interaction of intelligence and

€ reat l\flt‘\’

P;dhdZur (1975) ob%erved thac the value of the concept cf in—

teracti@n {or :he nonadditivity issue) is dubious. He na:ed that

e mm mmn s cmmpeeme
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“Attempts to 1nterpret a regression coefficient fora - -
. cross-product vector in the conventional manner create
" an illogical situation in that one is led to state that .
the coefficient indicates the expected change in Y.
‘agsociated with a unit change in the cross-product
vector while holding constant all other varisbles in-
cluding those from which the cross-product vector was
generated. (p. 265) »

4|
%

1t is also to be noted that the Lﬂeff-cients for crdss-product

vectors are affected by, among other things, changes in che means of -

i

the predictors from which they are generated (Darlington & Rom, 1972)

Zero-Order Cotrelations and Nonlinear Repression Analyseé

In correlatinnal studxes, it is. traditional to investigate the

linearity of thn rggre$51on lines at the zerc~order carrelation level = ;

before conduc:ing further analyaes.A 1f upon inspection the»regressian ~

1ine appears to be nonlinenr. an dppropriate Lransfcrmacion is re-

NLommended in order that linear ashuvptiuns be met.
Reéently mﬁ@; rcseércherq; wuxkinb in the field of teacher effe

| txvenesé studlgs and Llasﬁroom iHQtruLLiuﬂ 1 ;ariables have shown

strong 1nterest in che atudy of ?ero~0rder correlations (e Bes Brcphy B

& Evcztscn, 19?& Resenshtne, 19?6 Saar ¥ Soar, 1973). Soar and

Soar (19?6) reported fi;dinhq that were not anly interesting to. con- ~c

”51ubr hut were dlSO :oneistent Lhrou§hout fuur of their studies.

Q‘nne uf thesn findingq was that of a nonlinear relationhhip, most likely

of an 1nvorted "U" shape between student gain in achievement and a

~-measurv of- aea;he: behavior. 1n gen;ral terms :he inverted gt




suggests that studon: aehievtuont i% n:xiui:od with nelttively
moderate emonnte of cercain teacher behaviors and that extremes of
the behavior, in either direction. tend to lead to reduction in ~
student achievement. Ano:her finding, that of the differentiated
"y", suggests that different kinds of pupil learning va:ied in
respect to teacher behaviors associated with greatest pupil gain,
Brophy and Everteon (i??é)'end Brophy (i??d) hevefelso_reported'some‘
nonlineer discributicns. - o | o

The scetistical procedure most widely used in deteeting the

nature of nonlinear relationships is the polynomial regression

»analysis in which powe:s of veriehlee ere in:roduced in the regression

analysis. Cronbach (1976) mede eauCiona:y remarks ageinsn blind »

©

iseereh for nonlinear relationships' "Nonlinearities may reasonably
be explored but unlees there 1e a retionaie for predicting nonlineaxity,

little eredence can be given a nonlinear relationship the first :ime '

'S

it turns up" (pi 3.11).

Polynomial te&!es&iﬂn analysis has problems, toc. First of all,

the nonlinear regression analysis can make a greater contrihu:ion in

; an exglenatory framework, However, it is difficult to interpret the

regression coefficients; even if they are unstandardized -ones, in the

pnedietien framework. In addi:ion, it .is not 1egi;{;ate to teet_the,

' eignificance’of regression eoeffieients individuelly or to test

1

intermediate regression eoeffieients for :he purpoee of deleting those

: fithet do anot reech a prespeeified Ievei of eignificance. ‘Alla - ™
93 :




””researehe: can do 1s to test eeeffieients sueeesnively for the purnose

of determining :he pat:ern of the regresaien (Williems, 1959)
Causal Hodels :’.. . - - S I

anacher appraech to the study of schooling effects-is causal | .‘ f.’
: modelins in general and path analysis in psrticular. .The teehnique~.
of pach analysis was developed by wrighc (1921) more than a half
century ago. but has not been widely used By edueational reseerchers ‘
(Tatsuaka, 1973). Blalock (1964) ‘and Duncan (1966) introduced this -
" technique to sociology in the 19605; werte and Linn (1970b) were the -
regeaxrchers who intreduced it in education. |
- Path analysis is an analytic tool for theory testing.,lin”ogder
eo,apply it, the resea:cheruhas.;e make egpl;eit‘the cheoretieal_ _
f ramework witgin theﬁ,he!she cperaﬁes. ~In fae:, the applicaeian of

.~

‘”incremental partitioning of variance implicitly requires researchers I

| to {ormulate a causal‘model fo* specifying relations amang variablee
~ undex study. In path analysis. causal models should be explicitly

- expressed for example, in path diagrams
. g .
There are many ways to formulate a causal model, ticularly

when the causes are unkncwn &nd/ér unebserved Wright has noted

| that Min cases in which the causal relations are uncert in, the
.method can be’ used to find.the 1qgical consequences af any particular
» ) P f
-~ hgpothesis 11 regard to them" {p 557) ‘ Thiexhuggests that researchers

o ,fnn“ge~¥wwf¥uv.nead to formu;ate not only one 5u€‘meny models and. must test mwwmmmijwwem_, -
P . . . ] ‘ Q.i : . ] : . ( i‘-. .
¢ ¢ ] / "' - - v ' - |
- : . P ‘e . * ALt
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DU - egach on® to detetsiue if they, -are tenslle ot nogs Gne of the main o B

advantages of path analysis is th%; it‘enaﬁles che researeher to

-~
.
*

neasure the direct and\indirect effects one variable has upon another.
=L In addicien, it enables researchers .to decompese the eorrele;ien
between any two variables into a sum of simple and cempound peths.

- Two t pes of eausel ana&ysis models,\thathis, the,recursive and

LY SN -

nonrecursive models can be distinguished. Issues “and metheds related

b TR to the enalysie of data within the context of eaeh ef :hese medels L .

.

are examined next. . . B . o o _ b

Recursive models. In reedrsive medels, the hypothesized ceusal

relatiuns among varlables are unidirectlcnel, that is, if X is a cause
of Y, ‘then Y cannnot be a cause of X. . Simon's (1354) analysls, for
example, started from the bivariate case, and then moved to a three—

‘ ver;shle situation in which the besic concern was ehether the observed

corzelation hetween two variables were spurious due to the presence ef

N

a third va:xable.o Bleleck (lgéé) has expanded the work of Slmon and
has developed'a tcchnique to test for the existence of llnkages

hetween variables in :eeursive medels of any size.‘

¢

Peth coeffieients in recursive models are ususlly obtained by

' urdlnary regresslen teehniques, whlch cemply with regression assumptxcns

3

aﬂd cevaridnce restrictlons that chLn lead to over~1de1tificat1nn e

ey s e eaman

‘““'”'“problems (Asher, 1976) Among the assumptions that underlie the

applxcation of the reeursive path analysis, in addition to -the one-

. ) . } . PR _ - See L
~w~—w~waymceusal~flew~aSSumpticns;~ere~thst:- (1) the TEIsﬁiOBS“-"““—”““‘;““4L4”“““4:*;%*
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among the variables in the model must be linear, eeditiée,‘end |
causal (2) the residuals ‘cannot be correlated among themselves, nor
eerrelated with the variables in the system, and (3) the variables mus t

be meesured on an interval scale (Kerlinger & Pedhazur, 1973). Unmet

ass j?étions might lead to sizable standaﬂh errors of the regression
teefficients and the path coefficients. The.problem of multi-
cullinearity also arises with the use of the path analysis technique.'

‘ COmb:r and Keeves (1973) and werts end Linn (1970b) used minieture

recursive mndels of educational. efiects for illustratiVe purposes.

. It was

McDonald and Elias (1976) who actually used the path analysis teehnique
in thLlr educational effects study. Anderson and Evans (1974) used the
reeurqive models to ieanalyze data from two studies that appeared in, |

the 1iteratute ﬂaELdson (1977) applied this approach to the Ciqsgslli”

et A (1969) Head Stdrt data and £ound small positive estimates of the’

prebram effectq which were criginally Judged to be totally ineffettivetf'4

t. . - -

‘ taueution ameu& at leaet some uf the variables.(

”fberweeu JLans et al

in;ertdtznbly, (xtirelli et el. (1969) ha& earlier stated. _"Results

frem the summer probram are so ﬂegative that it is doubtful that any .

-

& (hinbe in, design weuld reverse the ‘indings" (p. 245)

konretureive models. _In contrast to the recursive causal medels,

nonreeureive.mndeja 1nveiv; interdependence, feedback and recipreeal

L

The tentroversy

(1972) and Smith (1972) regarding the ceusal

f low between parente expectations and student aehievement in the

s e e

Guiemanmstudy would have been settled had a nonreeursive model been

;uphwtd .

*v»
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One advantage of nonrecursive eodels is that tﬂ%y do not require

-

the sssumption that the reslduele be uncorrelstedw Hhile this leads

l-J'

to a gain in realism, it brings about problems in the level of

identification. When an equation is underidentified there is no

" exact solution that gtves satxsfsctory estimates. In those cases, the

indirect least squaresAsolutiod“is to be used. In_this proeedure,

' eithcr certain coefficients are assumed to be zero  or other exogenous

variables are introduced to the model. Qn the other hand in a non-

recursive Just—ilentlfied equation or a nonreeursive overidentified

.equetlon a two-stage least squares solution is usually used

The use of nonreeurslve models requtres a high degree of thec-

AN

'retleal and methcdological conceptualization. "In the field of

educational research, the studies that used nonrecursive models are

rare. Using the Lolenen study dats, Lev1n (1970) postulated a non—~ . -

'iYSCUtbiVG model and applxed the two—stage least squares method in '

the estlmatlon procodure. However, his attempt was primarily deslgned

v

o serve as an 1llustratien. Anderson (1978) also provided an em—'

pirlcsl exsmple o£ nonrecursive—type analysis using data from the

. Lvans and Andcrson (19?3) study

Whe all has hec 1d snd considered, path anelysis has a potentisl

4

C Lo serve as-a erong heurzstlc tool for the development of tneories

- .

of‘education. Tatsuoka (l973) has recommended its greater uses in

educational research.

-

-




'ML_“;“uuieye}s‘eé_;asgeage.rn usepuith the.general.lineer mode11 The_ruM‘

Othergneveioggggtsvin Stggg éggggéchee

Two relatively new methodologioal‘devélopments’in educational

:research .are worthy of note. The first. is the. attemgt to unify the

A~ . L. &

exptrimental snd correlationel research traditions. "The second is
the effort to test results across studies for overall significanee.
Both of these developments are discussed below.

* o

Aptitude Treatment Interaction

‘(p 116) At the same time he admitted that he and others had been

- research in t!us area.

eoaTL
"

As part of his APA presidentiel address, Cronbach (1957) urged

that the two magor d1sciplines in psychology, that is, the experimental

&

and eorrelational be_unified. In effeet‘ he was proposing Lhe study

'of "aptitude-treatment interaetions. Almost’twenty'years 1ater,

.tronbach (lgfg) indieated "that hybrid discipline is now flourishing

*‘Lhwerted by 1nconsistent frndings {rom roughly similar 1oquiries. o

e 1nd'aeted LhdL 1t Pi&ht be wore fruitful to Shlft emphasis and

study hl her order 1nteractions as well as first—order ones. Reeently,

£

Lronbach and Snov (1“77), in a highly reearded book synthesized ST

-

* .
-

Tus- and hrus (19/8) have observed a reluctance among psyehologiets

~

to uni!y the diselpline and remdrked that.

.. -

The present sohism betwees experimentelists and eorrelationists
 geems Lo be due not to a'different language, but to differeot

-



T experimeecaiis&s esgee: to stress cumpn&a&iunai eperetiuns
- on vaw scores {(e.g., sum of squares) while correlationists

" seem to prefer heuristic explanations. at the standard score -
‘level((e.g., variance). (p. 120) - —

- As Cronbach and Snow concluded, more time is needed to echieve
R | a ssclsfactory 1eve1 of unification ot extention of the two discxplines.

Krus and Krus observe that in recent years seme expetimentelists have '

Py

“gradually turned to regression methods, especially in cases in which
| ”theytwere pursuing intetacticns and more complex hypctheses._ Based o i“ . :

on these observations they cencluded

- o ’ i : . e e L . E . _ o
. : o . .
r L

. When one cansiders the gulf separating these two disciplines -
~~a decade ago, the oveérall, integrative power and conceptual. N .
" advantages of  general regression theory seem to indicate =~ '
. that Cronbach's original vision of the unified discipline
of scientific psychology is perhaps in the offing. (p 123)

.Meta‘Analysis
Auother old but recentLy revitalized effort to synthesize the

' 1esults e£ independent studies can be feund among researchers in the '

tields of teaehing and learning (e g., Gage, 19763, Glass, 1976
= Rosenthal 1928) The preposed method referxed to as a - meta
; enelysis, (15 described by Glass (1976‘ as "the analysis of analyses

(p. 3.

‘ The need for the meta snalysxs of reseereh seems to be obv1eus.

-

W.In edueationaL reseerch, the findings vary in, cenfusing irregularitv

'actoss contexts, subjeut matters, and eountless other facters. In

& .

- Qrder to de51gn a study sys:ematically ‘on the basis of previeus »w~¥~wwwmué§:w?

. - v

53




| findings they first must.he intesreted in some. fsshion.

‘J(wnieh includes a vsriety of eorrelationsl teehniques)

R e . e v T e s Tenes e e e B v senes s e o o m et e

s

studies een be traced to Fisher (1948) snd even to Pesrson (1938)

L Since then, there ‘has heen a sIow but steady increase 1n the amount

-

':of literature addressed to the question of how one msy obtain an

“ g

)oversll level of significsnee for results across studies.‘ Thete

_have been some relatively receht attempts to integrate teseareh

. \- _.: E

ulfindings by using s‘simple eounting method,that is hy counting the

&

number of studies reporting favorable or unfsvorable outcomes

(e.g., Bracht, 1970 Dnnkin & Biddle, 1974; Jamison, Suppes & Wells,

f1974 Light & Smith, 1971) However, this relstiVely simplistic

'tmethod has not provided a satisfactory solution to the problem. More

reeently, Rosenthal (19?8) has described methods for combining tho,

HE R4 L&

probabilities obtained from two or more independent studies and pro~'

- *

‘pVided a guide for selecting appropriate methods. Examples of the

'5f4pplieation of the meta enalysis technique }ean be found in ngeefn,w,u A

(l??éb), Glsss (19?6), and Smith and Glass (1977)

- « . . -

@’ e

<A Summagy of Study Approeehes

v

in line with.existing di?isions of tesearehdon sehooling effeets,

the study approaehes dimension was divided into two general categories:

‘»_(1) the experimental (whieh includes pre e&perimental, true-experimen~

tal de qussi~etperimentsl designs), and (2) the nonexperimentsl

o’

NRSUUS N S

| The origin of eftorts to idtegtate findings from independent ¢

%




' Exper 4£nénral‘sm \aches

~ For purposes ef diseussien the experimental cetegery was suh* :"

divided inte two cempone ts according to the presenee/ebsenee of

’ eentrel oy cemparisen groups.

designs.

Experimentserroup Only Desigps.

The two sub—divisiens were:

(1) ex-

perimental greup only designs, and (2) control or eemparisen greup

Experimentel‘greup only

designs, whieh eensist mostly of pre-experimentel designs, suffer

frem the 1ack~of“internel vslidity (i.e., interpretability) snd_ex—

ternal valldity (1 €., generalizebility)

Ekperimental group only

;designs of the quasi-experimental type such as the time series,

| equivalent time samples desxgn, and equivalent matetials ssmples

Py

‘:design, may previde more interpretable results than pre experimentsl '

~

z’designs, but still laek external Validity. -

LT

When standardized tests are apprepristely administered on a )

Y

‘pretest«pusttest basis, a eemparison with a norm group ean he made

even though there is no true control group.

Control or Lomparisen Group Designs.

N

s with eentrel grcup designs is establishing equivsleney between treat-

- ment and. cuntrol groups on entry measures.

o

u

The most serious problem

Randemization is an -

essentisl (but not. absolutely feelproof) manipulative proeedure for

T

estsblishing initial equivalency for beth true end quasi«experimental

designs. stever, under mos t existing educatiensl systems, it is

;m“‘“extremely diffieult fer

the researcher to arrenge for the random

55




‘essignnent of individeel studente to exgeriaeetel end eeetrel greups.‘ﬁ_

It is less difficult to errange for the randem assignment of collectives“

(e.g., claesrenme, schcols and scheel discricts, etc.) to different

treatment grcups. |

. Even when the rendem assignment ef collectives oeeurs, differ-

ences between treatment and centrol greugs are not always cempletely

- - eliminated. When initial diffenences are apparent, the use of

» stetisticel pnecedures thet teke initial dlfferenees into aceeunt are

4
eppropriete. Chensing, for example between the multiveniate enalysls

of covariance or the repeated measures design of the multivariate

analysis of variante is a speeific issue related to this problem area.

e
¢ -

Nonexperimental Approaches

Again, for purposes ef dicussien, the nunexperimental or cor-

N relatienal agpreaehee were subdivided eeeerding to the nature of the i,.s‘
'eeeffieient caleulated from a regression analyses. The ‘four sub-"*

»dlvisions ‘were: (1) partitiening of ehplained vaxiance, (2)«eompari<on

of regreeeian coeffieients, (3) eeusal me&els, and é&) nonlinear Te-

-gressien methods. These subdivisions are, nnt meant to be exhaustive,-

and as they are deéd upon the same tegression model , neither are

they mutually ehclusive.

attitiening ef expleined veriance.h Two metheds fnr tﬁe pér- ' v

titioning of explained verienee (i. e., ineremental enelysis and

~e”eommonality enalysis) were discueeed. In ineremental anelysi&; the

e

‘1."}




.

-‘?relttive contribution of a given predictor is determined'on the basis

‘of the amount of . lncreased variancc atcnunted for when. that predlctor
1is entered into the regression eqdation. The results of incremental
analysis are highly dependent on the order in which variablea are

g

entered into the equation. Consequently, when an underlying theory

or hypothesis is controversial, the incremental analysis_method_cannot

v':‘be employed to resolve the theoretical concerns.

Commonality analysis does offer a solution to problems associated
with conflicting theories. In commonality analysis explained variance

is partitioned into portions explained by each predictor and by

comhinations of predictors. Commonality analysis, therefore, provides

results unaffected by the order by which variables are entered into

¢
the regression equation. v '

comparison of regression coefficients._ Many researchers regard

'f’the regression coefficient (either standardized or unstandardiaed)
as more meaningful for policy-making than explained variance.

btandardized coefficients are suitable for comparing the relative

-

=

1nfluence of each predictor within a sample, while nnstandardiaed co~ *

efficients are useful for comparing ‘the effect of a predictor

. K ‘ .
across samples. * - ?7‘

“

Causal models._ Causal modeling, specifically path analysis, o 8

""enables onesto. measure the direct and indirect effects shat one

variahle has upon another. It also enables researchers to decompose

" the.correlation between any two. variables into a sum of simple and

Y
-3

-3
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.eomposed_ps:hs. It can-be used, the:efore,;in ;esciss theoretioelle

,hypotheses._ Two types of causal models._ were considored' (1) recursive

models in which the hypothesized causal relations among variables
are unidirectional, and (2) nonreoursive models which include inter-
‘dependenee, feedhack, and reoiprocal causation smong some of the

vsriables. Nonrecursive models are more realistic than :ecursiVe

" madels. ‘ ' o . o ) OO

Nonlinear reg_ession mechods. Educational tesesrchersvinterested"

in studying the relstionships between classroom processes and student

A

'outcomes increasingly have attended to the issue of determining the
true nature of the functions descriptive of the relationships. ‘In
: partioula:, polynomial regression has been used in recent studies to

&

identify nonlinear relationships. | R

Combined_“gxdy Approaches

A uumber of effosts to oombine the experimental and eorrolationsl
study approsches ‘have been initiated. Cronbach wss an easly 8dVOLa{e
for Lhe unifieatxon of the experxmental and correlstionel approaches
to research. The aptitude X trestment interaotion studies are what
kﬁfonoece‘hss~advocsted Some researehers see that these efforts have

just been started.‘ However, 1t seems to be fsir to sav that a con—:

,Asxdersble progress is msde in the area of sptitude r3 trestmen: inter- )

[

' eotion studies.

i —— o Th S o T nade s
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 Meta Analysis o
"'New methods for integrating results across studies havé been
These methods will

develoﬁed and even utilized in a few studies.-
prove valuable in attempts to understand previahs findings.
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- aducat ional effects has-testricted.attention to either .

v, ISSﬂES AND ?ﬂﬂBLﬁMS ‘RELATED TO THE SRIT oF
ANALYSIS AND THE ANALYSIS GF MULTILEVEL . DATA

Dete collected at a siven level, say, at the elasa:enm level, aav
be aggregated ta higher 1evela {e.g., the school or district level), or
perhapsa disaggregated ta lowet levels (i e., the individual student
level), or.be retained and analyzed at the level at which it was ordgi-
nally eallected. The analysis and 1ntetpretetien of. data that can be

aggregated (or disaggregated) to different levels. eonstitute an 1mpett—

tant methodological concern “for the educational researcher who must

seleet thase units of analysia" that are the most apptopriate given
’ the research question and other constraining factors. This selection

 problem is eepeeially critxcal in 1arge~sca1e studies of schooling

effeets. sinee multilevel data are colleeted in vittually all aueh

M#\

‘investigationa “simplv heeauae schools are, in part aggregatea of their

o)

;teaehets and pupils. and elassrooms are aggtegates af the processes and

| persnns withln them“ (Burstein & Smith 1977, Pe 65)

When multilevel data have been colleetedr the researdher haa the
DpLLun either ef awg:egatlng data to. higher 1evels or of disaggregating
Lo lover levels er, more peeifically, of using the collected data as ‘
‘prnxzes for lower level data. A seldom used third eptian is to engdge
in some futm cf multilevel enalysis. Relative to this latter point, ‘]

Burstein and Linn (1977) nete

The effects of education exist in one form or. another
both between and within the unit at each level of
educational systems. Yet the majority of studies of

. overall between-etudeat bethen-class or between-
“school analyses. (p. 1)

A e v



One eonscqeence af'the}ebave is a lack of enﬂllitency.in.findings ecresel

711.' "
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=
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srudies.

Sometimes, however, the researcher has a severely restricted eet‘of i
options and must chcose“units of analysis at less than desirable aggrega-
tion 1évé1§. ‘Teis ie espééially:rrue‘when, say, data at tﬁe inéividual
level may not be obtainable, or if obtalnable, not identifiable for each
.iﬁdivrduel (and,‘therefore. not.relatable across data collected_et difr‘
ferent ;19g5 or on, different forms). Cost factors also may enter info
deeieiens ru seleet a partjcular unitifer anelysis and'net others; it is
normally cheaper to analyze data at higher levels of aggregation.

The selection of appropriate levels of analvsis is nat only an ana-

1ytic cuncern' it relates alqo co the prcblems of irterpretacion‘ or mare ' s "e;

t

hpecifically of making inferences ahout reiatienships fcund at one 1eVe1 :
‘to relationships at uther levels.‘ This latter problem, known as the
“fallecious inference" issue. is best underetaod by reviewing a study by
Robinson (1950), who fuund‘that~the size of cerrelations betwéen illiteraéfn
_ and race was -a fungtion of the units of analysis, .95 at the regional
»level, .77 at. the state Ievel, and ._O at the individual level. Had i:
been aasumed that . data dggregated to the regional 1evel would pravide the
seme infermdtion as data on the individual level, a fallaciodf inference
surely would have heen made (Alkcr, 1969)

Unlt& of analyais issues are discussed in each of rhe“fgllawing sec-‘

cicns.‘ lhe firat deals with uni:s of analysis as a general problem in

. eeducational rese.-. ch.\ The seeond secticn focuses on issues that mhst be

LQﬂSidEfEd when eelee&ing appropriate units of ahalysis. rhird qecticn

‘containa a discuqsinn pertaining to the snalysis of multilevel data in

s, ;
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. general. A brief é&mmsry {s provided as a final section.

‘UnitS'of‘Analysié Issues in Eduéatipnal’Reséarch

2

The Caleman Report (Cnleman et al., 966) in which the schonl‘was!

‘;featﬂd-d% :he unit of analysis, prompted educational :esearchers committed

to the. use of the q:udent or classronmb as the unit of analysis to reex-

amiuL more cicsely issues and problems related to units of analysis.

" One Such reexsmination led Burstein and Linn 1977} to conclude. "efforts o

th identifv the effects of education._. . on pupil performsnce have suf—

iered from a lack of attention to the complications caused by the multi-
level Lharaccer of cdugational data (p.‘ 5. This is somewhat unsettling,
1xn;;‘ﬁnin of BnalYSib and - data aggr;gation problems have long actracted
the attentloﬂloi other behavioral and social scientists. The,study mén—
L;Qngd earliﬂr by hnblngan, ;.saciulagiqt, is a.gaso in point. In"psyé

fhﬂlOBV Lstcs (1956) argued thaL group learning curvas said tc show |

dUd} 1uarnink "y in rLdlltV he a composite of individual curves re-

o

.flecting 'suudcn Learnxnga In cconomics, it was ahown that the procedure

*ut unmlnxng preferenreq or demand functicns at the 1néividual ar familv

n

. 1QVs1 was not uqefu} in forecasting exﬂort and import demands at the na- -

tinnal 1ev01 (Schench,\lgéé).

Thu units of analvsis issue was firqt publicly debated in educatien

h' wileﬁ,'ﬁloum and uiaqer (Wittrmuk & hiley, 970) 1t was Wiley s con~

- Lot

tention that "‘f the objegL of evaluation is a typical classraom instruc—

Liénal pfﬁ“fdm wh;ru Lhe instructien is regeived simultaneously by alil

saudknts in the‘gla~s, then the appropriate vehicle (ar sampling unit) is

rhg c1ass and not the individnal student“ {p. 26&) Bleom,~and 1ater




Glaser, argued that the unit of analysis should be individual students

because it is students the school teaches and it 1is the effectq on theuw

.

that'shnuld‘be the Eo;us of evaluation. . | oy
More recently, Brophy (19771 has argued that‘in schooling effects

studies concerned with the nature of claSerGm interactions and the re-

lationships between those interactions and student outcome measures, the‘f

LY

btudLnt rathcr than the class mean should be the basic unit of analvsls.

He listed two reasons:! (l) most teacher hehavior directed to scudents is

: feally dirécted at indiViduals rather than the whole_class, andk(Z) QVEn‘_

echer behaviur dlrected at the whole class interactq with indiVldudl

student” differenc@a Lﬂ determine outcomes.

There is agreement amung some researchexs that the end. result of -

:'dggregation is a 1055 af information and the possible introduction of

b\StEmath error (L B3 Burstein, 1975 Hannan & Burste:n, 1974, Haney,

'1975) Haney ( 974), usxng a small set of the Project Fellow Through datd,

set abuut Lo demon%trdtv that the mathod bv which data are aggregatcd
{(and, thereforc, how units of anaiyses are formed) could affect analytxc

;,rcsuiL.. e reaggre&dtvd the icliaw Through data into class and schuaA

szhgd broupings ua;ng Lhree dlfferent methads* (1) by random assignmpnt,

\

'2) by prCLgbL scores, and (3) by povtteqt scores. In all threeuuf these

+

1!L1f1013¢ groupinés,-correlations bLtWLCﬂ pretest and posttest scoxe

”lﬂ(Kﬁade when ddtd aggregated to the class and school levels were used.

In LonLraat, Lorrelatlcns based on Lhe aggregation of’non-simulated

dRLa dquggsed‘_ brum thaae fxndings Haney inferred that when we aggregate

A\

3
A
~



data to the classroom level we confound all other causal varlables of vur .

outcone measure with classroom.levéi effgcﬁs“ (}. 30). Haney issueé the

*
- LN )

following warndngs: .

The .demonstration of its existence should make us highly =~
wary of drawing inferences acrvss different levels of an-
alysis . . . just because variables have a particular reé
lationship ac the school level, -is not sufficient reason .
to infer that the same relations hoid at the class or
individual level. Before we can mske inferences across
levels of analysis with any confidence, we must examine

. the aggregation relacions and the potential manner in
which they may artificially confound relationships between
variables. (p. 31) , SR

Grunfeld and bril*ches (1960) , he =ver, suggest that aggregation in some

sea may lead Ao a galn. And Hannan (1976) iden:ified cwo special cases

Cin wnigh aagregaxloi'conceingly Could 1ead to a gain: (1) aggregation

o 4

:hat minimizes variation in confougding,variables, and (2) aggregatinn by
true‘scores. - i h”i . ‘iu“ ~ N .
5_ DaLa frow msrﬂ rcctnt btudles of bchoolin‘beffécfs are‘ﬁifficult tF |
1ntnrprgt bLLduse data \ollected most*y at the individﬁal qtudent level
frave been analyzad at higher levels of aggregation. For example, studen;r'

danq havL been aggxegatad to the classroom level (e.g., Poynor, 1976; Soar,

9/3 Walherg, '1969), the vchoal level (c. g., Coleman, et al., 1966,

v

ﬁauushek, ‘68), the schoal distrlcc 1eve1 le. g., Kiesling, 1970 Bidwell

G ha arda,‘1973), the - saate levcl (Walberg & Rasher, 1974), and even the |

ﬂitiondl level (e g., Bzdwell 1975 Comber & Keeves, 1973 Thorndike, 19?3)

~ 4 .

SM cAzc:t.:LngX Units’ of Anélysis

.~

”.A cru@iai dncibion—point in the Landugt cf educational research 19 o

..
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_ the selection of aﬁ@rdpriaté'ﬁnits of anslysis. In making this selection - SR

"i{t is essential to have a clear picture of the spectrum of possible
. . units, so that the choice based on the research problem may be a fruitful

ne' (Géltung, 1967, p. 37). 1In schéoling effects studies, the s?egtrum .

- of interest«ranges'from the individual student at the lowest level to A
+ N . - ] : . . o3

‘pe§haps the'hation at the highest. in between these levels we find col~

LCCthEh (1.e., 1evels of aggregation) such aS' small groups, clasqrcoms,

grades, schools, school districts, states, and regicns. This secticn i”

8
v s

reviews issues_that,are.tg‘be considered in the process pf_selecting
! unitsyof‘analysis tlat‘are the\m&st apptopréaté given t&g_purppse of thé"
étud?‘and utﬁgr cdﬁgtngniug féttqrs. Folloﬁing Haﬁeyfs{(lQ?é)'format;-
; R maﬁcr isétes'arelﬂiééﬁséod‘under the four foilowingaheadings:. @ pur—'

pose of the study, (2) study design, (3) statistical considerations, and

~(4) practical CunSideratlcnS

f Study Furptse Considerations
. T . | ; -
To a4 great extent, the specific questions .research seeks to answer
dictate liow a particular study will be conducted. It follows that the '
most baric cousidératiﬁn in the sclection of a‘unit‘of<ana1ysis_shouldié»
be the purposes for which the study was undertaken. And while this is .

: essencially true, it is also the case that "we cannot base our selection
(f“ ‘aultly on. the 1mp11r 1itions of the analysis questions (ﬂanéy,;1976; pt t
JMQQIJ th dattrminatlun of units of analysis, he says, is confounded w:th

. t i . 5thér 1ssues, such as study desi&2~iif data analysis issues, for txample.i

'@1““‘ i btudxes dztfer in respect to “the questions they attempt “to anSWEr ' ’
L o N . ) . . L L
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and sometimes—questions may properlv be answered only hy snaiyziub

data at several different levels of aggregation. In che context 0f Pro—

ject Follow Through the questiens that were to be answered reflected-

o —

the need to anslyze deta at more than one 1eve1 of aggregation. On the ‘ | .

other hand the questions posed by Brophy and Evertson (1977) could be.

answered best if the unit of analysis was the 1ndividuel student.

’Ethdy Design Ccnsiderations

N

Study deslgn, an issue overlapping with the purpose of the study

]

1s another eonsideratlan when selectxng a unit of analysis. Accordiug

to Haney (19?4), tho three factors which give clues for selecting units

of analyses are: (1} the units of treatment, (2) the independence uf

. treatment unlts, and (3) the appropriate size for units.

tinits of treatmenc. As a general rule, the unlt ef analysis ehouid

be the lowest level of aggregation at whieh units can receive different

: trentments or different replxcatiens of the same treatmenc (Cronbach

o

9?b ﬁldss & Stanley, 1970; Haney 1974) At iseue is how one de~

trrmines the unlt of crestment." The sampling unit may be cf scme help

’ en mak:np sueh a determxnatlon (Burstexn & Smith 1977 .Cline et¢ al ,

'fiQ?&; €runba<h, 1976) For oxample, if randemlzstinn was used as a de—

[ vice for controlllne 1n1tzal dlfferenaes, the unxts randomly assigned

t*eatmenc and cuntrul 3roups could be regarded as the unit of analysis

£t

'(Ranev, 197&) bometlmes, however, it is’ neeessary to distinguish the

: sampling unlt from the unit ef treatment. Such a differentiaticn was

'nueded in the Ferfcrmdnee Contrartlng Experiment (Rav, 1972)

L
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tn this study, districts were sampled and one ol u:“ti'y' two m‘hmt!w :’«*h*c'huf

from each wss assigned to ththteatment cenditinn; In this instance the
district was the sampling unit, and the school was the unit of treatment and ‘_25 E

hence, the approptiate unit of analysis.

. Q-."‘,

' Ind_gendence of treatment units. Another deéign consideration is

statistical independenee as addressed by Glass and Stanley (1970)

According to the principle of independence, there should be no way in

]

whlch the treatment applied to one unit should overlap or affect ob—' o

. servations on anather unit of treatment. If, for example, every student

in the class eorreetly answers e'question only be«ause he/she earlier

heard the~teeeher provide the answer to it ‘when asked by student A,

these reeponaes are net independent, they ° are, in fact, dEPEHdent on the .
question asked by student A. Using simulated data, Glendening (1976)
demonettated that failure to meet sssumptions of statistical independence‘ |
of treatment‘when betweenfstudent enalysiS‘vas.perfermed.eonld cause |

misleading tesnlte._dInllight of her_findings,iGlendening was forced to-

-

conclude: X
When dealing with educational data, in almost all cases, ' : e
- the group unit, Such as classrooms, should be the unit of y '
analysis. If, however, the data do happen to be independent
.+, of each nther, it is clearly advantageous to use the in- o
. S - ‘dividual unit as the unit of analysis. (p. 46) | ) '[3‘_' kS
3

}n the uther hdﬂd Cronbach (1976) argues that "analysis at the level of

tht_telltttive is. llkely to. have no justification in 8cience or polley
B :vtndies unless the collectiVe is in some real ‘sense a cartier of an effeet.

He alan indicates that “in educational tesearch it dees ‘seem reasnnable ;i?w
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to think ef elassreems and schools and districts as having real enough

3

 effects” (p. 1. 193) e et

It may he asked if it is feasible to choose a unit ef analysis on o 'Muf?.;

the basis of a test for 1ndependence In respenae Glendening (197@) re- -

EE
-

Plied “"As a general rule of thumb a preliminary test of independence R

should not he used to ehoose a unit of analysis to test for treatment ‘
difrerenees (p. 48) The basis for choosing a unit of analysis should"‘
be the study design itself and careful observations to determine if the "}'775e;f
"design was adhered to. | | - L SRR

épprqpriate size‘for units. A final design eonsideration with re~

gard to - ehoosing a unit of analysis concerns the appropriate ‘size for

the analysis unit. Given a 1imited arount of experimental material the o
prohlem, which may not be solvable under ectual research cenditions, be~ :
t_ Lemes one of deternining the unlt size whieh will most reduce the variance

” eE the estimated difference hetween two treatments" (Hanev 1974, p. 56)

| | S.S‘ta-tistical .Consideratic>n.s

A variety ef ststxstxeal 1ssues must be ceusidered in the precess
oi‘seleetinp a unit ef analysxs. Not surprisingly, these eenslderat{Ons
arc related to the questions the analysis 1s intended to answer and its
dtslgn. Haney (1974) has suggested three kinds of statistieal con-
elderetions. (1) measurement reliability, (2) degrees of freedom, and

(3) nonequ*valenee of treatment greups. Issues and problems pertinent

. to theSe tepics are diseussed in this seetion.,
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".‘Heaauggmeht reliabilitg;‘ In Secticn li ef this psser, the imacrtance_““,g‘

o ic..%i?ih—l 3

¥,

of measurement reliability ‘was discussed in respect to measures of effeets.

.
¢
3

if the resegrch principle is accurate, thc measures used to assess trestmeat
eifecis must bewreliahle. A‘number_cf factors.may affect the rcliability
. | of ﬁsascres;hamong.thea is the‘lcvel4of‘aégregatien. 1It ha?ibeeawgeaerally l,
o known that measurement reliability incrcases as, scores are aggregated tc
- . ﬂ",l -zlhigher levels. Haney indicates, however. that this is true when the re-
| | liability coefficients are computed bascd on Shaycoft s (1962)*mcdel that‘
does not account for grcup characteristics. ‘Whenwan_alternative model
'propcsed by Wiley (1970) was used to estimate the reliability of the saﬁe’
',Aata, quite different cnefficients‘were.obtained. Haneffs approach to
the problem islsosewhat unique;iaadiscsed slso‘in icentifying:composcnts__

of variance. Hc‘SUggests:that

if a particular score has a relatively large ccmponent
.. of variance between classes, then it makes sense.to
 examine it using. the class as a. unit-of-analysis. :
Conversely, if there is little variance between classes s+«¢» -
then it is less useful to perform a class level analysis. (p. 69)

' Degrees of freedom.» lt,is welllkncwn that as the.degrees of freedcm

"lncrcase, the precision of an estimate improves, and equally important

the "power' .of-the relevant statistical test increases. This understandin&

-
»

is an impertant statistical consideration in selecting a unit of analysils,

as the degrees of freedom change~frcm cne‘level of analysis to another.

R i

. In this regard Emrick 'Sorenscn, and Stearns (1973) noted that

a&gregating pupil level data to‘the classrcum 1evel PR appears to

N e Rt e £ S e o Sumasis Fimes v Rett e g srr e el nn K S e St e ] e e - C- e B S i U P,

{" ' | shift evaluatiun facus from the individual child and to. reduce statistical U

LY
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';power and precision by deereeeing abee:vetiens (p. A-S) Smitht{lB?Z},
in. contrast, employed the degrees of freedom argument to justify the “3e.nwuhm
of classroom level data instead of the.individual student data. "Had we

; used the child ae'ihe unit of analysis we would have been seriously over=-

' ?eétimating the numbet of degreee of freedom available“ (p. 108)

Heney (1974) believes thet since the degrees of freedom issue has
- .been ueed to. argue for enalyeis at the 1ower and higher levels, this

"cannot help but raise doubt about its validity" (p 71). 1In respect to

_ the issue of statletlcdl signiflcance Haney concludes.

The only time we ought to be concerned with degrees of
‘freedom argument as it relates to statistical signifi-
cance is when there are so few observations that we
cannot distinguish statistical significance betyeen
effects estimates which are of a magnitude such that
‘'we would otherwise consider them educationally signifi-
cant. (p. 72) :

; In respect to 51gniricance testing 1n nonexperlmental situations,

: ﬂeney concluded: "The degrees of freedom argument as a guide to the se-
lection of a unit«of~ana1y51s is . .\. at best a heutistic one" (p. 74)
whcn cxperimental deslgns are employed 1n schooling effects studies, the

‘degrees of freedom drgumcnt ehould ser;ously be considered in decidxng on

units of anaiysis. This. is the case heceuse of known effects of units of

' aﬁalyqie on the power of Statlbthdl qests.

Nun~equivalence of treatment g;oups. Another statistical iesue to

“‘be conaldcred when declding on units of analysis involves the method of

) ed;ueting for inltlsl group differences and by implicetion, dieattenuation

!
<
xe
i




is not_rendum" {p. 1.8).

" Practical Considerations

.ﬂeeleeridg amunir;ef.analysis. Hanev (1974) assigned feur issues to rhie'“

 cactegory: (1) missing data, (2), Pu,leicx?e‘%ﬁarchy (3) length of

~Qf the cavariate. It may be remembered tha: Cam@hell and Erlehacher (19?0)

argued that thﬂ magnitude of adjustment bias will depend in part on the

LN

- reliability of the,eevariate. Since covariate reliabilty is known to be

affected by data aggregatidn, the;relationehip to the un;tdof analysis
seleetion decisione‘hécomes apperent. Croubach (1976)‘hes indiceted

thet "the unit ef enalﬁsie canfmake a difference in the estimate of a
eovariarefadjus;ed :reacdeurwmeen;whenlgersous or classes have not been *

'assigned‘te treatments at random or when the number of independent

- assignments to treatment is small (p. 1.3). | —

- N

At issue is how the adjustments are to be made. Haney (197&) pasite
<

that "adjustment of pesctest scores for pretest should be made at the

pupil level priur to any aggregation to higher levels of analysis if the

full effect of the adjustment is not to be lost" (p. 29) In an analy51s

of Follow-mhreugh data, Abt Assuciates (Cline et al., 1974) adjusted for

'the fallibillty of the pretest cuvariate at the individual student level

unly. They argued that classroom and schoel level data are much more

"stable" and not in need of correctien. Crenbach (1976) in contraet,

K

holds. the pesi ion that “group regressrons may be just as fallihle as

sndividual ones and, given this propasition, argues tha& cldss and

¢

schcol anelvses cf covariance eught to he disartenuated when assignment

A number of practical considerations must also be given attention in

* N 1




invéétigatien, and (4) economy. ' o o o ‘ | e

’Missing,data. In large-scale stu&ies‘it is iikely that some data

will be missing; that students will have been absent in a patticular data
gathering«pe:iod. There is, of course, no way that partial data can be ~ | ot
used at the individual studenc level' With higher level units, partial

data can be used. Dyer, Linn, and Patton s (1969) study indicates, how~

- ever, that. missing data may cause serious problems in obtsining disc:e-

pancy measures, even though data were analyzed at the school level

Policy research The purpose of policy research is that of im-

proving policy rather than testing or improving cheory. Given the above,

: Haney advocates the . s;lec:iun of a un&t of aualysis at a level "at whiLh

policy manipulable variables can best be studied" (p. 93)
RN , | :
Leng;h of - inveqtigation., Ewaluating an educational program over the S

3

‘ couqu of years further complicateb ;he unit uf analvsis issue. "The pfé—"

. *
-

blem is that lee of a classroom as a natural unit in most schaols is only .
\ oA

a sznpl; year“ (Haney 1974, P 82).. Under such ccnditions, it would he
: dxfficult to use the classroum as the unit cf analysis in a multlvedr an-

alysxs.
o . _ : e

ggggggx, The final practical consideration is that of economy. Haney

(1974) indicates;

[}

If a unit~of~anallsis 1arger than the pupil is emplcved in an
cvaluation study, it is possitle that a savines can be made by
saupling only some of tie csub-units withia tue uuairan unite~ e A
of-anal}sis., (pp. 83-3¢) o L o o :
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- Indeed, some eriterie discusaed aheve may suggest directiens that are . in

Perallel‘AnaLyses : . , _ f : R ‘ : ;4
intu the enalysis. When chis tvpe of single-level anelysie is repeated

vaeeociates emplo\ed single~level analyses at the etudent, class, and

e e

_In short, there is'no Simplﬁ way to seiee: eeprepriste units of analysis.r..

centradiction to one another. I: 13 essentiel theretore, that the researcher
arrange these censiderac;ens in order of priority to optimize the selec-

tion of appropriate units ef‘analysie.

Analyses of Multilevel Data ' L

_Ih schooling effects studies, it'ie_net uneemman for resee:ehers_:o

have collected data at different_levels or to have collected &ata that

é

~ can be aggregated et‘different levels. This may represent an oppor:unitv

'

for researchers to analvze the data at multiple levels of aggregetion

'(Bursceine& Smith, ;977,‘Haney. 1974). Three different typef of multiple

level“anelyses can be discerned: (1) parallel analyses ecross tevels of

‘_aggregation (Haney, 1976 Maw, 1976), (2) contextual analyses (Barton,

§

19703 Bewers, 1968), and (3) multilevel analyses {Burstein‘& Linn, 1976:

Cronhach 1976 Cronbach & Webb, 1075 hrlebacher, 1977 Keesling &

Wiley, 1974). f'
;

b ]

Multilevel data can be analyzed fer each level of a%gregation in

L,

such 4 way that only variables from the same level of aggregation enter /

*'-at more then one lgvel of aggregation,‘it is referred te as parallel

5

analysis. " In the 1971-72 evaluation of Project Felleszhrough Abt

P G mm e e et
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scneal levels, that ia. they angloyed a parallel analyais atrategy far

wooo

data analysia. It is claimed that one advantage of parallel analysis is

that it allows the esearcher to study the consistency of results across

-

levels of aggregation. v ‘

Contextual Analvses R : ' "

A mixture of variahlea which represent a unit and those which re-
-nnresent the characteristics of ita aupra-unit can he used in an analysis,
, called contextual or conpdsltional analysis, to etudy the effecta df the
supra~unit. For example, a mixture of student~1eve1 and scheel—level
"aggregates of student variables can be found in many schooling effects
studies (e.g., Bdwers, 1968 Coleman et al.. 1966 Farkas, 1974) Cnlenan
et al. (1966) found that certain contextual variablea pertaining to
characteristics of the atudent hody explained additinnal variance 1n
individual student achievement abnve and beyond that explained by the
‘same characteristics at the individual level.. Coleman and his assnciates
argued that the academlc climate of the school (i €., centextual variablea) ‘;FF-.“ ﬁ
haa a direct inflnence on student perﬁormance. |
N Hauser (1970) nppnsed this kind of contextual interpretation and
Halled-it'a cuntextual fallacv: "A nut‘very-distant cousin of the ag- | '?e e
pregative or ecnlugical fallacy . .,'slnce'both invnlve nlsinterpre-~
'tation of the between group or ecalogical ccrrelatians“ (p. 659) - o
Lhc same article, he demonatrated a cnntrived contextual‘effect, namely;“

that educatlonal aapiratien of students rises as the proportion of males SRR

”‘”Win a high“School student body increases. nue then demnlished the c}aim__-;;mn-uﬂww_fT

-




_students with IQs and high SES.

for a contextual effect by teinterpreting the globsl sex ratio vari-

P e Al e — — =

.}ahle as a proxy for such varisbles as IQ and SES. The graups with

high male—ts—female rstios also were higher in the propnrtion of

T -

Hauser's point is essentially concerned with “specification error.”

.

He noted:

In a purely logical sense this objection can never -
be met because there are always "“other" variables.
From a practical standpoint, the objection means
that one should be prepared to argue that his theory
or relations among individual attributes is complete
and correct, or at least defemsible in relation to
some explicit criterion, before speculating about
"‘residual group differences (. 660)

,.amith (1972), in a related study, included more bsckground control

variables in his reanalysis of the Coleman dacs and found no evidence

“;hs; chsracceriscics oflthe studsnt body have a ssroqg independent in~

fluence on the verbal achievemen: nf individual students" (p. 280). The

. results of Smith’s reanalvsis support Haussr S viewpoints.

Hsney (1974) seems ts be more cautiaus ln dismissing the csntextual

effsgts. He notes, "Csntextusl effects msy disappesr when 1nitial dif-

¢

icrgnces are fully conttolled. Nevertheless, in a causal sense it is

almost surely true that csntextual effects are sometimes real“ (p. 44).

He continues:

P

The obvious solution to this causal uncertainty is .
more powerful research designs than the non-experi-

mental cross-sectional sort of design used in

Project Follow Through or the Coleman study.

e e v

]

=y

Contextual analysis-in. non-experimental studies

..

mus: be ‘viewed with healthy skepticism. (p. 45) e e e
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The parallel analysis discussed earlier aetually consista of tﬁo or
more single-level analyses (e.g., hetween-student analysis, becween—class
_analyais) with variables ftom a aingle 1eve1 of aggregation involved.

In the contextual analysis, variables from two or more different levels
of aggregatlon are entered in a aingle analysis. Multilevel analyses are
‘defined here aa requiring analyses in at 1east two s:ages for at least
_tuo levels af uaits (BursteinSsLinn, 19?6) A few recently preposed ma— ”

.~ : . -

dela are reviewed below.

Between—groupi_paoled within~group analysis.» Cronbach‘(1976) areues

ahai overall hetween student aaalySLe are weighted averages of between—

class and pooled within-class analyses and are rarely advisahle in educa~

tional coutexts.' He notes that when heterageneous within-alass slopes

?chat may reflect the teache: or treatment effeets are present, the es~

timates ‘based on the pooled within~claas regression line probahlv are o P
blﬂ%ed Cronbach Suggeqtq the analyqiq of data at the elassroom level

(i c., hetween—elase analysis) and on the deviation frem the class mean

(i,a., aithin—elass dnalysxs) A poo}ed wiahin group analysis on the de~-
» viatiaa scores frum mean 15 a ieatute of” Cronhach s medel which dis—

tingu1shes it from a parallel analysiq. .

ﬂs;ng this medel hranbaeh and Webb (l975) reanalyzed Anderson s(qu}) ‘ .:

L | T :_Matady which repcrted finding an’ interaetian of ”drill vs. meaningful ‘

19;huda Qf arithmetic instruction uith student ability and achievement.

“‘“"In ‘a” reanaiyaia to separatenbetween-clasa and _ within-class companents af e

N v,




B

-

the outcome on en aptitude regreseieh,lthe Aﬁtitude X Treetment inter-
action(ATI) findings disappeared. Cronbach and webb also applied the model
to the Cooperative Reading Data (Bond & Dv&rtra, 1967) because of many

reported instances of ATI. Again they found that conventional kinds nf

analyses ({.e., between students analyses) combine hetween—class and

'.wlthin~class effects in the sample ane that some Aptltude x Treatment

interactions dieappeéred when the effects were analyzed separatelv.
Ueing the same hcdology, thow, Airasian and Madaus (1978) re~
analvzed data from Ameriean schools that had partlcipated in the Inter~

national Study of Achievement in Mathematics (Husen, 1967). Rakow et al.

divxde&‘the Wlthiﬂ—bLhﬂol variatlen into tuo componente, one asse—
Y

eiated with dlf!&rontos between mathematies teachers and the ether wlth
indiv1dual student differences. They found that “from thirty to fort}
percent of the withiu—SLhool variatinn trwdltxonallv classified as in~b
_dividual student v;rlaece\eis ﬁéSOLlatéd with between-teacher perﬁpr—

mance dlfferences~:;thin echuals" (p. 19). These findings tend to sup-
poxt the further use of such types of analyses.

Regression analyeis fer hierarchical data. Keesiing and Wiley (1974)

srgued that sehcel-level indices, such as average daily attendance, do

1ot convey xhdewendent infermation for each etudent within the school
and :hue ahculd not be ineluded in’ between-student anslyses. At the
same timeg they indicated that the ‘student- 1evel data shoul& be fitted

" at thL levtl of the student within the schcol. The Keeqling-Nllev an-

*

“"m‘dlvsis strategy includes‘““(l}‘a paoled within school regreSQion of outcomeq-"

.
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on individual characteristics, (2) aggregatinn of preuieted Student outcumee

&

' over all studenﬁs within a schoel

.
[
LS A W 15 ¢

and (3) e between-school regression of

hool mean eutcemes on. scheol characteristics ‘and school mean p:edicted | ’ .

.outcomes . ' .o e o R T L : N

Applying this mechod to the data from the Coleman SCudy, Keeblxng

S and Wiley showed that the estimation of the sehoel input . effects could L '
' ' be improved. , . “ S . e

Anaiyses of slopes and intcrcepts. Burstein and Linn (1977) ob-

v '

(‘n_ : eervcd that "the vagintlbn of Sj (specifie Uithin-class slope for class
| j) would become 2 netent souxce of infarmaticn to researchezs and policv~

makcr;. especialiv w}vn euch informatlon is combinéd with the ad;usted

class eifeets (p. 8) Their dﬂﬂl"f‘&¢l strategy 1ncludes the estimatxon E .

of specifichwighinmclas5§§lgpes and petmeen~ela%s regressiens of class mear:
. * O . . . 'Y ‘ : 0 ’ P -
an:d ~lass slopes on teacher characteflstxoq.

Usiq? szmulahed.dara, Bursnexn and Linn studied the analvt1ral con=

)uqueu»eq oi heterogc CWHH, w;thln—elaqs regreSQionq uqing different mao— .

‘ e le, eneiuding their own, 1n oduqatlon eiferts studies. A main cunclu»iun

fwdﬂ Lhdt ngxthcr qtud\nt 1eve1 nor (lass ~-level analys1s vielded <nrreet

\ c~r1ﬁatve uf teacher (1&%9 effecte when there were systematic differences

, ”Jn WIthL““(l!vQ lonee that vere determined by teachet quallty

“;Imung the xultlleveL analy%is models etudied were Cronbach s between—
¢ '

“L}esq thhxn—elaes analveis (Lronbae! & Webb 1975), the Keeslxng—Wiley

rdndlysiq (Keeﬂlin & W1ley 974), and a slcpe~intercept analysis (Burstein,

LN

l??& Burete;n S iiﬂﬂ,_ §76} Ihcee models yi 1éed misleading ‘estimates ;"$“fm
* ( L . ( .
ey Lt i i o - :
- . # i " Y - " . «q ; = -
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of the magnitude of teacher effects on mean class outcome; that is, all D z

mddels tedded to overestimate thé direcc efféﬁts oé tedchéf qddliﬁy wﬁén‘
. the "hetter" teachers had _steep’ slopes, and tended to underestimate those
Aeffects when the "better teachers had flgt slopes. 1In addition, the
) _Keesling-Wiley mgthod showéd an indication of bias in‘estimating teé-
- chér effects on mean‘dlass outcomes. . All these results seem €o justify
'“dLrunbach s (1976) caution abou; the possibility of developing a uniVersdlly ;

sugcessful strategy. R o R f - 1§
At the conclusion of his review of the unit of analysis issue ﬁaney

“v . . »

(19?4) made the following reccmmendaticns.

First, investigators ought to have a strong bias for
studying various properties of the educational system
at the level at which they occur.
. ) t,
+ Second, variation in attributes of interest ought to
be studied at those levels (or between those units) .
‘at which it does (or is expected to) occur. (p. 9)

Haney also advised researcherslto make precise statementsﬁof thc hypotheses

'to be tested {in terms Qf mathgmatlcal models, if, pessible}. and to beg;n

- thh atrlctly parallei analvse,, if a researcheg.wants to conduc; parallel

analyses at differen; lgvels. Haney further urged researcherﬁ to treat

vlasses and schools as units rather than as agpgregates.

- Summary - : : » !
T . o . e

" It may be said that there are two ccn:rast{ng scheols of xhought'

. e . - L

relatlug co the units of analy51s issue. One group af researchers hold~

[P s s e e e it [ | o it ot o i i € i a4 = < S vl s e aimas e ge barsvwm s

—t

- thc upinian that, in&schoclinggefféctsmstudies,Athehapprapria:e,unituofm”44;.'




analysis is the individual stuéent.‘ lhis position is rationalized be* L

cause sctual lesrning occurs at the individual level. Another group

argues that sinee ‘educational treatments are normally administered at . .,;

5 " . ’ 3
the system level, the eolleetive (e - elsssrooms, sohools, etc.) is ‘ v
the most appropriate unit of analysis. , : - .

A reeently emerged position, held by a third group of researchers,

suggests that, since student aehievement can be influenced by factors

exlsting at different levels of the educational system, dsta from

sehoollng effeets studies should be anslyzed at multiple levels. The

“following three strategies for analyzing multilevel data wvere reviewed

“'multilevel analyses revcaled thst thev did not provide eompletelv satis—.

(1 parsllel analvses (2) contextual analyses, snd (3) multilevel

analyses. An enamination of these newly proposed techniques for the

faetory results. Clearlv, more resesrch and development in this metho- ‘.

dological area are roquired.

fo e e e e T
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V. METHODOLOGICAL TRENDS AND THEIR IMPLICATIONS.
. FOR RESEARCH ON SCHOOLING EFFLCTS

N - .

'

In the process of examiqing research me*nodologies pertinent to

¢ .

studies of schooling effects. the authors noted thet observations made

4

by Dershimer and Iannaccone (19’3), who earlier lad examined social and

political influences on educational research, overlapped with their own

. -

.peteeptioes of trends,in'research me thodology.

‘A review of that literature peoints out that few scientific
- researchers, if any, select their problems at random. They .
are influenced hLy several factors, such as the “excitement
of the chasc,' current scientific paradigms and theories,
chance observations the scientists happen to have made, the
dramatic na.ure of some phemonena, and the intellectwal -
stimulation derived from work on complex tasks. Researchers
are influenced by what their colleagues find important and
vital; they respond to soclety's opinion of their work. They
are sensitive to the interests of granting agencies or persons,
and they are influenced by their institutions' \\upport and
‘provisions available for certain research tasks, . _ ‘
(Dershimer & Iannaecone, 1973 P 113) ‘ - o A

«

From the authore' point of view, the Single most importent‘influence
oun crends in educaticnal reseerch methodology was, quite eimplyl federal

duilars, it was not, however, the only influence. During the 19605, events

occurred that were to influence significantly the shape of AmeriC1 edueation

P

and to some extent, the methodologies used by edueatlnnal researchers.

1t would not now be in error to say, as does nehan (1978), that i be

‘ most prevalent view in this country is that differences in schola,tic qad E )

econooic success are primarily tne result of environmental influence rathe

Lm—m genetic ~endourmn.. (p. 33). Cansequemly,_ it must. he diﬁiicult for &OmE

of us . to. comprehend why this view was not also prevslent in the very

*




.intervention movement funded initially by private foundations such as

- "‘&’.-'J

x 2

early 19605 For example, Deutseh (1964) in a review of papers presented

at a conferenon in the early 19605 on preschool enrie%gent observed*

The overall impeec of eﬁese pppers and of their examination

of the literature is tg negate ‘any concept of fixed intelli- -
gence [emphasis addedT and to foster the belief that the . . . . |
human organism, is highly mallgable, particularly during its
early years. e 208) | : ' -

-

P

Q

probaﬁly was ‘Hunt's (196ﬁ) book on Intelligence and ExperienCe that

first gave a measure of credence to this notion end in turn to the early

*
-

Ford angd, Carnegie. .

LN

The fact tha; pupils in compensatory education programs made cog~ -

nitive gains in excess of what wee expected eventuslly got the attention

L

of COngress. In the mid 19605, Congress passed the Elementarv and B

.' Secondary Edueation Aot (ESEA) and in so doing brought to 1ife first

Qeadstart end later Follow Throngh.' In ics wisdom, Congress not only i;";””

-_‘demanded thst schools should be held aceountable for the manner in which

they spent monies, but also for the impact the sohool programs had on

_students. Pursuant Lo its accountability concern, Congress authorized

a series of nationwide studies of programs funded by the federal government.

The passing of hShA legislation and the commissioning of a series of

large~sca1e nationwide etudies to assess the schooling effects of federally R

«supported programs had a direet and irrepressible influenee on edueationsl

researeh‘A

There was however; one other important sociopolitical event that in

retrospeet, influeneed greatly research mechodoiogies in tho study of
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qchooling effects.” in 1964 the Civil Rights Act was passed and Congress

anmissioned James Cnleman (Colemnn et al., 1966) to document the SUS-

~pected racg—speci‘ic differences in the quality of public education (Shea,

N

1976) A0 B “" ; o .
In their attempt tn.respond to Congressional charges no study and
-f’”;‘ \; " evaluate the nation s schaols and special programs, behavioraT and‘
"Sogial Scientists céme to realize‘that they lacked che me:hoduloéical
tools to carry out appropriately this important social task. This real—
izatlon and the need to do qomething about it gave impetus to the use
and refinement of methcdologieq seldon used for educational resedrch and
to the development nf.nower ones.' |
| 1hc followlng ,ectxons de,crlbc methodclngical trends in reqeaxch nn
i :chooling effects, as perCleed by the authors, 1n four topical arens.}
(1) study approacheq, (2) indepandcnt variahleq,’(B) 1nd1catorq nf effect,
‘:and (4) anal§sis of data | The implxcatxons of tnese trends for thL con-

' duct_of future studles are also ccnsidered.

_Trends in Stndy Agpraacnéé' ' B _" I

Rosenshine and Vurst (1973) intraduced "a fairly complete paradigm |

) | for studylng teaching (p. 122), Whth corresponds fairl; closely Lo thglj

scudy approach dimension as presented in rigure 1 of this dciumﬁnt. 1:ir

paradigm, which serves as a means of facusing the follow;ng discussion of

‘_‘trends,_ccntains ac least these elements.“%_

b
Pigan w-' .

e ' 4. development of procedures for descxibing teaching
: ~in a quantitative manner:; |




' 1963) © In terms of Rosenshine and Furst's (1973) descriptive~correlational— o f

cedqres that may e used in evaluating Tltle I programs (Tallmadge & e o

o
P
B,

2. correlational studies in which the descriptive
'variables are related to measures of student g“owth,

.
®

3. experimental studies in which the significant
variables obtained in the correlational studies S . e
are teated in a8 more controlled situatioa. Ap. 122) L "

.‘ -
B Y N

“Prior to the 1400s, study‘appronches to research on schooling effects
could be characterized as being almost exc‘usivel; Limited in scope and

oriented toward the comparison of two or more experimental units, that is,'

.

‘schooling effects research was essentially devoted to model buildlng and

/?’ﬁfkifothesis (null hypothesis) testing (Cronﬁach, 1975) During this period,

.,; true and qnasi-axperimental design that were essentially univariate in

‘\' ’ . . _.'.

cnaracter were used exten51velv in investigatxons (Campbell & Stanle},

'experimental loop, this periodiis demarcated by the‘"experimental" element.

The experxmental approacn to research on schooling effects continues‘
and, withOut douht; has been employed frequontl since rhe beginnings of
the lQGOs. For example, a federal edict to EaEA Eitlt I directors “aking
them accountahle for evaluating their ptograms actually led to an 1ncreaser
in the use of experimental tvpe dor igns Hnwever; most of the reports

auhmltted nere judged to be of ;nferior 1uality and as a result have con-

trlbuted little Lo *he schoollng Lii<cL“ knowledge base. On, Lhe othar

”hand, the work by Horst, Tallmadge, and Wood (1915) has. improved meth—

Uodology in thgs area. Of 1ate, all levels of government are attempting s

=0 standardize, within relatively “3ff°” 1imits, the exPerimental pro- o~

dcrst, 1975)
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In the 1960s, the convergence of highe&peed.eleg;ronic‘daLaeﬁrbcﬂsgijg
E equipment, advanced multivariate statistical.software, and, perhaps, a
"too rapid increase of federal support for researchon education“ (Howe,
1976, o. 45) ieo toAa series of relatively‘large-scale, nonetnerinental,
: multivariate studies. Some of these studies were inftiated in response
. - to the Congressional request for nationwide studies of federally funded
| | educational programs Among then were a series of studies on Follow
. Through (e.g., Soar, 1973; Stallings & Kaskowitz, 1974) Other studies.
‘initiated in response to the Civil Rignts Aet of 1964 included the study
by Coleman et al. (1966) and its reanalyses by Jencks et al. (1972) and
““by Hayeske et al (1969)

In addxtion, it is important to note that interest.in such studies
percolated down to state educational agenciee, nuch as, Californiu, wnich
vvauthorized in conjunction with the Katlonal Institute of Education,>

- acveral relativei} large—scale nonexperimental studies as well (e.g .
liclonald & hlias, 1976, leunoff Berline*. & Riet 1975) Other etudies
einitiated at the state level include those of Brophy and Everteon (1975)
and SOar and Soar (1973).

-

lhe large—ecale nonexgerimental (or correlational) approach to
H

sohooling e,iects has hadcs;,rnprecedented effect on research methodologv.,;

.The old adage suggesting that "necessity is the mother of invention' could

never have been more true than during recent years. In. attempting to “ir

answer pressing questions about schooling,‘nonexperimental studv

]
—at
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approaches have ceme of age. But einee it

is the expressed putuese of -

such studies to generate hypotheses for subsequent testiﬂg under ex~-

_perimental conditions, one DAY ask 1if larg

are far hehind\

What about the descriptive element of

e-scale experimental studies

the Rosenshine and Fu;st

‘gfradigm | Seme interesting developmeut. appear to be in the aking.

The Tikunoff et el. (1975) ethnographie study of a sample of teachers

in the Beginning Teacher Evaluation Stsqy

‘).

. . . e
example: L e, }
!
l

(BTES) reveeled fer ,

s e

that the methodology derived f;em socielegy and enthrepology o e

i{s promising fo¥x future research in t

eaching, particularly in

identifving those classxrooms -where more Lffective teaching seems

to be eccurring. (p. 19)

. Wehan (1978) in a discussien of nenexperimental methedelegv suge;sts that,

“beeeuee it can addrese these prnhleme, co

a rxgoroue mechoeelegical alternatlve to 1arge—scale surveys as a means

of ;uxdlng oducaaianal reform (p 62).

nstltutlve ethnegraphy previdee

1t would appea“ then that all three o{ the elements in the Rosen-

snina eud Furst (1973) paradlgn are aetive

1ncreasxng1y inpertent.

Trends in Studying_Indep

ly employed and will become

-~

endent Variables-ﬁ

- One ef the earliest large—seale input

—cutput studies of scheoling ‘.

‘«“_effecta (Loleman et dl., 196b) almost exclueivelv iﬁcluded independent

var;ablee far removed from elassrenm events Gag., family bdckground

t

age ef echoel building,‘etc Y. The major

flnding ef the Coleman Repnrt

-2 T a o
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N was. that family background was a more important “dg;ggminant" of “student . .« *

achievenent théﬂ_such inputs as the quality of séhéﬁ}ing; In effect, per .
. o ' o ‘ o0
papil expenditures and school facilities wer! found to have little re-

i

ar

lationship to student achievement { Shea, 1976). In a study using siml-

. lated déta‘modeled\after the Coleman study (Mayéékefet al., 1969) and
R . Project Talent (Flanagan et al., 1964; Jencks & brown, 1975), Luecke and
SieGinn (1975) indicated that their resules; B R

L

o
h

suggest that studies which {ind little or no-relationship between
educational inputs and achievement may be highly nisleading. Our .
findings suggest that the combination of data and statlstical
technique [emphasis added] most often used is unlilely to reveal
such relationships even when they exist. (p. 34)

- . . . S

They also observed that "researchers who conceive of education mifhania-
tically, and use research designs vhich ignore the actions of Individuals

in schools, will find results which confimm their assumptions” (p- 348),'
-ﬁuuékg aad,ﬁecinn argued for a different category of input~type variables

; ] . . . .
{ . « Aes e

in schooling effects studies: ) ¢ P N .

. * . . A‘#. «
Yor us, advancement will come through an improved understanding of
_what actually tahes place in schools and classrooms. Studies using
educational production functions must attiend moré to variables
. pertinent to the educational production grocess, and less to exoge~
N nous . factors like family background. . .‘. this strategy may make
‘ it possible to discern the kinds of .inputs that can make schools.
gmore effective institutions. We necd to look more closely at what . -
_teachers, principals and superintendentg do as they assign resources’
to students, teachers and schools, and Yo .pay more attemtion to the
- . , “‘direct effects.of their actions. Pcrhaps research will then be more
T 4 !_f useful to those decision makers. (p. 3f8). - ‘ s o

-

P © The Coleman Keport and its offshoots (jgncks.et al., 1972; layveske

et al., 1969, Mosteller & [.ynihan, 1972) also “te:ded to minimize" the

.....

e
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role of the teacher in aceeuntiﬁg {er educationai dufennes {Berliner,
1976). This finding stimulated a hest of largeescale elassroem process

studies ox proeess-product research (e.g., Brophy & Lvertson, 1974;

Acpen.ld & Elias, 1976; Soar, 1973; Stallings & Kaskewitz, 197& Tikunoff

et al., 1975)

Brunswik (19)6) presented a classii ieation schema in which pev~hn-

N /

' 1ugica13variahtes were elassified acaording to their remotenees from the o

*

central processes of the behaving arganism, This'schema is useful in

understanding trends in se—lect"ing independent variables for schooling-

effects studies. Brunen.n use! the terms "central," "proximal v dnd :

“dxbtal to dietin"uxsh three hrued regians ol reference' centrdl’ here

xefere to events thhxn Lhe organism, proximdl“ refers to evenls at«the

1n!erfaee bethen ‘the erganlsm and the cu'exonnent and "distal“ s esx‘
’ gg

examxned Jaxiables g

‘ nfieete studxes Are 15:; and’ more Lsing preximal—central variables, but mot

: nrganism daes

¢Vents wit1 whxcn the oxga1xem is not iu diteet cnntacL, or over vhieh the

¢
not ehezeiee immediate control (Snow, 1968)

Paxnh Lhis ecneﬂa, tYencs in the qelercion of independent vwrxuaiue

for leage~eeale stud;es appear to be nev;ng {romw iisaal TR Geleman

et alg, 1966) to essentia;ly proximal-eentral variables (e.g., BrOphy

-

& %vertqen, 19? Jaar, 1973' 1i”uno£f Berliner, & h;st, 1975). }he

3td4]lnéb and nms‘nxitz (197}) end the Iemuna]d and Flidq (1973) “x”djis

. all three regions (i.e., distal, proximal

variables)

anm the peregective of Lbe autnors, it would appear .chat scheoling

uupenearil" at the expense of diatal cneq. withim the central reg;on,

]
g
!

- 88

and central




Mships bethLn educatxonal improvewent efforts and short—term student

.

chere is some indication af a shift toward a more detailed examination of_ﬁ f@

the student behavior (McDonald & Elias, 1976; Tikunoff et al., 1975).

In this latter reﬁpect, Lthnographic techniques such as those used in the

Tikunoff et al. (1975) study fay prove quzte useful.

“Trends in Indicators of Effects

bince the 1960s, an inc:eaaed use of all types of indicatcrs of
achooling effects is evident. Status attainmenL or outcome data Qere ‘
collected and analyzed for the Coleman Report (Coleman et al., 1%66),
for the Nétlonal Aaqessmant af Educatianal Progreqq (NAEP, 197&), and in

a host of atatewide aascssment programs (e.g., Pennsylvauia Departﬂent of

LduCutxon, 973) The continued use of status attainment data is expectec

: And its use bhould even 1ngrease as schoola begxn to QSLablish misfum

gampetencv le.relc as the basis for granting certain diplomas. .‘
Wast 1arge-scale siort-term schaoling eftects studies emploved some

foym of differcncc scores. Lar analysis. For exdmple, unadjusted ﬂhange

“gain" scores were uaed Ln the M;Danal& and Elias (1976) study and

e . -

reazdual scores were uq;d in studieq bv %car (1973) and Stall ngq and
Kaskowitz (1974} .

1duca:ional aractitioners interested in determining the relation—

achieVement will find the 1esidudl score to be of use where initial

5tudent_di£fércnces cannot be control;ed.

=
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© | * Trends in Data Analysis

Wich the edvent of modern electrenic data processing sys:emq and -
the dg'elopment of increasingly sophisticated scacistical software

packages, there has been a clear tendency to employ multivariate analy-

" ses (Cooley. 1965; Tatsuoka, 1973) Al the same time with the reali-

. zetian that che rglationship between eer:ain elasercom precess variablee

and outcome variables may be nonlinear, there has been.an,increase.in

the examination of both linear and nonlinear bivariate relations or

~ regressions (e.g., Brophy & Evertsan, 1974; Soar, 1973).

Anether lmportaut tiend in echcolxng efteecs etudies is the in-

crea,ing tendency to analyze data at the individual student level. Per-

‘ hape, more impertant 1is the trend to employ mulcilevel anal§ses (EuBay

Burstein, 1876; Cronbach & Webb, 1975). . .

Uiﬁe eeeqeh,ier“differengieged effee;s or interactiene‘across diff-
efenﬁ eeudeets, teacuefe; schaele, end‘er progreme ie oﬁ the'upswiﬁg
(eogge, Braphy, 1977; Cronbach & Snow, 19?7*-503: & Soar; 19?5).~,H0w—

ever, in spite of more than a decade of research there still are no .

'Lonsieten: finding 35 reaulting *rnm apcitude-treacmen: inaeraction'

etudiee {Cronbach, 19?5) Thlb scems to 1m91v that ;urther reacarei

iq needed in the areas  of higher-order interaetiovs end/or differen~ )

’tiated nonlznear relatlonships. Another implication is that researeherg'

‘kneed to congeptualiee sehemde bg which the findings across etudies

)

”can‘be svntheeizod (L g., Aedley l977)“and.areas“that‘require“furtﬂef“-e4““'w*““”;:7*

inves:iga:iun iden&;fied.

Another important new trend iisih}i of éyn;ﬁesizing the findings




. across studies uains meta. 8331Y515 techniques (e.g., Gage, 1976b; Gla°s‘

1976) so as to arriVe at aa overaTI index of, for example, program
effectiveness. Meta analyais and the conceptual schema mentioned
above represent extremely important methqdological developments

for researchers in their attempts to build comprehensiVe knowledge baaes

AN . v

“and construct new theories.

Summary

Prior to the 1960s, educational research on echooling effects could

.be characterized generally as limited in scope, devoted to model building

and hypothesis testing (Cronbach, 1975), rarely including formal observa—

tions of the behavior of teachers when they taught or of pupils when

'they learned (Medley & Witeel. 1963), hivariate in approach (kerlinger

& Pedhazur, 1973), and dedicated to the quest for. nomothetio theoty

s(Crodbaeh, 1975) In short, it Qas an era dhring.whleh the predonirant
nethodelogical approach to the study of schooling effects was the'small—
scale nonproeess-oriented. esaentiailguonivariate experimeht eonoerned

- with the discovery of unlversarly appiicable laws.

The 19605 represented a turning point in researoh en schooling

o - - effects. Spurred on particularly by the Coleman Report (Coleman et al.,

;' o __“’“
</ e

. N

1966) and by Congressional authorization to study-. Head Start and Follow

Throueh on a natienwide basis, educational researchers reexamined closely _
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, multiregicnsl (i. e., distal-prcximsl—centrel), multivariate, snd non-

experimentsl_in focus. Duting this pericd the unit of analysis has

ii

ﬂ_their research methcdclogies. Since the lste 19603, the research on

schooling effects receiving the most sttenticn hes been lsrge-scsle, """‘i'"_w' A

shifted from the school district to the classroom and individual student ‘ ) | .

'level and, more importantly, tc multilevel units.

» This ststement cf trends shculd not be tsken to ﬁmply that method- -j?

ologies used to study schooling effects pricr to the 1960s are no longet

being emplcyed indeed, almost withcut excepticn, they exist side by side |

~with curtent methodclogical innovstions. On the whole, the authors were

hstd pressed to find examples in which estsblished research methodologies

- were totally discsrded in lieu of "{nnovative” prccedures. Nor were .

many "new" methedologies discerned. However, methccclcgies have changed,

they have become more refined. Shulman's (1970) cbservsticns are relevant‘

-
LY

The present era is-one of significant methodological progress. im 7
the behavioral sciences and education. The development of new
techniques, especially in the multivariate domain, proceeds at a
_rate which dazzles the non-specialist, even though in the eyes of
the educational statistician, most of the Ynew developments are

- merely variations on a few major themes. (p. 390)

| Whether these methodclogicsl trends are regsrded as a methcdclcgicsl

sdvsncement or ‘as mere variaticns of existing methods depends upcn one's

point cf Qiew.v Methcdolcgicsl trends, regardless of whether they are

ethcdclcgicsl sdvancemcnts or refinements, seem to prcvide educeticnsl

¢ gy e s s s [

'”tesearchers with better petspectives on educsticnsl develcpmept. R L,
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