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~. Evaluation of Informal Logic Competenco1

-
)

Thortis N. Tomko and Rebert H. Ennis
Bureau of Educat fonal Rescarch
University ¢ '1linois, Urhana-Champaign

s I T

¢ . .
One ot the distinguishing features of the developing informal logle move-

_ . N .
ment is ity concern with pedagogy.  Intormal logic teachers want to know what

skills and concepts are {mportant for their students to know, how these skills

_ v -
and concents can best be taugh!', and how one can determine (if they have been

. -
/
successfully taught. Certainly the answers to the latter two questions will
- ' ) - -
require sone empirical research. In this paper we will examine tests and
evaluation procedures in the hope that we can shed some light on these two

questions.  Our intended audience is people who have the above concerns, but

who are uwntaniliar with avajlable tests and/or with the field of testing.
[}

Tests

—-—

e’ naturally turns to tests as a4 starting point for the evaluation of
. / . *
teaching.  Although not all people agree on the value of tests, they are a
very practical aadl widely-used evaluation tool.
. ' ’

: Vo
Carrent 1y available tests

The Watson=Claser Critical Thinking Appraisal. This test is perhaps the

most widely-used instrumen® in the apea of logic and critical thinking., It
. s 7

.. . . . ' . .

has two torms, Ym oand e (revised in 1964), cayh 100 {itenis long and divided

inte five subtests:
Inference = ability to discriminate among degrees of truth, falsaity,
-or probability of inferconce drawn from given facts or data

Recognition of Assumptions - ability to recognize unstated assunp-
tions in piven assertions or propositions

Deduct ton - ability to reason {from given premises, recognition of
logical implication

Interpretation - ability to weigh evidence and to discriminate
among degrees of probable inference

- £

— ———— —— ¢ o t——
.

'We we 1d like to thank Robert Liun,‘étcphvn Norris, Denis Phillips aud Bruce’
“ Stewart for their comments on and criticism o a draft of this paper.
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Evaluatfon of Arguments - ability to discriminate between strong
‘\\ and weak, important and irrelevaat irguments
/

) The type of answer to be selected varfes witn the sub-tests.  For example *

'ln Test | (Inference) students must decide, after ﬁeading a parvagraph,

whvtror some proposed inferences are true, probably true, probably lalse,
false, or cnnnug be judged due to insufficient data. .In Test 2 (Recognition
of Assumptions), the examinee must decide, given a statement, wheﬁmcr or not \

\ . !
another statement {s "presupposed or taken for granted".™\ For example, given

. 1

the statement "Let us immediately build superior armed.force and thus keep
) \

"one must decide whether the proposed assumption "The

peace and prosperity,’
build ing Qf superfor armed {orce guarantees the maintenance of\peace and
prosperity” is "necessarily” made or not made. In Test 3 (Deductien) and
Test 4 (Interpretation), one must dﬁcide whether a conclusion does or does
not follow. In Test 5 (Evaluation of Arpguments), one must decide whether
short, two-or three-sentence arguments are strong or weak. The questions in
each test are preceded by‘ﬁnmp]o items and an explanation of what'the student
is to do.

The test does not gover some aspects of critical thinking which oqg.
might wish to cover. For example, no semantical skills or coacepts are
covered, G0 there are uo quoétinns dealing with definition or ambiguity.
There are no questions dealing with the reltiability of observation state-
ments or statements made bv authorities.

To thv'vxtvut that the Watson-CGlaser test mca;urcs the ability to deal
wit;) induction, it has problems that also treuble the Cornell Critical
Thinkirg Teses (CCTTY, discussed below.  In order to answer some of the
items correctly, examinees must have certain background knuwldﬂxv. 1f they

do not, thev may answer incorrectly oven though the way they reached (he

ERIC - 1
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answer might be judged to be a;ceptable. This problem appears in just about
any induction tes We have found that it {s very difficult to consr{:ct
test ftems on inductive\reasoning that have one answer that is clearly the
best. One can almost always defend alternative answers by making certain
reasonable nssumptions.that were not foreseen By the.tesf maker.

Another problem with the Watson-Glaser test is its concept of Qn
assumption.  The directions to the section, "Recognition of Assumptions",
say, "If you think the assumption is not necessarily taken for graﬁted in
the statement, make a heavy line under 'ASSUMPTION NOT MADE' on the Answer.
Shoét." (p. 4) We can propahly neglect the prdflem of referring to the

proposed assumption as an "assumption”, but there is a more serious problem.

The wording encourages the test taker to look for something that is necessarily
taken for granted. Possibly presuppositions (of "the type discussed by
sStrawson, 1952) are "necessarily" taken for granted, but premise-type assump-
tions are not. Tﬁvrv is always another and different premise or premises
to fill a real gap in an argument. So no premise-type assumptidn is neces-
sarily taken for wranted (Ennis, 1961, elaborates thig\ﬂoint),f

A third problem is that one's answers to the items in Test 5, Eval-
untiup of Arpuments, of ten depend o one's polities and valées. It does
not sceem fafr to mark a person wrong because of the person's politics and
values.  For example, Ttems 89 and 91 are keyed weak arguments'on the issue
of whether the United States governmont ‘should try to inform the public of
soupht-after resalts of its scicntif}c rescarch programs in the arcas of
"now weapons, equipment, devices, ete.". These items are:

89. No; some people become critical of the povernment Qhen widely
publicized projects turn out unsuccessfully.,

91.  Yes; the projects are supported by taxes and the pgencral
public would like to know how their money is to be spent.

-

L4

)
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We agree with.the key on Item 89 and disagree on Item 91, but we.can see
how people with a value gesition different from ours might well answer just' .
the opposite. We are not here urging a relativistic éthics, but do not ,
think that a person's critical-thinking‘scoée should depend on that person'é
polftics and values in such cases. .

A fourth p;oblem for some is the orientation of the test to the United
States, exemplified in the above-mentioned issue in Test 5. Students from
‘other English-speaking countries might be penalized fér being less familiar

with United States governmenrt strﬁ‘tute, policies, and problems.

The Cornell Critical Thinking Tests. These are actually two different’

~{Lsts, Level X and Lewvel Z (Ennis & Mi?lgﬁn, 1971a, b, ¢). They are not .
parallel forms of the same test, alt&@ugh they ;re both general measures of
critical tﬁinking ability. Level X ié meant to.be used for stesting students
rbughly from junior high school through first yéar college age. Level Z is
intended for testing examinees of colleﬁe age on up, although high dbility
secondary sLJdcnts could alds take the test.

&@

The rationale for the test is based upon a concept of critical thinking

set forth in Ennis (1962). Abtording to the test manual,

A critic&i thinker is Fharacgerized byﬁproficiency in judging
whether: .

-

1. A stasgment follows from the premises.
2. Something is an assumption.
3. An observation statement is reliable.
4. An alleged authority is reliable.
5. A simple generalization is wgrranted.
6. ‘A hypothesis is warranted.
7. A,theory is warranted.
8. An argument depends upon arf ambiguity.
9. A statement is overvague or\gverspecific.
L 10. A recason is relevant. (Ennis & Millman, 1971a)
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. Not all of these.aspects of critical thinking are covered by each test.

Level X does not cover aspects 7, 8, and 9, while Level Z does not cover
aspect 7.

In the Level X test, examinees read a story about space explorers on

lanet and are asked questions as the story unfolds. For example,

“’at on point the explorers are said to be watching a group of beings who

v

are ftanding around a campfire. In one type of question, the examinees

t decide whether the first of the following underlined sﬁatements is
' - ’ aQ .
more reliable than the second, the second more reliable than the first, or

whether neither is more reliable than the other.
A. The mechanic, looking through his field:glasses, says, ''They
' are tan-skinned creatures with furry spots."

B. The anthrnpologisﬁ, looking through his field glasses, says,
"They don't have furry spots.: They are wearing the skins
of animals."

C. . Equally reliable or unreliable.

The Level Z test is somewhat more difficult and the questions and
directions are more.complcx. For example, after an prbriﬁent and its
results are descr{béd, examinces ére asked whefher certain additional inﬁbr-
mation, {if true,\would make the results a) more certain, 5) less certsin,
or c) peithor. There is also a section on semantic skills and concépts not '
covered oﬁithe LéVQf X test. |

Like t$° Watson-Glaser test, the Level X test has its problems with
induction. 'It tries to avoid some of these problems by asking whether
proposed evidence c;dgts'for, agaiést, or is neutral with wespect to a
certai; hypothesis; that is, it only asks in which direction the evidence

points. But as in the case of the Watson-Glaser test, one can, by making

reasonable. assumptions, dispute the keyed answers. We feel that this 'is

W
/
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the major problem that people writing tests of inductive~yeasoning ability

must overcome. i

-

‘Some of the subsectitns of the Level Z test seem a little short! For ..

V4 .
example, the section on judging the reliability of observations and authori-
. ] * :

ties is only 4 items long, as'compared with 21 i;emblon the Level X téét.

The Watson-Glaser Critical Thinking Aggraisal, tbe Cornell Critical -+

ThinkinéﬁTest, Lchl‘X find Level Z ére, in our opinion, the only general

tests of critical thinking currently available. But there are two other
available tests that claim to measure or appear .to attempt to measure general
critical thinking ability, aand there is a set of "indexes" that might jointly

>

be construed as a critical thinkigg test.

One test i€ The Uneritical Inference Test by willf{am V. Haney (1975). 1t

consists of three stories, cach followed by a series of statements (76 items

* .

altogether) which the examinee must decide are ‘either "definitely true",

"definitely false", or "?" (questionable) based on the information given
in the storyv. Due to the large number of answers keyed "?", a hardened

'
- -

skeptic or "pathological doubter" would receive a ﬁiéh score on this tesg.

[N

(This was a problem with an earlier version of the Watson-Glaser test, also.
See Ennis, 1958). The tegf appears to be essentially a test of whether a
person is willing to infer at all beyond what is very explicitly stated, and

might better be called a critical uninference test.

The other is entitled Logical Reasoning, developed by J. P. Guilford

and A. F. Hertzka (1955), designed to assess what Guilford calls_the factor
cof evaluation of semantic implications. Although he claims that this factor
is known as critical thinking abilify, the test itself consists of forty

items, ecach of which presents two . premifes of a syllogism and asks the examinee
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to pick the correct‘conclpsion from four possible alternatives. This seems

to be a test of only one aspeét of critical thinking, viz., class reasoning.

Then there are several aspect-specific tests.of critical t:hinking

ability. The Cornell Conditional Reasoning Test (Enﬁig, Gardiner, Guzzetta,

Morrow, Paulus, & Rlngél, 1964)‘and the Cornell Clgss Reasoning Test (Ennis,
<

/ Gardiner, Morrow, Paulus, & Ringel, 1964) are designed to test the abilities

named in their titles. The Evaluation Aptitude Test, by D. E. Sell (1952),
. consists of 36 syllogisms. The test is divided into two parts, one containing
; neutral items and the other containing emotionally-loaded items. The test

is meant to be used, in paf?, to measure the degree to which emotiomal bias

\
influences deductive-reasoning ability.

.

A set of aspect-specific tests has.been constructed by the Instructienal

. Objectives Exchange (10X), formerly ?ssociated with the Center for the Study

’ . of Evaluation at UCLA. It is an organization that serves as a clearinghouse

' fo; instrucfional objectives and:tests designed to measure whether or not
students have attained those objectives.. Each test (or‘"index", as they )
* "+ put its is meant to measure the attainment of one or moré stated objectives.

. R T
In Judgement:  Deductive Logic and Assumption Finding (Instructional.
Objectives Exchange, 1971), seven objectives from the area of informal logic
. * . . -
are presented in conjunction with five indexes desigped to measure the

attainment of those objectives. The Conditional Reasoning Index and the

.

Class Reasening Index are meant to measure two objectives each. The work
of Ennis and Paulus (1965) is cited as a basis for the items included, but one

" should Hote %he sense in which the IOX authors use the term ‘valid'. The

»

directious ask examinces whether a proposed conclusion is valid or 1nva%§d,

-

- \
glven pne or more premises, rather than whether an argument, or line of
/ -

reasésing, is valid. .t ~

ERIC | 9

D,



.
. -
.8- U
.
. .

r'd
Tvo other objectives and their corresponding indexea deal with assunption-

fin ns- However, ‘the term assumption' has séveral senses 'and this ‘could

cause some problems iq,one is not alert. )Objective 5 in IOX (1971, p. 4)

A3

_states the following: . .
Given a series of statements, each of which is followed by several
proposed assumptions, thé students will determine whether, within
each question set, each of the assumptions listed is necessary to
the particular gtatement.

Assumption Recognition Index I, is the test associated with this objective.

4 - ]

. Objective 6 on the othe} hand, involves dudging whether statements aah

necessary to arguments, a skill sometimes called "gap~filling". Assumption

Recognition Index II is the test associated with objective 6.

\

After being presented with a statement in the first test and an argument
in the second test, the examinee is asked to decide whether a person whc offers
an argument or statement musf accept each of a s;ries of addi;ional statements
in order to be "reasonam and consiptent". In Assumption Recognition Index I,
the keyed answers.appear to be either (Strawsoni.n) pre#uppositions or (Cricean)

implicatures, and in Assumption Recognition Index II, the keyed éngwers

are either gap-fillers or implicatures. While.odé might argue that pre-
suppositions-are, in some sense necessary for certain stateménﬁs and that
. vértain gap~-fillers are needed (though not logically necessary) for some argu-
ments (given a context ), it is not clear that impilcatures are necessary
- fo; either statements or arguments. In addition, ‘using the 1ape1 "assumptiocn
recognition" for te;Cs‘which involve identifying presuppoéitiphé, impli-
catures, and gap-fillers may be misleading to the test user searching for #

test to ¢over a homogeneous notion of assumption recognition.

The final otjective and its.éccompanying test, RecqgniziqgﬁReliable

\

Observations. is also based on the work of Ennis (1962). The items in this

ERIC - lo -
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test seem clear and well-written, but given the nuﬁber of criteria listed
by Ennis for judging the reliability of obserVation statements, ;here is
some question as to whether the test is long enough (10 1t;ms). Tﬁis test
and the other 10X tests could be useful aids fgf the informal loglc‘QFacher.

A

but, as is the case with any test chat one has not comstructed oneéelf; they
should be examined carefully before they are used. There is no discussion
of cut-off scores, nor any argument offered for the representativeness of

the items.

iy

A 4

The tests mentioned above are the ones we have found that are still .
in print.* fhey are contained in a critical thihking test file we are,
de&bloping at the Illinois Rational Tﬁinking Project, %or which we hope
to obtain copies of ﬁll existing general and aspect-specific critical

-+ thinking tests. Ohe Project membe;, Bruce Stewart, has written a collection
.of reviews of tests in’ the ?reas of critical thinking and 1nfo?mal logic

(Stewart, 1979), conta%piné reviews of about thirty Efsts.

Another sqdrce for infordation about tests of all sorts is Buros' .

- [} 4

Mental Measurements Yearbook (1972). Buros lists test$ in many areas and

‘also includes reviews of some. The 1972 edition is now someqhaé out of

v

»

date, but a new 'edition should avpear soon.

.

*Perhaps Sell's Evaludtion Aptitude Test 1is out of print now. It is not
listed in the most recent Psychometric Affiliates catalogue.

11 . ’
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Concepts of Test Theory

. "Although the selection of tests of iiterest to the teacher of informal
logic is unfo;tunately somewhat limited, it is useful to know what criteria
are generally used to choose a test. An uﬁderstanding of these criteria
and an acquainta?cé.with their theoretical background can help one get a
better overall picture of the process of eval;ation of teaching and rescarch

in informal logic. . . '

_Notm-referenced and criterion~-referenced testing. A.test that 1s .

_ intended to“measure the absolute standing of individuals with respe:t to

. somé standard qf performance (often mastéry) is generally called by tisd

L

theorists %_crgggrion-refergncéd or content-referenced test. ('Cri-2riza-

¢ S :
referenced' is a_term ihtruduced by Glaser (Glaser & Klaus, 1962).) 1ts
. ' ' N . S o :
inclusion of thgword 'criterion' is somewhat unfortunate, stnce 'criterion’
hds another use in test theory that could cause some confusion. (See the

discussion of predictive validity below.)

) ‘ Someone might altérnatively be interested, not in assessing degree of
. . . _ : ‘ ,.-
. " achievement, but rather in determining differences among groups of students

and individbal students. A researcher making compatisons would:usé a test

\]

s

. that éssesses the relafive standing of individuals witﬂ.respect to, the
possgssion of a trait or traits: This type of test is genera%}y called by

“test theorists;a norm-referenced test. A person's score on such a test is

an indication of how well he or she performed as compared with other indi-

.
* L]

viduals.who“took,tha test. Someone who scoreés at the 90th percenttle of
A . .

a norm-referenced  test has done as well cr better than 90% of the people

‘with whom he or she is being compared. Such scores, however, do not indicate

whether the level of mastery was low or high. So, for example, someone who

v

12



C-11-
] .

scores at the 90th percentile on a test of reading ability may not be a véry '

- . good reader. He or she is just better than 90% of the group wiéh whom he

. ¢

or she is being compared (the norm group).

1 .
Since it appears that the same test can be used both as a criterion-

4

+ ’ ‘b
referenced test and. a norm-referenced test, we propose to change ;he labels

»

51ightly and talk of criterion-referenced testing and norm-geferenced testing.

This labeling explicitly reéégnizes the dependence of the'distinctioa upon
. ' . \
. ¢ ¢
purpose and interpretation in. the given situation. This rql?beling ‘relieves

L]

"us of the burden of classifying every test as one or the other type, a task

-

ve have fqpnd in practice to be 1mpossib1e.

At the present time, the bulk of published tests are developed and
| . X \

defended for the purpose of norm-referented testing. Examples of such

tests idclude 1IQ tests and college.entrance exams, such as the Scholhstic

Aptitude Test (SAT) and the Graduate Records Exam gGRE). The-thson-Gl&eer .

and Qprﬁell Critical Thinking Tests might be usable for either purppss,
depending on whether they are judged by a test user to be adequéte in a
particular situation. The IOX tests are designed to be used for criterion-

. reﬂerenced testing. Competency testing, which is becoming popular in .

1

el?mentary ané secondary schools, is a type of criterion-referenced testing.
(F&r a discussion ;} problems with compétency testing, in addition.to the
general problems with criterion-referenced testing that we will mention,
see Smith, 1975.)

vTQe fact that a test was efsigned for norm-referenced testing does not
preclude its use for criterjon-referenced testing (or vice-versa). However,

"some knowledge of the theories or models behind a test is helpful in deciding

whether a particular test is appropriéte for a use one has in mind.

ERIC 3. o
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Most of'the testing terminology that we shall introduce was originally

used in"the context of classical mental test theory, which was developed to

.

cover norm-referenced teating. It should be noted, however, that norms are

' not necessary for the employment of classical test th;ory (see Lord & Novick,

.3968, p.+34, for the assumptions of classical test theory). The key concept

»

. ° in classical test theory is variance, not norms. In fact, many of the terms
of classical test theory can be used when discussing criterioq—referenéed i

testing, but it is not clear thag all of the terms make sense wheq so employed.

1

True scores. Although there are now several types of mental-test score

.

models, classical‘test theory is what is known as a true-score model. On

this model, an individual's observed score on a test, X, consists of a true

r

score, T, plus an error ‘score E. A partly philosophical problem, the nature
of true scores,~is discussed by test specialists, Frederick Lord and Melvin
4
~ Novick (1968, pp. 39-44). Lord and Novick also discuss the basic assumptions

of classical and other test theories. ° .

Reliabilitz{ The concepts of relia@ilitz»and validity are very prominent
in the literature on tegting.. By definition a_testhié reliable to the extent
| that it produces consistent reapits from one appligation to the next; and,
roughly speaking, a test is valid to the extent that it_mgasures (or.eorrectiy
appraises).what it is supposed to measure (or correctly appraise). These are
‘very rough definitions, Sut théy do give one an intuitive handle oh the
concePts. Both concepts are problematic in.application.

In contrast‘to discussion of all but two types of validity, discussions

r

of test reliability generally have at least the appearance of precision, as

")‘\~\\g_result of the cémplex statistical techniques that are employed to investigate

N
the reliability of tests. Despite their complexity, however, these techniques {,;

\
. ' . 1 4
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are much easier to deal with than the controversial procedures of test vali-
dation. These facts may explain why there is an 1nord1na£e'amount.of
emphasis placed on establishing test reliability as opposed to showing the
validity of a tests” In choosing tests, one is likely to encounter data on

test reliability rather frequently.

o -

As defined above, a test is reliable to the extent that it produces
cansistent results from one application to.the next. This is similar to
what one woul& expect in a theo?y of measurement in the ph}sical sciences.
A ruler is reliable to the extent that it produces a consiscgnt set of
data from one application to the next. To determine whether a ruler was
reli&ble, one might repeatedly measure the same thing. A reliable instru-

ment would produce very close readings on the repeated measurements. For

< .

some types of tests covered by educatioral test theory, such as physical

or.motor skills tests, this notion of reliability will suffice. But for

most educatibpal tests, reliability cannot be determined in terms of direct

comparison of repeated measurements of the same individual using one

instrument. This is partly because human beings are often éhanged by the

measurement process itself. The act of taking a test can affect the trait

being measured by the test. Consequently, one would not expect consistent

scores on repeated measures. In fac}, one might find artificially consistent

.

scores, since examinees sometimes remember their original respghses when
taking the retest.
In an aﬁtempt to surmount this problem; test theorists employ the notion

-~

of a parallel test form. Parallel fest formg are defined as tests that

produce parallel measurements. Two measurements are said to be parallel

* measurements if each individual's true score on the two measurements is the

15
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same and 1f the varlance of the error scores for the two measurés are equal

. .

(that is, the error scores for the two measures are spread out to the same

[

extent). What this notion does for test theprists can bg'aeen in the followihg

quote from a standard text in this area, Statistical Theories of Mental Test

i Scores by Lord and Novick (1968, p. 45): “Q‘ﬁs parallel measurements measure

“szctly the same thing' in the same gcale, and, in a sense, measure it equally

td
~ L.

well for all persons.”

A »

The reason that parallel measures are used in discussions J% reliability

-

is that one common method of defining';eliability'involves the unobservable

, 4, .
quantity, an individual's true score; that is, reliability is defined as the

squared correlation between observed .score (X) and trueescore (T): 'E?XT°

It deductively follows from the assumptions of the theory, however, that
4/* gfxm = Byyt where X and X' are parallel measures and are potentially observable.
.So the concept of parallel forms is helpful in developipg a usable theory of

~

reliability. \%5{(-——T\\

~— “
It is very often judged too difficult, t66'£ime-consuming; or too
expensive to develop a parallel form for a test. When this is the case,
" there is a third, widely-used approach to estimating the reliability of a ‘r

test: estimating the internal consistency of the test. These estimates use

only a single test form to estimate reliability. One such proc®dure is the

gplit-hdlf method. In this method one first divides the test into two ﬁalveq
that are assumed to be parailel. (There are, of course, many ways to split
a test. How the splitting is done depends upon the nature of the test.) The
scores on the iwo splLt-halves-aré‘;hen correlated. This does not produce .

B XY

. \
an estimate of the reliability of the original test, but of a test only half
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5 ‘as long. To.estimate therreliabi%ity of the origiﬁal test, one uses -a | N
formula, the "Spearman-Brown" formula, that estimates the reliability of a
test that is longer than a given test. - |
In additidn to split-half. internal copsistency, there is anothe; common
. single-fdrm approééh toaesf;ﬁating the reliability of a tést. This approach
we shall call the multiple 1ntérnal-consistenqx approach, since it-relies'on
the extent ‘to which 51;:?? the items intércorrelate with each other. The
Kuder-Richardson.formplas (KR+20 and KR-21) are commonlf used ways of esti-
mating multiple internal consistency.

There are other methods of estimating reliability by looking at‘the .
internal consisteuncy of a test, and Pne can find a dis&ussion of these
apprg!hhes, as well as a cogent, but somewhat technical, discussion;of tﬁe
concept of‘reliabil;tz by Julian C. Stanley in a book.chapter entitled,
"Reliability" (1971). o e

There is a signéficant problem in the use of multiple internal-consistehcy

= .
reliability estimates. Informal logic and critical t@&Pkiﬂé are probably

‘heterpgeneousfnot;ons, yut ﬁultiple internal-qénsistency reliability gives
higher rétings té homogeneous tests. Hence in buil@ing tests to produce high
multiple internal-consistency reliability there is the tendency to eliminate
items that du not correlate highly with thé rest -- even though such items

may be very good'iﬁdicators of some feature that is not highly correlated with
the other features of these heterégeneous notions. Such items tend to be
eliminated by test makers interested in making the reported numbers look good,
and the reason that’such items are eliminated is simply that they are non-

conformist.

17
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This problem of using multiple intetqal-consistengy as a substitute .
- for the original notion of reliabilicy (consistency of repeated applications)
is ;::\peculiar-to the gdomain ;f testing in informal logic and critical.
'Wthinking. ’It permeates most mental testipg by highly respected organizations.
Informal logjpcians are especiﬁ}}y suited to guard against the resulting
rinvitat%on to equi§ocation in defense of a test. We urge their shgring of
this insight wifh others less s;nsiéive to equivocal argu&ents. |
3 Validity. It is not enough for a test to given consistent scores; it
also must measure what we desire to measure.‘,Ihe process of determiniug

. . \»
Whether a test measures what it is designed to measure is called test

validation. When suf{icigpt evidence has been accumulated to support the

claiﬁ that the test measures a certain variable, the test is said to be a

valid measure of that variable. . Actually, this way of speaking is slightly
misleading, although it is ofteg encountered., Cronbach (197}, P. 447)<yrged
that it is not the test instrument per se that is valid, but the interpre-
tation of data arising from a particular usé of the test. A single test can

be used in many ways (e.g., reseéfch, placement, job-screening, grading, etc.).
Some interpretations for ; ﬁgrticular us : may Se v;}id; other interpretations i
of data from the same test used for different purposes may not be valid.

N »

Although Cronbach'q\point is an important one, most discussions of tests

are still carried on with references to the "validity of a test.” One should

-~

understand such locutions as essentially incomplete expressions. A test's
validity must be understood as its ability to measure or be a s8ign of one or
more specified things when it is given under particular conditions. 'These
additional qualifications must be kept in minq 1f on» encounters talk of the
validity of a test instead of talk of the vallﬁity of interpretation of test

scores.

o . ) 18
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4 Despite the appearance of precision given Ry the atatﬁcigal super-

- structure of test theoryv, many of the central c7ﬂéepts in this field are
not ‘at all precise or well-clarified. Validig§§¥s one such concept. There
are actually several .somewhat 1og§e1y-rclated concepts which come under theJ

»

heading ";alidity". ,We shall b#iefly characterize five.of the concepts
that one is likely to encountér'in discussions of testing.

A test is said Fo have face validity if it appears to be a valid test.
According to thg.Amefican Psychological Asséciation's Standards for Educa-

tional and Psychological Tests (1974), face validity is the "mere appearance

-

of Yalidity" (p. 26). Mb;t test experts fgg% that facedyalidity is 1llegiti-
.mate. but we do not see how to get along without it. JIt appears to be an~
essential element of content validity. ‘

?9 explafn their notion of content validity, £§st thgorists 1ntroduce.
the concept, gg;xgyse of behaviéisg_ Such a universe consists of a set

.. (possibly infinite) of behaviors that a student should be able to exhibit

1f he or she has grasped certain concepts br mastered certain skills. This

.'&oncept} universe of behaviors, is ripe for philosophical inquiry. Although
we shéll use it in presenting established theory because it is part of :

-

est;blished theory, we have many reservations about its use.
We often design tests to determine whether our students bave iearned.

what we intended to teach them. For example, after a unit on propositional

logic, we want to'be able to determine.whether our students learned some-

thing about that topic. We cannot, of course, test for all possible "behaviors"

we would expect a successful student to be able to exhibit. We are expected

to try to get a representative sample of the universe of behaviors for which

-

4
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we want to test. How one can (without leaning heavily on face. validity
judgments) identify a representative sample of a critical-thinking universe
of behaviors is, unfortunately, unclear. However, a test is said to have
conten; validity to the extent that we actually did choose a.representative
sample. It does seem that a test on propositional logic that only asked
questions of the following form would not have much coutent validity: ° v ..
Is the following argument valid?

If x, then 8. o o ..

)

4

« .

Therefore 8.
Assunming that the only difference among\tﬁe items is the use of different
ainéie letters in the place of 'r' and 's', the 1tg¥s do .not appear to call
for a representative gample of éroposigipnal logi/c behaviors, in whatever
way we choose to interpret the word "behavi;rs". But that judgment appears
to be a face validity judgment. If not, then we would have had ‘to have a

.

way of describing and identif}{gp the things in a (infinite) domain oé
propositional logic behaviors and of drawing a. random or‘systematic sdhéie
from that domain. This describing, {?entifying, and sumpling makésfno sense
to us, but we invite othﬂ f)hilosophers to work kvn the problem.

The resolution of this difficulty is impof%aaf since the clarification’

of the concepts of face validity and content ;aliglgz is essential fbr,the *
further development of :heor:l.es' applicable to criterion-referenced testing.

A Such'tgsting is of paramount interest to those who wish-te evaluate the extent
to wh:l.cl;1 students have mastered the content of informal logic courses.

Two further types of validity, distinct from the previous two but relat:,eci;

to each other, are predictive validity and concurrent validity. In many

<0
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' cases, a tester is interested in estimating the value of a certain variable i
from the score'on a test. For example, college admisaions officers would

like to.eatimafe“a candidate's freshman grade point average, given the

candidate's score on an entrance exam, such as Ehe SAT or ACT. The variable
L ] . . ’/

to be estimated is called the criterion. (This kind of cri;ggéon should not

1]

bé confused with that in criterion-referenced testing. Pgedigéiye and
concurrent validity are not usually“concerug\in ériterionfr;fe;enced testing.) .
A test has grediétive validity if knowing qu?ubjé;t's score on tﬁe test
enables us.accurately to predict the value oéithe'criterion. The difference
between prggictive and. concurrent validity lies in the'tempor;l.:elation
between the test score and the criterion. One spéaﬁé of concurrent validity
when one is interested in a subject's standing on the critefibn at tﬁé time

" of tést administration, while.predictive validitygis the cogcern when one
is 12terested in the subject's standing. on thé criterton” at some future time.

'Concern with predictive validity at one time domiﬁated test theory,
‘“h{;ho;gh at the present time moré attention is being given ;o construct
. validity than was given to it in the past. One is investigating the construct

#alidiLX,Qf a test when one attempts to confirm or disconfirm that a test

- measures some hypothetical, unobservable psychological consﬁ&qct. Intelligence,

anxiety, and critical thinking ability are exampies of such constructs. The

_claim that a ctest measures 1q§elligence, we feel, 18 a claim about the
construct validity of a test, as is the claim that a test.measures critical
thinking ability. (Behaviorists, who reject the idea of construct validity,
would‘of'course not agree.)

The investigation of construct validity can be viewed as the process

of placing the specified construct in the context of some larger theory,

o't
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and ascertaining the acceptabiltty of the theory, ‘the role the construct

Plays 'in the theory, and the relationship between the test and the construct.

.
\

b Construct valigeition is the process of marshalling evidence
in the form of theoretically relevant empirical relations
to support the inference that an observed response consistency
has a particular meaning. (Messick, 1975, p. 55). ‘
COnsgiuct validity is viewed by ser as a broad concept that encompasses or
subsumes all other types of validity?
The model employed in construct validation is the neo-positivist theory
of confirmation as set forth by Carl Hempel (1965, 1966). Statements about
the construct in question.are located in a.hypothetico-deductive system.

. . i 4
Predictipns are deduced from the system and either confirmed or disconfirmed.
] ' .

The con;tructlvalidity of the approach to interpretation of ﬁest scores is
supported to'the extest that the predictions are.confirmed and to the exeent
that the predictions depend upon the relationships among the test, the con~
struct, and the other elements of the system (which are also constructs)
Philospphers are well-acquainted with the extensive and powerful criticisms of
this mbdei, but such criticism have as yet had little effect on the use of
hypot@esicngeductive models in test theory: (This is\not to say that test
theorists are csmpletely unaware of the problemaz involved,lcf. Cronbach, 1971.)
A staﬂdeid philsophical problem connected with construct validity is the nature
of the constructs being investigated. For example, what (if anything) is

being referred to py the term "critical thinking ability"?:

Judging tests. How should one~useé the.concepts discussed above when

Judging an available test? That depends to a great extent on the purpose

N

for wh one is using the test. Some remarks apout general cases, however,

can gprovide some guidance. One must take care when using the informatiow
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provided gboui tests, sinc%. as we have to some extent indicated, there are

L4

%

problems involved with theory behind tests and$their interpretation.
' . ') . . . . .
.One very general preg;gm involved in‘haking judgments for criterion-

referenced testing is the source of thé'vocabuléqy which is used to talk

:

about tests. Classical test theory was develogid to cover norm-referenced

- testing.' Some of the terms which are appropriate to use when discussing

-

norm-referenced testing are not clearly appiicable to criterion-referenced

. testing.- There is as:yeé no theo;y of and! vocabulary for criterion-
referenced testing co;parable to the theory and vocabulary which have been
developed for norm-referenceq testing,‘although-progress has been made in
this area during the last decade. (See Hambleton, Swaminathan, Algina &
Coulson, 1978.) Nevertheless, some test theory concepts seem applicable o

g h
to both types .of testing.

-

Reliability as a basis for judgment. High reliability seems to be

desirable for any test although,.as 1ndicated earlier, the commonly-used
internal-consis{ency formulas for estimatin"ialiability ate misleading
for nonhomogeneous tests. There are no firm requirements for reliability
cqéfficients, althbqgh some have been suggested. A widely-quoted set of

L 3

minimums was <ct forth by Kelley (1927):

a) To evaluaté/level of group accomplishment «50
by To aqvaluate differences in level of group
/’ accomplishments in two or more peérformances .90
¢) To evaluate level of individual accomplishment .94
d) To evaluate g&fferences in level of Yndividual

T e achomplisﬁment in two or more performances .98

These figufes of course depend on the assumptions Kelley made about required
N fineness of disgrimination and.the acceptable chances of going wrong.  They
also partly explain why many professional testing people are so devoted to

obtaining high reliabilities: Here we have some "“objective" standards, and
. ’
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there are test deVelopment procedures ;hgt generally wifl'enable one‘to
meet these standards~-at a cost. The,éost might be 1) excessive testing
time, 2) excessive demands on the time of experts, 3) triviality of it?mg..
and 4) neglect of important features of the trait(s) for which one is
test'ng. (Remember the pressure for homogeﬁeity of itemé'resnltipg from the
use of internal consistency formulas for rxeliability estimafion.) To the ;
extent that we accept these last tggxcosts,‘a'frequent occurrence, ‘we get .
a reliable, but invalid test. . ':ff ; ' - | o
Heavy reliance gn'reliability.is also related to the fact that éérly
test developers were often interested in ptediéting the standin@aof a

. .

subject on some criterion. They weré conﬁerng@ with predictﬁve vpliditz;.'
" According to Lord and Ndvick, reliabilfty’pan be viewéd as prgdictive
validitylwith respect to a parallel test (1968, p. 63). Cﬁnsequently,
v - reliability was seem—ag part of the only con:ept of validity thought to‘be
| important, criterion-related validity. '. e X
. One way to increase multiple inter;al-consistency réliability is to secure

item homogeneity. Another, according to classical test theory, is simply to

increase the number of‘items on the test. To il%ustrate this phenomenon,

consider the Cornell CriticqlﬁThinking»TestL‘Level X.and the Cofhell Critical

Thinking Test, Lavel Z. Depending on the group from which the data was

collected, the estimated reliabilities of the tests range from .77 to .87 for
,Level X and from .55 to .77 for Level Z. However, Level Z is only 52 items
long, as compared with 71 items on Level X. Using the Spearman-Brown formula,

one can show that if Level Z were as long as Level X, its reliability eétimates

would range from .62 to .82, which is closer to the range for Level X.

L4
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Most currently-used procedures for estimating reliabi}ity; even

o *

- 0 1nc1udiﬁg split-half methqds, do not capture the full-blooded ndtidn of

reliability. They are based on one test administration. Consequently

-

v instability of measurement over repeated administrations is not taken

into account. (For a more detailed explanation of this problem, see

Cureton, 1965. Alsoj see section F of the American Psychological Agsociation's

®. Standards for Educational and Psychological Tests (1974).)

&

The concept of reliability must be cautiously appiied to criterion~
referenced testing. Some techniques which can be used to increase the reli-

¢ ability for norm-referenced testing are not apéropriate for criterion-

‘ referenced testing. For éxample, when revising a test, the réliability

| can be incrzased if .one retains items with a "difficulty index" of about
.5, meaning that the proportion of‘examineee obtaining the cérrect answer
is .5. (This index is misleadingl;\;hmed. It might better be called the
“eage® index", as suggested by Anmann & Glock, 1958.) \Tf {nstruction has

. been ef%ective, the difficulty (read "e;se") index should be high for items
on a test for criterion-referenced testing, meaning th;; a high propertion
of students should answer the items correctly. A test maker who aims for
items with a .5 difficulty index ;Iil then be foréed to construct overly
difficult, recondite, or nit-picking questions.

In summary, there are a number of traps facing someone pursuing high

reliabilities, and in accepting the judgments of others who pursue high

P reliabilities. \ N—

Validity as a basis for judgment. In almost all cases of interest to

the teacher or researcher in informal logic, one must also ask whether a

test is valid. As a first step in judglng the validity of a test, one should

L4
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eaaﬁine the description.of the test that ;houldube4jn.the manual to see
whether the test comes close to what one seeks. Then, if it appears worth-
while to go on, one should scrutinize the items very carefully. The best .
wﬁ%’to do this is to take the test under the .prescribed cogditions.and check
oge'a answers against‘the key, seeking for explanatién and resolution of any
discrepancies. After going thrquh fhis process, you will have a fairly gbod
idea about the extent to which the teét ?oés what you want it to do. A judg-
ment based on such an inspection woulé be a judgment about the so-ca%}ed
“face validity" of a test. Going through these steps makes good sense, even
éhough face validity is a disreputable notion in the eyes pf many test
theorists, making this low tegafd somewhat pgzzling.

Judging a tesf for its content validity, as defined above, requiges

‘that one adopt andlemploy the concept.universe of behaviors. As indicateq.

earlier we shall provisionally do so for the purposes of applying this

approach. . ,

Judgments about the content validity of a test shouid be aided by the
examinatidn of the test rationale that should appear in the test ménuai. -This
rationale should somehow hglp one identify all the members of the universe of
behaviors, so that one can then dec;de.whether the test itegs call for a .
represeﬁtative sample from dt.‘ How one acfual]y does all this we do not know. ..
In one sort of actual.practice it appears that content validity‘is established

¢ .
by malPhg the topics in the rationale quite specific and, 1f possible, by .
transforming‘them into types.of belavior to be exhibited in types of situations
“£Trather than into specificlitemé of behavior*). This list of types of
behaviérs is called a table of specifications. Then face validity judgments

are made (though they are not called face validity judgments) about the

®This distinction is between behaviors' being dispositions and their being
performances. : ! i?f; _ ;

!
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‘item-produced behaviors' representativeness of the types of behavior in the

[

taﬁle-of specifications. _Jf//

A QEEOnd procedure for establishing content validityFip actual practice
is to gather a large number ;f items that an expert judges (anotﬁer face
va;idity judgment) to call for behaviors that are representative of types
9f behavior desired. Then a random sample of somefgort (orﬁa systematic
sample) is drawn from the item pool, and the test consists of this sample.v

Note that both of these pcedures for establishing content validity do-
in fact(lean'heaﬁily on face validity judgments. Content validit;, in the
onlv ways we can conceive of its pursuit, consists of“organized systematic
ways of utilizing the face validity judgments of experts. Both of the
content-validity procedures we have outlined can be followed by someone
building a test of logical competence, and_&ag,be evaluated for their care
and quality by consumers of suph tests.

These processes of judging pure face validity and content validity are
applicéble to any critical thinking test, whetherkfor norm~referenced testing
or criterion-reference testing, and whether the test was originally con-
strunted f;r nprm—referenced or criterion-referenced purposes.

A problem that has still not received much attention in the literature

is the problem of making judgments about desirable levels of performance

. for criterion-referenced testing. What level of performance should be

copstdered evidence of mastery? This is a difficult question to which
developing theory does not yet have an answer, even though the test usei
often seeks an answer to this question. (See Popham, 1971 for a sympathetic
discussion of problems in the theury of criterion-referenced testing.)

Establishing the construct validity of tests is a difficult task, in

part because construct validity in itself is not a crystal-clear notion.




L

26~

Much more attention has been given to construct'validiﬁy in the past
several years than was given to it in the early days of the developgent of

test'theory. But problems still retain. ) -
.As described above, the process of making a case for the construct
validity of a test consists of showing how the constrdct fits into some
larger theory. One way td do this is to sl how scores on the test in
question are related to other variables. So, for exsmple, one would expect
]

that critical thinking ability, since it involves judgments about statements,

would be moderately related to reading ability. Many test manuals of-ferh

.

. .
lists of correlations of the test in question with other variables. But

such a list by itself dées not establish the construct validity of a test.
One must shgw how tﬁe correlations would be expected to follow from a theory
in which the construct in question is embedded. ]

One important place to look for evidence of copstruct validity is in
the relation bet;een a test and other clgsely related measures. For example,
one wcuId‘expect a high correlgtion between tests which claim to measure
critical thinking ability. Such "convergence of measures' gives some.
support to the construct validity of all of the tests 1nvol§ed. Lack of
agéeemont could mean several things: a poorly. constructed test, differing

. '

conceptions of critical thinking, unshared prerequisite familiarity with
the subject matter, etc.

Oﬁe might also expect the constructs meaggred by a particular text to be
unrelated to certain other constructs, that is, one should be able to discriminate

between unrelated constructs. Tests measuring uvnrelated constructs should be

weakly correlated or uncorrelated (see CampbelI~&-Fiske, 1959).
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_Bechtoldt, 1959).
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Construct validity,étgqments for existing critical thihking tests are
either weak ‘The Cornell Tests and the Watson-Glaser téat) or nonexistent

«

(the others). This is a comment about the drguments for construct validity,
not about the conbtr?ct validity of the testg. ' é)

There are cerkain positions of which one shog;d be aware when reading
discugsions about construct Jalidity. One may encounter those who demand
a reducc&onist operational definition of each Ronstruct. The strict
operationalist does not view such a definition ag providing a method of
measuring the coéstruct in question, but thinks that each test defines a
different construct. Thergigre many criticisms éf this view (for example,
Ennis, 1964), and even neo-positivists such agéyemﬁel (1961) regard such
a position as too rigid, but on; frequently e;co;nters this position in
discussions of educational testing. Holders of this positidn are opponents
of the use of cogstruct validity.in test appraisal (for an example, see
S

Another position ths one occasionally encounters holds that high
correlation implies conceptual identity. That is, if two tests correlate
highly thep they measure thé same thing. Cronbach proposes a counterexample
to thiqu;sition«(t969): Comprehension of physical laws will correlate
highly with scientific reasoning ability, but this does not mear they are
identical. It may simply be the case that, at present, the best curricula
do a good job on both and the worst do a poor job on both.

Construct validity questions are usually associated with norm—referencqe L
testing. Some experts in testing feel that one need not consider construct

validity when assessing tests for criterion-referenced testing. Hdhever, there

has recently been criticism of this position, The literature in this area is
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Just now developing and little can actually be reported at present, but it is

an area that merits watching and participa;ion by philodopheraas‘it develops.

Sogetiﬁeé prediétive and concurrent validity will Se of use to informal . ;5 _
logicians, and when they are, the goal 1s'high éorrelations between th; test
and the criterion. . Generally cprtglations between scholastic aptitude tests ¢
and levels of later subject matter achievement run about .5 (this is pre-
dicfive validity); correlations of tests with other tests that are testing
for the same thing go up to”.8 when the tests are fairly similar (this is _
concprrent validity when the oth;r tests are administered at roughly the
same t{me). These numbers might serve as rough guides for what one can expect.
Statistical significance of correlations 1is generally of‘;ittle interest for
predictive and concurrcnt validity, since .that standard is too easy to
satisfy with a sample of any reasonable size: ¥
The major problem in using.predictive and concurrent validity in

evaluating informal logic tests is that of i&nding a criterion that can

Juscifiably be assumed to be better than the test in question.
(

The suggestions given above for assessing tests are not meant to be
\

exhaustive. Many other considerations enter into the choice of a test

(e.g., time limits, cost, readig§,lgve1).
N

\

N
.

Constructing Tests

After examining available informal logic tests, one might ponclude
that none are appropriate for tﬂe purposes at hand. At this point a natural
move would be to consider the task of constructing one's own test,
Constructing a good multiple-choice test is no easy task. I£ caqlot
be accomplished at one sitting, since, ideally, test construction invqlves

several distinct time-consuming steps. One might object that the time

30 o
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and effoyt involved would not be justified if oné just wants to make up
a mitd-term exam. While we*might not brdi&arily undertake a grandtptoject
in such a case, nevertheless, aéteption to the procedures ou&lined below
can improve the iuality of many tests. ' |

As one onld expect, the procedures for constructing instruments!?\f .
norm-referenced and criterfbnlreferenced testing are somewhat different,
although one instrument might serve both purposes. Eaﬁh ?f the foliowing
list of procedures is an edicedLgﬁd abridged version of a presentatio; in

Sax, 1974. 1If jyou follow these procedures, it is essential td ask frequently

whether what you are doing makes sense. Mechanical rule following is .

dangerous, but an easy trap to fall into. If test specialists are employed,
the informal logician must monitor the process closely.

Constructing tests for norm-referenced use. The following steps ,/:5

i

describe the procedures one would usually follow in constructing a test
. ' 4

for'norm-referenced use.
l. Test rationale and objectives are determined. This serves as a
foundati;n for the writing of items. It also serves a.part éf the case -
for the face, content, and construct validity of the test. The content of
the test is determined by the nature of the field in some tests And by
the type of objective to be tested for -in others. Subjeci matter expérts
should be involved. ‘ "
.2. Next, ltems are written for the test. More items are written than
wiii be included in the final form of the test. Sometimes several pre-

liminary versions are constructed. Although the multiple-choice format is

most often used, other formats are possible (see "Test format" below).

Al
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3. The items are administered and the results are analyzed. It is

. -

‘desirable to give the proposed items to a fairly large and varied sample of
the population for which the test is designed. For some widely used tests,

such as the SAT, tens of thousands of examinees take the trial tests, but.

L3

much smaller samples can be used. Most colleges aggdpniversities and some

high schools now have computer facilities which give ‘detailed item analyses
~ ; :

_ for machine~scored tests.

U o3

.Two standard results of aﬁ item analysis are the d;fficulty index
(described earliér): and the discrimination index. The disc¢rimination
index is an attemﬁt to indicate how well an item distinguishes between two;
groups of people otherwise identified. Often these groups are the top and
bottom groups on the total score on the test; if so, then there is a dagger
nof overemphasizing homogeneity and neglecting important'égpects of informal
logic, if any, that do not correlate highly with the ones that dominate the
test. Seeking high discrimination indices based upon total score helps
achieve high internal-consistenc§ reliability estimates, a trap menticned
earlier. But in any case items with low discrimination indices should be
carefully scrutinized. Often the cause is a problem in the wording of the
item. Poorly worded ‘distractors (supposedly incorrect alternative answers)
that should not be scored "wrong" can often be detected by item analyses
that indicate how groups selecting(g;ch distractor performed on the total
test.

For norm-referenced testing, difficulty indices of .5 are often sought
because that is a good way to spread peoplé out on a continuum. Dangers of

using this standard for criterion-referenced testing were mentioned earlier,

and they apply to some extent to norm-referenced t: 'ng as well. We might

.
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succeed (by following this procedure) in spreading people out on a continuum,
* but the continuum might, as a conseqoence, be Of 1ittle interest.

. In any case, tho results of item analyses, remember, apply . ;
at best to groups similar to the group that took rhe test. They might not'
apply at all to a different group;' A danger here is to do an item analysis
using a group that has received no instruction in informal logic, and then

'to use. the test on a group ﬁhat has had considerable instruction in informal
s losic. Opportunities "for distortion abound. Reliability estimates should
be computed,’and-validity evidence should be oongidered.
4. The final’ test form is constructed. Factors such as time limits
. for test taking influence the numbef of items included in a form.
5. The final form is administered to another large and varied'group
of examinees and normative data are generared for use in subsequent adminis-
trations. Widely used tests are continually being'revised and norms are
frequently updated. ' : ‘
At this point, one would Qave a test that‘is norm-referenced, but not
necessarily a good test. If items are chusen with reliitility in mind after
step 3, thg\feliability of the test is likely to be high.™~ Even if evidence
regarding faco, content, and, concurrent validity is Qresent,'oredictive .
and construct validity would still need to.be determined. It should be

apparent that the construction of a good test for norm-referenced purposes

could take several years. )

/f Constructing tests for criterion-referenced testing. In constructing such
gests, one follows procedures similar to but not identical with norm-referenced
procedures. One should also keep in mind that these tests do not have the

backing theory which norm~-referenced tests have.
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- 1. A general test rationale is prepared

* 2. The universe of behaviors to be covered by the test is specified.
These specificatioﬂﬁ indicate what.; student wﬁo has mastered the universe -
should be able to do, although it is not clear whether the "behaviors" are
to be disposition;jgy performances.

3. Test items are written which ;onform to the specifications of
step 1, How to do this is not clear, because in most content are&s. the
nature of the relationship between the items and the.universe of behaviors
is not clear. Be_ that asAit may, one next makes (ideally) a random selection
from all such possible test items, but this is usﬁélly not possible since m;st
universes subsume an infinite number of items. Instead, one might try to
assure that the sample of items selected is representative by comparing the
items with the univérse specificatioﬁs (a face validity judgment).

4. 1If one has to choose from among the items selected in step 2 (to.
adjust the test for proper time length, for example), those items that
discriminate most clearly between those who have had instruction and those
who have not are usually prefgrred, 6ther things being equal.

5. Standards of competence are determined. There is controversy over
whether this step'can or should be.taken. Although many criterisn-referenced
tests have cut-off scores, Glass (1973) argues that procedures’used in ,
determining cut-off points are iﬂdefensible;

6. The test is.administered under, conditions that conform to the
universe specifications (i.e., if the universe of behaviors deals with
written criticism of written argtments, an oral test would not be approﬁriate).

7. Student performance is assessed by comparing test results with
the specified standards of competence. One checks to see whether the ratings

of the students make sense.
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. As with norm-refetenced testing, these procedures lend themselves to,

-

_: . cogtinuing test revision and improvement over time. Items that diﬁcr;minate

‘most clearly between those Qho have and have not mastered the material are

retained and other items are scrutinized for deficiencies. Various foyms

v

~

of a test can be developed by taking different samples from the domain of
test items conforming to the universe specifications.‘

. .
The controversy over step 5 points to a popular misconception about the

‘nature of criterion-referenced testing. ‘Some people believe that a test for

this purpose is éssentially one which classifies an examinee as competent
or ipcompetent\with respect to some skill.: This is not'ﬁidely viewed by

test theorists as a nécessary chat..cteristic of such a test, although some
theorists view it as highly deéi;able for practicél aéplications. What is

)
necessary is that the score be directly interpretable in terms of behaviors

or performances. Deciding what level of performanc% constitutes competence

8

- 18 an extra step. . *

At least some of the procedures outlined here can be helpful even

where a teacher simply wants a mid-term exam that will only be used once.

.

At least stating the rationagfﬁand specifying crucial behaviors (either
c

dispositions or performances) cah be helpful in thinking through the test

specifications. R -
i

Test format. An informal .logic teacher interested in constructihg an

achievement test is faced with the problem of deciding what type of item or
items to construct, e.g,, multiple-choice or essay. 'There is an amazing
varfety of item forms used in tests, but for.discussion purposes, we will
classify them into three main types: multiple-choice, short-answer, and

essay. These types are distinguished by the latitude a student has in con~-

structing an answer. Multiple-choice tests allow a student to pick only from

35
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specified poﬁsible answers. There are many kinds of multiple-choice forms
available (true-false, matching, mnltiéle—requnse. etc.) and maﬁ& ingenious
va¥;ations have been invented 'to measure-awide range of objectives (see
Anderson, 1972, and Wesman, 1971). The shoxt4§nswer itéuu such as a
sentence-completion item or identification question, allows students more
freedom in that they must supply the answer theméeives. Students are
liﬁited to some extént by the sjaice allowed for the answer and the necessarily
limited natufe of the question asked. The essay or open-en@ed Answer allows
students a great'déal‘bf freedom ip choosing what.théy believe to be a goo& .

" answer. |
The probBlem ofrthe type of item to employ is a thorny one. Test theorists

have traditionally favored multiple-choice items,.the type for which the
-

cor ‘ept, universe of!behaviors, is best adapted. Such items are easily and
inexpensively scored ;né are not susceptible to errors of measurement caused
by inter-grader disagreement. (But co&parable-errora slfp'in through the
writings of the item and éhe directions-~which always leave room for differing
interpretations by examinees.) The data produced by such tests can be
analyzed by the sophisticated statistical techniques available to test
theorists. On the other hand, students might recognize a multiplefghoice
alternative as correct-when they would not have been able to recall the answer
had they been asked a short-answer question.

Essay questions require even more effort and ability on the examinee's
part since the structure and content of the answer must be supplied by the
examinee. In many cases, informal logicians will want to assess the type
-of knowledge that essay questiofs seem best suited to assess. Unfgrtunateiy,

A}

the concept, universe ofgbehqyiors, is especially problematic with essay

questions.
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Sénce Ehe type of item one g?oogéa to construct dépends on the Eibe of -
knowledge pée is trying to assess, it could be useful to. héve some classifi~
fication scheme for typ;é of objectives and "§ghaviors”. Benjamin Bloom

and his assoéia;es ha%e.developed a populét sqhéme~for classifying cognitive
educational objectives'(Bloom, Engelhart, Furst, Hill,. & grathwphl, 1956).

The hierarchical list ;i\ferms developed by Bloom, et al., is as follows: '

o

. knowledge, comprehension, application, analysis, synthesis, and evaluatfon.

Althouéh widely used in the literature on education, this list emtodies -a
host of philosophical and other problems. They are in the list itself and .
its appiication to testing.. The simple problem of classifying an objective

(say, "ability to identify and ungtated assumption') gives one'doubts about .

this list. Bloom, et ai., actually classify this objective under 4.10,

.

“Analysis of Elements", but it is not clear why they place it there instead

of.somewhére else.

Althéugh thelfraditiong} test-theory view has been that multiple-choice
items are to be preferred whenever possible, some write}s have’;zcently
proposed that, for epistemological reasons, multiple-choice items are the
least desirable type. -Hugh Petrig (in press) has argued that we should
vigw a tést as the introduction of a disturbance’that'the examinee will
corfect if the desired achievement has.been attained. ﬁy limiting the
possible tesponséé to a test item (the disturbance), we limit possible
novel responses that would also counteract'the disturbancé. New theories

4
proposed by Petrie and others will no doubt have an influence on the future

~

of testing and evaluation, = — —-
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Using Tests and Other Techniques in Evaluating Informal oo ’
Logic Students} Courses, and Curricula

. r .
Even the most well-constructed test is not worth much if it is not

used properly. A test may give us soﬁe information about.the perfermance

level of our students or the effect on t est scores of different approacﬁee . .
to teaching.informal logic. But‘ﬁetdo not give tests jggg_to,obtain such
information. We use the information to make_judgments‘;;9P£ student achieve-

ment or the merit df innovétive teach%ng methods.‘ When we do this we are -
. engaged in the process of evaluatioh.

. There are many different things that we evaluate in education. They

cannot gll be evaiuated the same way. Even in any one particular area, _ '

there is not universal agreement about how evaluations should be carried out.

Neverthele#s, we can foer some advice on the use of tests and other techniques

for the purpose of evaluation.

Testing and Evaluation

Tests are certainly the most widely used instruments in .evaluation §2udies.
Although there are many leéitimate uses of tests, they can also be misused. A
carefully prepared plan for an evaluation st§dy can help guard against the
misuse of tests. We shall discuss the use of te;ts to assess stu&ent perform-

/ cnce and the employment of tests in various experimentai designs. Tests can
also be used for other purposes (e.g., placement), but the following topics‘
will probaﬁiy be of greater interest to.those interested in teaching and

research {n ¥ .ormal logic.

The use of criterion-referenced testing in evaluation, Criterion-

referenced testing is the assessing of a student's stery. We cannot
endorse the current attempt to put this purpose in jterms of a universe of

behaviors, but feel that no mitter how we conceptualize the basis, criterion-

referenced testing of some sort is useful.

* ’ \? 8 '
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One may use the test results to assign gradesi or to determine which

students sﬁould advance to the next unit of study and which should remain

. 2
-behind for more work. In either case, one must face the problem of specifying

(3

Vhat level of performance indicates masteryggf the material gtudied (or what
levels of performance correspond to a certain degree of masgegy). Enperts

in this area of test theory have no help to offer us on ‘this proﬁiem; but it
1s essential that the peré‘on who does decide be thorpughly familiar with the

test rationale, its items, and the subject matter of informal logic.

The use of norm-referenced testing in _evdTuation.. If one is interested

.// g
in comparing the relative standing of groups (e.g., informal logic class
ve. traditional class) on some varia-/e (e.g., critical thinking ability),

then one emn}pys norm-referenced testing. In selecting a test one must

\

determine whether the face or content Wglidity'and construct validity of

. ‘\‘ . . .
syring instrument are apprgpriate-
for one's own purpose. It is here that-a list &f written course objectives

would be helpful, for the test specifications for a particular informal

* logic test might not match the course objectives. A test ‘may, however,

measure some things considered impor?ant ;n the course specification and
could therefore serve as a partiai meas;re of the constructs under investi- -
gation. Unfortunately, people all too often rely exclusively on the title
of a fest for information abqout what the test measures. There is.no sub-

stitute for a careful, critical examination of 4 test and its manual.

Experimental design. Just as important as choosing a measuring

instrument is the choice of an experimental design. Even the best instru-

-ments cannot produce useable data unless a proper testing schedule is

followed. We will briefly cousider some of the more popular designs. The

39
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" reader 18 encouraged te examine more thorough treatments of this topic, .o
. guch as, Campbell & Stanley (1963), Winer (1962), or wigrsm;'(l975). )
There is one "design" which most experts do not coneider a design at’
all., In this "design", the results of a pretest and a posttest on an
'experimental group are compared. (A pretest is a test administered before
2 treatment. A posttest is a test administered after a treatment. A
treatment is any deliberately-introduced change in the environment of the
group under investigation. For .example, instruction in informal logic

" would be a treatment.) The problem here is that even if the posttest scotes

are higher than. the pretest scores, one has no reason to attribute this

(g 4

inference to the treatment. Any number of other facyors (e g., maturation,

familiarity with the subject-matter induced by the pretest, etc ) could be-
”

-

responsible for the higher scores.

In order to drae meeningful conclusions from the preceding experiment, ;\_—‘J/f
we also need a control group qith which to compare the experimental.group{'
By "control group! we mean a group that is supposed tc have the same
characteristics as the experimental group éxcept that it does not receive the
treatment. The preferred ‘method for obtaining equivalent groups is to choose '
both groups randomly from the.population under study. (There is some d;s-
aérecment among theorists about whether_randoﬁly selected groups are equivalent-'
by definition or whether they are only highly likely to be equivalent. The

‘/‘
former position seems to be the commonly-accepted view. Thus this concept of

equivalent groups emplgyed by test theorists and statisticians differs from

the ordinary concept.)

The simplest type of experimental design is the posttest-oenly control

group design in which a posttest is administered to the control group and
\

-
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experimental group. One then lcoks for a significant difference between
the mean secoves of the two groupe, This design is simgle to cet up and ic
not as widely used as it could be. On the negative side, the statistical
tests involved are not as powerful ﬁs those used in some other designs,

and there is often a lingering suspicion that the groups were not equivalent
at the beginnfﬁk\\despite the random-selection process.

The most popular true experimental design is probably the pretest-
posttesé control-group design: In this set- ;, both the control and experi-
mental groups aré administered a pretest and a posttest. One often-used
strategy for analyzing the results is to compute gain scores (the difference
between ﬁre— and posttest scores) and to test the difference between mean
gain scores for each group for statistical significance. This approach is
challenged by some experts, however, (see Cronbach & Furby, 1970). Analysis
of covariance is how one of the recommended procedures for analyses of data
érom this design. Roughly speakiné,analysis of covariance attempts to compare
posttest scores while statistically holding pretest scores (and'pethaps other
variables) constant. This design gives one a check on group equivalence
through a comparison of pretest scores. However, it requires twice as many
test administrations as the posttest-only control-group design and there is
a problem with attempting Fo generalize .> the unpretested population. ‘?

One big stumﬁling block to the use of true experimental designs is
the difficulty in arranging for random assignment of individuals to groups.
Most institutional settings are not flexible enough to permit randomization,
and, in some cases, there are also ethical and political problems with
this manipulation of subjects. In such cases, which in educational insti-

tutions is most cases, researchers turn to quasi-experimental designs,

11
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vwhich are similar to true experimental designs, but differ in a few impor-
tant respects.

L]

The most widely used quasi-experimental design is the "nonequivalent"
control—group'design. This design resembles the Pretest-posttest contrpl—
group deéign except that subjects are not assigred to groups at random.

The groups are taken as they are fouﬁd in some institﬁtional setting. This
means that extraneous factors that influence the selectio; proc¢ess may turn
out to be responsible gpr any significant differences which are found. This
possibility must be carefully considered when weighing the evidence collected.
If ore has information about relevant characteristics of the subjects, this
&an sometimes be taken into account in the statistical treatment of the data
by means of techniques such as analysis of covariance. Since this design is
often the only one available, readers interested in research that will be ¢on-
ducted.under conditions that preclude e use of true experimental designs
should consult more detailed treatments of this and other quasi-experimental
designs (e.g., Campbell & Stanley, 1963, Kerlinger, 1964, or Airasian, 1974).

Regardless of the type of experimental design chosen, one problem that
aﬁy researcher gust face is generalizing from a sample to a popu;ation.
Unfor;unately, the populations from which samples are'arawn in educational
research efforts are almdst-never the populations over which it would be
desirable to generalize. For example, one might draw random samples (for
a control group and an experimental group) from all the students taking
informal logic du;ing'a particular semester for the purpose of evaluat;o;
of a certain method of teaching logic. The population t; which one would

like to generalize is that of all informal logic students, including next

year's group. But the population from which the sample was drawn was much
L4 -
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wore restricted. (Each member of a population must have an equal chance of

béing selécted in a random assignment.) Sometimes arguments are offered

* 2

for the typicality of groupd chosen in an attempi to generalize over a
larger population (Campbell & Stanley, 1963, discuss this difficulty, calling

>

it the problem of "external valiéity").

° Most commercially-available tests contain tables of norms with which
one can compare experimental groups or individuals. Such comparisong are
useful for suggesting hypotheses about diffe?enees between, e.g., national

. norms and locaiij~collected data. They can also givé an individual an idea
of how he or she stands compared to a norm group. The more accurately the
norm groups are described, the more readily one éan choose the appropriate
comparison group. One should not, however, view normative data as a"

substitute for control-group data collected by the experimenter.

Statistical significance. In educational research, a result that,

given the assumptions, }s the sort that could have occurred by chance. less
than five (sometimes one) times out of a hundred is generally deemed to be
statistically significant (this is known as the .05 level of significa&ce).
Beware of this approacﬁ. With very large.groups statistical significance
can be attributed to differences that are for practical pu;poses very small.
It is therefbre-good‘practice to ask about statistically-significant differ-
‘ences whether they are also practically-significant as well. This requires |
that.one immerse oneself in the situation and inquire about the economic

and human cost of producing a given difference, and about whether the
difference produced is large enough to be concerned about.

Other Approaches to Evaluation

Thus far we have discussed tests and their use as evaluation instruments.

The devoting of.a large proportion of this paper to tests and test theory
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L]
reflects the extent to which this approach to evaluation dominates education

" at the present time. Are there any other approaches to.evaluation?

The answer to the preceding question depends on the extent to which
the testips’model‘can be extended to cover everything to be evaluated by
educators in generaiuénd informal logicians in particular. According to some
test experts, most of the efforts expended {u evaluation projects should be
directed toward the construction and perfection of good tests. For them,

evaluation means measurement, and measurement means the use of some instrument

*

covered by some test-theory model.

Responsive evaluation. ' For some evaluator:'s, however, testit'lg is not the
whole ;f evaluation or even the most important part. One group that employs
a somewhat different approach to the evaluation of educational programs and
materials is the Center for Instructional Resources and Curriculum Evaluation
(CIRCE) at the Universifylof Illinois at Urbana-Champaign, directed by
Robert E. Stake. Stake is suspicious of traditional evaluation methods
since they are what he calls "pre-ordinate' (Stake, 1967, 1976, Stake & Hoke,
1976). That is, they depend on prespecified notions of how a successful program
or course must appear and be. By looking only for certain kinds of results
(usually in terms of test scores), traditional evaluators may overlook things .
that would be considered just as valuable as the prespecified objecfives,
if they were noticed. .

CIRCE evaluations tend to includé a great deal of narrative or "portrayal"
material gathered by observers. These observers make note of things they
feel are important and ju&gments of students, teachers, parents, and school

administrators. Rather than evaluating a program or course strictly in

14
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terms of test scores, Stake's "responsive evaluation" tries to employ & more

. . -

holistic approach.

Semi-structured evaluation. Although many of Stake's criticisms of
A . ‘ .
traditional evaluation methods are certainly to be ﬁéqded. it is by no means

clear that tests qﬂould be abandoned or even &emoted in importance. Rather we

e
v ¥ -

feel that evaluators must Become mﬁre cautious i@ theif interpretations of
test results and must become more flexible in their u;e of ot‘;r approaches
to evhluation (e.g., by including‘the reports of trained classroom observer'
in evaluations). hghe need for flexibility and neﬁ evaluation methods is
especially pressing in research in informal logic. The Illinois Rational
Thinking Project is examining several methods for evaluating curriculum “Q\k'
materials in critical thinking. We have found that tests alone do not provide
all the information we would like, although we still consider them an {ndis-
pengible part of evaluétion. N; are beginning to:efaﬁine other evaluation
methods, some of which are in&icated beiow. Whether these techniques will
prove usef&l remains to be seen; but we invite others to experiment with them
and hope others interested in informal logic will make add;t;onal suggestions.
Man§ skills that informal logi?ians wish to teach thei; students are
not amenable to evaluation by means of traditional tests. For example,
the application of informal logic skills in conversatioh and in everyday
arguments is an fétremely complicated process. By observiig humqp inter-

actions .that are more or less §tructured,'one can begin to get a feel for

students' abilities in this area. On the more structured side, debates
\ y

provide a format that might even produce quantitative data if some type of

scoring cystem is employed. Students must both construct and criticize N

\ * -

arguments in a debate, so this pargiéular activity is one which-teachersyofl
inforﬁal logic should consider using in their cla;ses. Scoring procedures

s
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 need to be developed by informal logicians, since what they perceive as

good and bad in a debate is different from what the rhetorician
sees as good and bad. ‘ '

Debates, while useful im the evaluation of instruction, are not very
realistic forums for thg application ofllogicil ski} . One problem with
them is that they do not allow ﬁarticipants to éhahge their positioné when
they hear a good argument (roﬁ an opponent (see Scriven, 1976). Small
group discussions might provide a more real;stic setting for the application
of logical skillé in a context likely to be found in everyday life. An
interview situation might also provide a good context in which to evaluate
the a§ility of students to construc: and cfiticize arguments. Likeﬁdebates,
discussions and 1n£;rviews mig;:‘lend themselves to analysis by means of a
scoring system, especially if the topic is one in which certain Mnes of
arghment could be expected. However, reme;bering Stake's criticisms of
traditional methods, one should not‘zely exclusively on a scoring key when
evaluating something as open-ended as a discussion or interview. An eval-
uator must be able to spot unforeseen ;oves that would indicat; that students

are egploying the skills and concepts that have been taught.

Surveys and questionnaires. While surveys and questionnaires are. used

to some extent at the ﬁresent time, they are not being employed as fully

as they could be. At the primary and secondary level Qoﬁ a course is
perceived by other teachers, parents,iédministratdrs, and, especially, the
students themselves can be important factors in the success or failure of

a course. At the college level, how the c;urse is pgrceived by students

;s still a very important factor. Whether students view a course as training

in the rational pursuit of truth or as training in sophistry will certainiy

affect our evaluation of the course. Some attempt is now made to analyze

. 46
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surveys on ;he bisis of traditiodil test theory models, but it is not at
all clear®that that model is apptobriate. More investigation is needed in .

this area.

_ '
Long-term follow-up. _Probably,the most neglected approach to evaluation

is the long-term follow-up study. ‘While this approach might fit under

v

traditional testing models, this depends on the type of fo lowbup,gerformed:l
Unfortunately these kinds of studies are rarely done. 8 is a rather

sorry state of affairs since the effé;ts of most educational programs are
meant to be lasting. However, most programs and coursés are qyaluatéd at

the end of thé treatment period and follow-up studies are very expensive

;gnd difficul?. Lipdquiat (1951) distinguishes betweem immédiate objeéti§es,
those which ;nd-of-course evaluations measure, and ultimate objeétives, the
attainment of.which can perhaps only be evaluated at some ‘time long after

the treatment Reriod. We suspect that informal logicians will be especially -
concerned with ultimate objectives, since iﬁformal logic courses are meant

to help people reason in everyday situations throughout life. Without lorg-

term follow-up-studies, it is difficult to see how one could decide whethe

ultimate objectives had beeﬂuijained. The financial and logistical proble

-

which are inherent in long-term studies are obvious, but this fact does not

,/‘* reduce the need for such studies. Rather it counsels us to be well-prepared

’

- (and supported) before venturing such a study. . -

K
-

Summary

We have presented a brief overview of the state of testing and evaluation

{

as applied to informal logic.
Currently available general tests in this area were described and

criticized. They are tﬁe Watson-Glaser Critical Thinking Appraisal, éhe

¢
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Cofnell\Ertfi::I_;;lnking Teit, Level X, the Cornell Critical Thinking Test,
Level Z, and (if one groups éhem together) the Instructional Objectives
Exchange Indexes.

Two staddard, generally~-desirable charactgristics of tests were explained:
réiiability, the tendency of a test to give the same ‘result when~§iven again
in the same circumstances; and validity, the cha;acteriétic of measuring
(or appr1isipg) what the test is supposed to measure (or Sppraise). -Test-
retest, parallel form. and internal consistency methods of estimating
reliability were hescribed and criticized, and the danger of using multiple
internal-consistency methods for tests of heterogéneous traits was noted.

Five common approaches to validity were considered: face, content, co;struct,
predictive, and concurrent. Current teét-specialist contempt for face

validity was questioned; fhe notion of content validity was challenged
because of its intimate relation to the problematic concept, universe of

behaviors; construgt validity, the idea that a fest is valid to the extent

that its results fit into a good theory, was explored and foﬁnd vague, but
not uselessly so; and predictive and concurrent validity were deemed to be
generally of little use to informal logicians because of the lack of an

outside criterion to validate informal logic .tests.,

L

We distinguished criterion-referenced testing from norm-referenced
testing. In doing so, we suggested a shift in testing-theory "ocagulary
from "test" to "testing", th?.reason being that a test developed fo: one
purpose could conceivably be used for the other. Criterién—referenced
testing has the.purpose of assessing degree of mastery; nérm-referenced
testing has the purpose of discriminating between ana among students  and

groups. Norm-referenced testing.theory is well-developed, though there are

.
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problems, including the built-in invitagion to develop reliable, invalid
tests. Criterion-referenced testing theory is in its infancy!'and in particular

has problems with its lack of guidelines for det2rmining a level that shal; be

. _ .
deemed mastery and with its gen2rally-accompanying concept; universe of

behaviors. It is not clear whgthe~ the recommended random sample from the
'univetse is‘tb be taken of behaviors as dispositions, of behaviors as
performances, or of items.

Some procedures for developing one's‘own informal logic tests were
suggested, and various types of evaluation instruhments (in addition to the
heavily-émphasized'multiple-choice tests) were described and fecommended.

Experimental designs were considered. We do not recommend the simple ~
pretest-posttest désign unless there is a control group. But even if oné
has a contrbl group, experimental theory calls for the r§nd0ﬁ :Z(ZZE*Q§~Of the
subjects for the experim;ntal and control growps from the population abéut

which we want to draw conclusions. This is imposs

e want ,to draw con-

clusions abouf néxt year's classes, for example, so compromises are struck.
Quyecomprémise is to draw pne's initial conclusions only about the group from‘
which'one did manage to draw a random sample, and thén'attempt somehow to infer
to the larger group on the basis of its typicality. A second compromise that is
\ often struck is to pick one's experimental and control grdups not at .random, but
80 that they are as comparable'as we can get them, and then to assume that they

<

-aye comparable enough, or to use statistical techniques that, it is hoped,
' compensate for incomparability (this is called a "quasi-experimental design").
There {s no perfect resolution of these problems.

As we proceeded in laying out this introductory treatment of testing and

evaluating in informal logic, we broached a number of philosophical problems

? A
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that are embedded in this field. We did not attempt an exhaustive list of
such problems, but did allude to the following: What sense can be made ;f 3
random sampling froﬁsa universe of behaviors? What is'aA"behavior"? Wh#t
is a true score? What is cr{ticaf'thinking? What 1is rational thinking?
What is informal logic?‘ What is the relationship between test performance
and mental traits? What is mastery and in general how can mastery be
inferred from test péffo;mance? Is it plauéible to judge a test to be
valid on the ground that it fiits into a well-confirmed theory, as is recom-
mended by the cbn;truct-vélidity approach? 1If so; then what rules and
procedurescan be followell to make such judgments? What constitites typicality?
gz;mone specify guidelines for generalizing beyond a populhtion from which
a ran&om sampie was drawn? If so, what are 'they? Can one.specify guidelines
for a;ceptable.alternatives to random sampling? If so, what are they?

We mention these problems partly in or&er to wa;g interested informal
logicians that the field of testing and évaluation is not out there all
ready to provide a neat, clean service to us. But we do so also in the hope
that some philosophers will undertake work on these or other evaluation-
related proylems with the intention of offering theoretical help in this
area. In Qiew of informal logicians' practica;.interests in evaluating '
informal logic competence, it should be apparent that philosophical work on
these probiéms would be‘9430c1a11y-significant activity. We also feel that
such ;ork {s intr;nsic4%1§ inte;esting and philosophically iwmportant.

" We also hope'that o;hér 1nform51 logicians will deyelop various kinds
of instruments for evalyating informal logic competence. More are needed,
and {f we do not do it, someone else wi11~-someone who knows even less about

it than we do.

s
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