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. C - Problemn reolated to the structure "of.the mental !

loxicon are considured. The single Access ansumption, the pamaive
momory assumption, and the heteroqdnuous memory angumption are
refucted in favor of, the tHeory whlMch asmumes several active . -
mumorius, each able Yo stére e r#aplon bamed on only ome honognnghn
set of abstract prisitiven. 0 lla{qon provides a aystematic
* .phonemic description-of each Morpheme and another supplios a
ayntactic desctiption of each item. The third containm the semantic
“description of every item In the ghonemic lexicen amd description of
any syntactic elements that o noy appaar in +he phonemic lexicon. .
Esch lexicon Btorem only ope Wind and all of that kind of _ .
information. -Tn comprehension, each lexicon compares sthe input to ita . * .V
- contents. If it ﬂinﬁn’n immatcoh, 4+ withdravs as a pomsible anal yzer '
cf {nput ‘and pammes’ the L+tom on -to the next lexicon. This serial. S
odering prevents errors ip comprehbnalon. rrrors in production, much
as’ malapropisas (which form the gwpirical moglvatioh for the . - :
. hypothesis) ocaur hecause output is pldnnhd'nilultnnqoully rather Yo )
than serially. Through thlm theary 6f dimcrete components of the., N
human lanquage per forpmance mymtem, vn&ioqa dimorderes dafined am the _
disruption.ot\gona subrat of components may he predicted. (PHO) .,
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l.. 4In l;h(s paper 1 witl gonsilder swome problems related to the nu"{mtu-h-uf
tief méntal lexteon,  Two *recent thoeories will be examinad and rof’o htad.
theory will be proposed. Throea ussumptlons witich are commonly wade about
mwrul‘ loxicon will ﬂlgt;r'u importanly in the .discussion.
According to, the glngdoe accenn_anpympt lon there s only ore point/in the
#wpowch product lon,procasns at which the spenkor must make refaerence’
mental lexicon, Typlcally it is assumed that this one exam{nat {on/occurs at
the polut where a memantic,and/or wyntactic representation of thy/utterahce is
v geplacwd by a p']mhmru.c roprasontation,” Tho speaker is. sald ‘to Kook, up the
s Phpnemie. roprosettation of each loxical (tem under the guidangé of the
semant le or myutactle Mapelling” of the {tem.
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( " Atcordiyg tothe prustve !‘!‘\‘!“Pl‘l ansumpt ton the momoryddovices which atore ( '

! oy Clextealy informat Lo *ace unable to'perform any sort. of cgfputational Jactivity vf v

< on their own. Rather, eagh loxtcal item Ln Atored in gHdevice with just two S

capacition: 1) Lo retain a permanent rocord of some fhxical information and - " "

2) Lo transmit that informption to a controlling ekfment when commanded to do .-

. s0.  On juch a theory the semory glements all rospgdd to the ssme kind of :

. sighal,and the cintrolling element canhot have anf information about the contents

g R Ok dn partteutar Jocation fh the '“;?"JF)' except by retrieving those contents and

{7 - g‘ . ‘hjl,q-l't:_lng tHedh to analytical or copparative procesdes, Therefore, the passive ,
: “hiemory assumpt lon Impllies that ¢ e controlling elament has t:hg capacity to o

nyntemal Leally nelect a sequence O locations\in the memory and to direct a

o #

)

b'" vlgnal wlong a unigue pﬁt'h-}:n apch location Il the mempry. Jl\)'lt. is, the con- .
~ troller must ba nble toﬁaenrcly ‘he memory. AT : ( !
S0 . i - .. a
* o “‘ T will anaune tlat human: lAnguage processing devicen employ at least ‘three
-~ A d¥matinct neta of prlwmitive terms., The firat of these is a unique abstract
. O alphabet In whigh the phonemic represefitatfon of an utterance must be Wxpressed.
d Sl‘mt;'lnr y.- there Are unl,que(\nbutrnct,/ﬁil.phant:n for ayntactic. ropuuntati,qnsb
* o+ y-and memansdc roprenentations. The heterogeneous memory asaumptigdn embodies oot
. o the clgim that the memory which atores the lexicon is haterpgengous ,in the sense T
* 1t may mtore representations expresmad in any of thea three ‘slphabess.
W[Thin c_nulxt accomplished in elther of two ways.. Wa can find the‘total number
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‘of primitive terms In the chrea!nlphnbetn and agsume that the memordy can, . i h
dimcgiminate this number of’physical primitive terms. We then assign each. '
memher of 4ach pf the thres alphabets to a unjque physical primitive in the ] .

-

-

, exncerhatn
St L phonat 18 cegreagintat tofls that are fden
emant e Corms,

memory. Lf the total of physical primitives iw wmaller than the tftal of: 35 
abutract primitives in the three alphabets, we can resort to a codk 4dn which

wach abutract primitive iw represented by a unique pattern of phyﬂlcnl ?timlét&-u.. bt

Thim In the approach used in computers; therae saquences or patterns of ‘the tywo

primitives, "on" and “off", can be used to diseriminate rall the members 'of {‘: Y
alphabots ¢f theoretleally unlimited aize, o 1  ’ K
' o . il

Uly .

adoptod {4 all . discussldnue of the role of the memtal loxicon 1n the productipn

and comprvhons Loy ‘of wpoech I have seen. The pussive memory assumption, )

though trequently adoptad without dimcussion, has been denfad by some theorfsts.

I'wNl malntaln that the best theory of /the mental lexicon rejocts all thrae; °

The theoty [ will prsponu aisumey sovoral acti{ve memorles, each able to ntof

oxproesslons basod o only ona homogencous ‘st of abatract primitives. Lt %iio

angumes Lhat tho lex{con must be accesnod gat three dist (Hct atages of the m,

production process, Much of the empirical motivation for thla-proponuhluqqruus "y
L

The wingle accoss and heterogeneous mamory assumptions have heen implici

g -

from an oxamingt lou of two -quite difforent rgeent proposals.

2. Fay and Cutler @977) ‘tompt. to oxplain the facts about gagaproplsms.; These_

they Identity an a &Land oS,yn?d shbstftut lon errors 1n which f)o error word .
(the word the spoaker did ndtninfqud to use) 14 1) a real word, 2) unrelated -

'n moaning to the target (thd word: tha spenker’ (ntended), and 1) closely

volated phopotdcallly to the tarpot word., For oxanple, “the utterance John .

In Iopklngf*pr n unltform tncludos a malaproptam 10 the spogker litended unicorn,

v
.
[

A

Fay pd Cutlor make the following observations about a sample of phaose
errorn, f¥irat, tha oeror word lu‘nlmnnt'dlwnya of*}hu Aame grammat fcal category
an the lurﬁfl. Secomd, the error word almost, alwayhs has the ‘same stross pattern - -
an (hu targit. Thired, In"all but a fow ofwod, the target and error words have
thepsame numbor f wyllables, Finally, we reprosent. thp target and error |
In rermn of dlut fuetlve foature matricios and assoss Melr degreq of similarity
working from lott to right, we find that there {s a marked tendency for the
target and ervor to clondly resonble. cach other at the gegmant nt;w“lch they
' 1rat dlvuxgu. Fay and Cutler show that another class of word subsrrtutlnn
prrorvs "nemantic orrors," does upt have this proparty., o ;

. ‘ ‘ |
Fay nnd.ﬁullvr rul%u tha qnuut[onmwhnthor it ta posaible to acgoynt }un
e facts on n theory that. mitsw Juat ong mentnl lexteon,  Implfcfrly
ndnptl|u~tuo asnumpt lous that the loxicon da atored In a haterogenagun and passive
memory” they polnt out the pﬁhﬂlumu,ghnr Arlae when wo try to seleft some
pmlnrlea by whlrhxtuﬂp(gor the (tema in the lLaxfcon. ‘Lf we ordef the 1tems d
atuording to tholyvxhquetAc properties, we facllitate the task of searching the o

the /lexical retrigval utage of comprehenaion., Simultaneously

w problem of Aenrching theslexlcon durin production when we
tiftedd 1M uyntactic and/or
, Wo will Hkely'he roduced toan exhaust ive linear mearch in
thin,anpect of procemsing. Ry vont ant, If w«Ggrdnr th«{lvxlcon,nuvordlng to
bhe memant (e propoert feg of Lrema), Jnttlitate. gpatcehen [during-grodutt lon but '
Foldhit wearchen. durthg comprebausdon,

lextcom dur
wu

) ‘ Fay and Cutler réject the posaibilLty * !
y ‘,ql mextravaghntly redundant wyw em In which'vthare are bwo vomplete lexicons,
. ) " v | LI B f ! ‘
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f add that oun some occanions the ayatem will err in going from the loweat nodq
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one {or’prqductlon.,ordnr-d'-onancleally.‘ .:;:1her for comprnhannion.u ) V v
orderad phonetically. - , h kY

/ ‘ (] . . , . : , " .
Note that Fay and|Cutlpr view the one-lex}con-or-two question strictly N

A4 a queatlon of how many times each item is racorded in the brain.. That fs,

they assume that any lexicon i hcternhennoqp and that the ¢only questien is .o -
whathur there is more than one.: Thay do not copsider the passibility of o -
aplitting one lexicon into three (Wlth different types of information in
differont lewicons) in wuch a way that dach type of Information could be -
ordered {n the most applupriate way. $§uch a system is possible 1f we ..-Gu:‘;-
‘that each lextical entry includen a pointer diracting the contrdller to entr (1}
in other lexicona conﬁilhing other kinda of Informatfon about the same item.

In wugh assystem the plonemte enpry. for boy Yncludes Airections on where to

find Lhe hyntnctic and semantic factw about hoy in othpr lexicons. We will

come back to d related proposal aftoer glving closer consideration to ‘the pasaive
momory assumption and tho.ucnrohlprocadurea it ontails. *

.
fy

Fiy und Cutler resolve the prablem of thecorderingsof the Ltems in thé (
Loxtcon by positing two indcpénScnﬂ soarch procedurea, ong for comprnhnnnlﬂﬂ”
and another tor productlon. - The loxicon 1s assumed to ba ordered phonetically

.A0 Lhat [t can be vearched afficfe tly according to phonetfs -eriteria during ‘
comprohensdon, 4he wearch procedute usaed inp comprohension ls, we gather, .a y
more or boss convendlodgl Iturative process which 1s eble to take advantage '

ol "thu phonetlc ordering. In productlon.;hOVeVGr, wo assume that the lexicon
In“accosnod via a trge-ltke notwork which dofines & unlque path into the
loxtieon for each numantic dascription of an 1me. Semantic descriptions, by .
hypothes{s, conwlut of an ondered néquence of featuras, each of which can ‘take
two or more values. Each node ‘in the network corresponds to some semantic feature.

Wo can find any Ltum, starting from.the semantic deuscription ‘given by the pro-
ductlon procosn, by traversing the natwork from its origin to its bame, turning
loft or right at oach junctura accordifpg to the semantic feature value for
that nodes At the end of each patlt wa Ahould find the Ltem corresponding
Lo the nemantic description with which we, dtarted. 1f we also assume, am'lFny
and Cutlor proposv, that the {CQmu ip the'lexicon are grouped hy grammatical
category, numbor of ayllables, stress patgern, and {istinctive features, then
wo have a system which can account for thh facts of malapropisms. We need only . v .,

ol the wemantlc scarch tree into the Texicon proper. - If this happens, and, the "'.J -
Product lont wystum rotrloves ot tha target word but some near neighbor, vl

»

expact thin nelghbor to hava Just- the properties already noted im malaproplems,

The nglghhor will ba phonetically aimljar to the target but, in most cases ‘ .

‘Admant Lcally diffarent. . v ) )

.o ﬂ ' b . -, .
Though thin aceounts for the facts of malapropilema, theré‘nre two Important -

problemn. Flrat, there In 8 good deal laeft to the imaginatlon/with respect to

the mamantlc (Wature syntem according to whlch the search, treeNs to be ordered,
Many woyld doubt that ft Lw pousthle to dlncripfﬁhte{al] of the senmem represented
in the lexicon of a natural l&nguage by way of nome met of n-ary features. =~ =

Certainly no one h.i yet come clome to providing a detailed theory of much a : \
syntem of (waturem. " ' N \ .
" v . ) ' ‘ v . ' . 5
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. have to 'incorporate a crypto-lexicon inh, order

More® seripus problems arime with respect to the ﬁinglu access assumption.

Notice Fay and Cutler assume the production Aystem constructs a semantic .
roprasentat fon (presumsbly under the Ruidagce of “some higher-order concaptual v
‘rupresentation) and parses this semantic rzgng::ntation into real lexical units 4
without reference to the lexicon itself. That.'p, tpay'aosume the pro~' 8
dpction system hae informétion about whgt senses are available in the apolkatZa .
language, Independently of the lexicon. They are forcad to thin'aaqu@ption
becauae they have asaigned the production system the task of sending lexical
somantic raprcn-nbcﬁion‘ into the top of thelir search qet-work. How might the’
production system know what ‘concatenations of somantic primitives correspond to
raal words without using the lexicon? One possibility is to assume that each _
of the terms used in the conceptusdl system which drives the spedgh production * |
Hyst@m corEnapO\du to a real word in the lexicon. In other words® we can e
commit ournelyss to a strong form of the Whorf Llan hypothedis. The' various
argumonts agfiinst the Whorflan hypothesis seem more than adequate .to block this
yonalbtl?&y.‘ Another possibly approach assumes that there {s some recursive o
hystem which gonerases.all and only the poasibla sonnes employed in the speaker.'s
language. Thia suggest'lon -lgnores the highly Lrregular gharacter of the spt
of nonsaes. From another point of view, a ueneﬁativo aystom will almpat surely

to constraln Itself to the .
ompirically prescribed domatn of senses. In any case, the only motivation for.

such a pr‘o“l ls Lo preserve a cortaln role for Fay and Cutler's network
dovice, ’ i '

The nearch network In Fay and Cutler's theory-has in fact two fanctions.
One L4 that for which 1t was proposed, the facllitation of thae search for
Phonetic (nfvrmation In production. The othaer ls the isolation of semaytic
Informatton in the lexicon trém the semantic Llufdrmation in the representation
of* the utterance which drives the speech production process. This second
fanction (v most apparent when we consider ways by which the system might find
@ loxlcal semantliq Interpretation of the conceptu‘4,representntlon of the
utterance, We are here addruan"g the question: How does a speaker determine Iﬁ
what words are wost approprilateTor the expression of some thaught? Ono way ‘

{1 to exnmine the contedts of 'the lexicon. The production sysdtem first performs

a prolllenry translation of the conceptual representation into a roughly ’

scutontial semantiq representation. It then searches the lexicon for nome
combinatlon of words which can appropriately express thie Initial structure,

This wl(l likely (nvolve a good deal of trial and ocror. ‘This approach, however,
vitiates Fay and Cutler's account of malpropiams, ° If the search procedure

sulects a nelghhor of the targot at this stage, that arror should be noticed

when consldering the usefulness of the Ltem \n the {ntendad uttexance, There \

, 4re varlous ways wa might ovércome this problem. ‘The system might retrieve

only semantfe information on the first pass, then execute another retrioeval
uperat lotngn whlsg Lt extracts eyprything: ekcept somantic information. This is
ad hoc and Aeeve® no purpose oth!‘sthnn to preserve the present theory .of '
malapropiams. We might have tha n twork mystem run backwardm after each
miuccenslul contact with a real lexical ftem. The output at the origin of. the
Path ayntem will wpecify the ‘lexical Ltem contacted, 'This too wilf reveal the
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preasance of malapropfams sfnce the backward reading of the network will start 8

from the arror word in the laxicon, not tha target, Thus Fay and Cutler's
' network systest avolds direct contact batweeit the semantic information in the .
inftial yeprusentation of the utterance and.the semantlic information in the
lexicon gnly at the cost of aréating a problem with the lexlcaliznnldg“offchn° o
. Inlylal domantic repgesentation. These, dtfficulties are a direct resilt of

. tha nutotogoqu«l«mamoqr assumption, - ° o TR

Ke ‘ The passive memory asgumption aleo plays an dmportant role in the Fay and
Cu(lor theory. 1 will not, howaver, specifdcally consider thelr use of it

other than to suggest that the a¥gumunts which are-advanced agaidst search theories

“in the next sactlon also count agalnst the'Fay and Cutlor proposal. . ST
3, Mnrulun-WilsoP and Welah (1978) offer an intoeresing 2ontr1bution to the
‘theory of laxical access ‘In Langudge romprehension,. Jorjquestions in this
aroa have to do with determining how the listener discovers which lexical:’
meanings dre intended by the ‘spoaker, how various kinds of contextial constraintg,
‘huogmu Lavolved .In this process, and at what point in the process particular kinds
of gfontuxt can be expldited. Mqrulon-wrlson and Welsh argue that the process

of word recognitlon is the major locus of interaction betwoen the aensory input’
and the constralnts on thd .interpretation of - that input provided by the listenet's
knoyledge of his languago. To put it in their terms, they regard word recogni-
Lion an the polnt of convergance botwoeon bottom-up procuaalﬁﬁ strategies based
directly on the form of the acoustic Lnput and tdp~down processing stratelios
baned on the Listener's prio? knowlodge of his language and-the world.

One of ‘Marslon-Wilson and Wolsh's maln ctncerns s to ovaluate a class of
theorion of the montal lexf'cpn which poalt a pasadve memory which 18 to be |
soarchad by unome verJal procedurg. Thaese theories predict a strict temporal
itructuring of the kinds of -Lnformat{on which can be employed at various points in.
he comprehens Lon process. Maralon—wgéaon and Wolsh take a recent proposal

Forytor's (1976) am ropranentative of this clasy because his 1s possibly
0 most: Lhoruudhdy.and cdrefully worked out. Forster proppsed a .
Leklcon with one master file containing all of the phonological, esyntactic, and

semant be Information about eamch léxical item. To overcome sthe ordering ’Nf

in

prablems Fay and Cutler confronta » he propqses that severhl access files are ("

uuuuclagyd with this master filae. FKach access file contains just one kind of
Information about ‘nach lexlcal ftem, together with a pointer indicating where
In the manter flle tha full entry fdr that ftem can be found. Thos to enter the
uxiton during productlon we will noarch a semantic access file. 'There we figd a
somant Le ropresentatlon for every Ltem in the speaker's vocabulary and a
polnter diwocting uf, to a partlcilar location in the master file. The

¢ advaittage of thiw proposa 1s that we can now order each of the access files.
accordlug to thelr own cohtenq; CE"“ ocnabling efficlent searches of the lextcon
from any sort of Inftial degcriptlion of the {tem wanted. Ih the comprehension
Procons thly theory predicts that no demantic or Ayntactic information can play
a.rolet iy the Initial phonolbgically gulded wearch for a lexlcal ftem since
|uQnsuf this Information 4y in the phonologlowl access file.

The cruclal evidunce ;zlch Marslen-Wilson and Welsh bring .to bear on

Fornter's theory le derived from ‘the shadowing task nn{l the listening for

. . A
) . \ .
+ Y.
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hlnprondﬂétnthh_tllk. In shadowing an obaserver lbhtehb'foﬁﬁlFlpl.rocordtng.‘f _
v of upoken prose while simultaneously reprodycing what haﬂhpjtﬁ’la.Qpiok;x and .
accurately as:pousible. By'hnkingag single tape racordifigi‘of the input which the
. obpervet hears and the output he produces, and by_intrngq&ngﬂbgpngjgnnl mig- '
' pronouncud words (n\the inpud, Marslen-Wilson and Welah: are able 'to: éxtract a

-d

- great deal of informatioh about the time courme of procesaing ih compgehsnsion, /
“Thelr results strongly, suggest that listenura can, at least some of the time, -

chnqctIy ldentify a word Ln as Llittle as: 150 ‘to' 200 Mhdndﬁ}rﬁnt ia, word

' #olections are being made in about the time 1£ takes for' the observer merely. to
" hear the flrst two or three degments In tha word,. The-average duration of the .
" words in one offthese studies was abdut 370 madc. Nonctheless, even with these
, extraordinarTly short idontificackon.timoe,;Lhurn are significant affects of
dyntactic and semantic’ context. Scramblingthae semantic 2ontht,in a gtring
seoms wo add about 60 msec to the Ldentification process. - -
~t T - ‘o .o ' .
Ay Marslen-Wileon and Welsh point out, these results suggest that
syntactig’ and semantiic ‘context h:an play a role®in the initial identificatipn

-

of 8 loxical.item. Clearly there many lexical ftems which cannot be:
v uniquely-picked éut purely on thae Hasis of phonological information ‘about cﬂelr
“figpt two’ or throa segmants. If correct dlacriminations are made before there . .

Invoke other properties of the ftams, Thims Yorstor camnot |do with an accesa N
file contatning OHLy phonologlical information. On the oty r hand, Lf Forster ,
gives up tha nugess filos and attempts Initlal lexleal ldentification”in the

master flte, where there 1¢ a greavor variety of information, all of the order- °

ing problomn dlscusued earlier ra-omorge. b ’

ls nufticlent phonological Informatlon to jusuifly them, Lt!heems pecessary to

R

)

Though none of theso coyelderations falsifies forster's theory, they do .
soridusly underming Lte plyueibiliey. Forstor's only defense seems to basto
clalm that the Inttlal segkch 18 "done An a hoterogencous master file and that
the .search process ls very fast; and oven this doos not answer every objectiqn.

Au alternative to scarch theorias such as Forster's 1s availlable 1in the .
"logoren" model proposed by Morton and Broadbent (1967). The logogen model
incorporates an hctlvé ‘memory (i my sénse oY, the L'cr,g, but not hIZZhoire)' with
a slngle momory element for each itom {n the lexicon.”’ This one elément stores
all ol the phonological, syntactlc, and semantic information about the lexical
flem Lt werves. Durlng comprehenslon Lt riges to higher and higher levels of

, activat fon as it finds more and more simf{larities, of whatever kind, between
H the input apd the lexical ftem the logbgen dtores. Whaen the logogen reaches
some throsheld value It fires. Flring releases the dencriptions of the lextical
Ltem the logugen contalne Lo the rest of the system and ls takey by Morton Yo
| . constitute rocognitlon of the [tem. There is 4 fair]y wide range of eAdence
' from conprehenslon studieos which can be accounted for by one or another version
of the logogyn model. For examplo, the modal readily accommodates the very early
contoxt effects which Marslen-Wilson and Welsh report. Nonetheless{ in what
v follows wo wlll be more concerned with the model's fnadequacies than its successes,

PN

Marulen-Wi lson and Welnlf dlﬂcuae_governl problems 1in
b€ mufflclent to mentlon ontysAhe most savere. Since
no accoss to the Lucoming lnignal except througv the lo

e detail. It should
Jlogogen model provides
eha themnelvoa,“}t

at

, S .. 4
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‘seems unnblq'to provide a convlncing account ‘of hdw, speakers. detect, store and
reproduce deviations from the standatd forms of words. If a.wotd is mispronouncdd,
the logogen model most naturally predicts there will often be a perceptual hole
In the input stream, since 'there should ba many .such occasions wher no logogen
Will fira. Similar problems arise when a person firast hears a new word of his.
language . . There seems to,be no way ‘to parceive such g tﬁ}nsy J1et alone determine
whether or not it ig a possible waord or mere glbberigh, . : .

. . ’ ! ! . * . , (4
A further problam which Marslen-Wilson and Welsh do not diecuqs’reeulta;from
the sorlal order praediction vhich the logogen model seems to.imply. Each

logpgen 1s independagt oi/xao rast and oach hdas equal direct dccess:to the
;’in oning signal. Becaud context’qccurring‘at varloqa.dlatnncca forward of

a loxlical Ltom. in an Inconing wignal may contribute to the activation of the ‘

logogen, wo may expect that the order in which the logogens fire will sdome~

tlmes be dlfferent from that 1n which uho~]cx1cn1 Ltoms ‘ara actually represented.

In ghoe spuech stream.. Thus, -the modal pchlcts that 1t #s possible in

principle for a llatener to parceive two differont word orders on successive

prosentations of the same stretch of rocorded spoach., As far as I know, this
never happena. © Though errdrs of reordering do seem tg occur with some rellability

(though low frequency) Ln spoech production, thay do not scem to be charhcteris-

tic of upaech percoption.® ' ' ‘ '

Marslon-WLlson and W L5l propose a theory of word recognition which &olves
Somu problows of the sear®™ and logogen models. Thelr ‘model 18 closely relacedt‘
to the logogen model In rotaining the agsumptions that there 1s a siggle e

. memory clemont for cach leddcal ftom} -that each element has complete, information

about all the preportids of its lexical [tem, and that each element has in-
dependont direct access to the incoming signal. According to Marslen-Wilson
and Welsh's theory, however,” ...cach me ry olement in tho lexicon will be a.-
cqomputatiounally active procébaing'ontity,' (P.56). .Much rocognition procesaing
occurg In the lexicon iteelf. More specifically, each memory element can dig-
covor what. the contextuad requiruments are for lts own recognition. "...Given that
A lexical memory olemgnt can be informed about the redﬁiremont of context, 1t
can thon dotormine wh®her or giot the wowd 1t represents 18 efther Byntactically
posnlble or uumanticaley plavdible at that polnt in the utterance" (p.58), The

. most marked difforonce between the logogen:-model and Marslen-Wilson and Welsh's

- model Ls (n the means by which’ the Individual: elements raspond to phonological
proportloes of the incoming signal. Instead of having a faw logogens (and

ultlmately Just one) rising to higher levels qg activation as they #ind themselves

In closer accordgwlth the propertles of the fnput, Marslen-Wilson afld Welsh

Proposy Just the reverse.  That {8, wordyrocogntt{on begins whon' a large group;

of cleménts are simultapcously rafsed to an{ active state on the basis-of a C

lugse match to the fnput. Thewr as the Input continues, each of these active

elemant s oxamines Lt .When an element. finda a mismatch between the ltem {t -

recogulzes and the\nlgnll og:ina in, Lt shuta ggyn and withdraws ;rom the pool
y

of act lve oloments. As all\Qf she active memory elements monitor the phonologx
syntactlc and semantfc properties of the Loput we amgume- that ald but one of themn
will véry rapldly fihd some degree of divergence botween 1tuelf and the 1 tem

comlng In, “'The last’ active élefent transmits Lts contents to higher order,
, Processors to afﬂact.rouggnitiOn of the item and to conclude the recognition . .
ICV(:IQ' . L ' » : ) : . '

-
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v . .. . Magrslen-Wilwon and Welsh's nodel pggytddh;;jﬂthﬁtJngpung;bf'mgpy Aetails. . i NN o
“ 4 i of, the ,comprehansalon datu;:hnﬁ”tgdldg}};qupaﬁﬁchméptxph&,pfavlﬂﬁglﬁmotgfulpgﬁnp." \ .
t. 7 " atcount of. hoy words, canC 1‘1dont1£tad;bpforé#chpxnnan,bqnpgooxirely‘hhdvd.;,nyr
ol . having <he input Winnow the active eleménts to bde, we.avoldia vgriety of' .. '
s o Rroblems rhat arise yhen we assume-rather triggervhappy logogens'. “Though thd - . \
57, detatls,needn’t doncern us hare,’ the new model {p- alsg more }uqcollfql,qt'fil T
. - proedicting the conditions of occurrenge &nd the properties of Lnstances’ where the '
.

.t llstendr’ detedts or i able to raproduge’a non-wdrdto¥ a mispronunciation. None-

” " thaless, the model dags not Lncorporaté amy’,very clear acqgimt, of ,how‘.!uch“ cases’ . ¢ )

« '~ « Can be perceived, bacause, 1ike the lpadgenﬂal:.}* it confildey, the ‘lidtener's .
.- knowledge aboit the phonologlcal analynjg,p.'nQQUQ%1QL1npqpa'go the memory , L

» . -+ elgments.: Agaln, bmcause-of the ablative charagter of  the retognitlon procedure,

' the model also providea-a eomeghgt better. achbunt’ of -how the,serial order of thee,

o ~ 'lexleal ft ls maintained. Xt QuccgeﬁﬂﬂIIY}thidé,uha,dguger}withuthe .

Y }ogo@gﬁ.mod of shaying alther:too mdny words rocognized or nore,at all; though

o . the 4cgoupt 18 the latter case s atf1l noné tooigluax,. ' Nonetheless, Marslen-

© .. Witson add Welsh's' wbdel. doos not, weam to providé un shswer. to the question ¢
:?QHY the one serial order aseifned tpxuhu;icémsfﬁQQQEniZBdﬂia:sofreliably

. “the rlght one.. .o T , . ot \ :

oooooa . Turniug now tQ"the morp s6Vere difflcultipbiﬂkﬁ'QoﬂfrOﬁh'th@‘QUeﬂtiON of v 4

" how much. p ogessing activity: -tn.fg‘br&‘ng;__d%i'."l.n's'iglq.giglt;‘,h‘pyu nt, of the.memory, . oo .

IE we puke,Maralég*WL¢don'aqﬂ:wbluh;aujthgip.}&rd@ﬁﬁh&yrﬁgzgma to be quite ‘a

"ot Tlwy-are.not'vary'GXpliclt_on.xhi‘ cru¢ﬂﬁ%.ﬁ§int, ut_they forsee at . ~
Leagt 40me syntactlc and semantic ;qﬁi:]l,ya:l.n golxig on ineide ‘each memory ‘element,

" Stuce, doing ayntackip'and?aampnt£c5dhilyata;preaumes referedce to the Properties
ofsparticular’ loxical ftaems; we mai/2?ve'an infinit¥ regress. Each memory

»,“f 41" --_-

olemont:will have to have'access ‘to 4ud make actual use of, information about
Clextenlt ftems bther than the one Lt/btores a d thus each memory element will
- haye to have Lty own Laternal. lexicbn., We dgn avoyll this problem easily ,
enoqgQ?Lﬁ,wa‘poait“u:ainglo,syetom,*independént of the lexicon, which performs
Varibhd\hlghor orddr analyses on the incoming utterancé as it appears. The, i
< results of thase highsr order ofialyges are theg coded in some fashion and fed .
* lpto Lh@ﬁlu#t&dp;_ The' Individual memory elements then base their context !
. decigions on thim. extarnally provided information rather than on internal
. #omputiatiohs:’ Though some: such system might be made to. work, there ia little
¢ . vvidonce-that thhs fa the kind of #1ituwation Marslen-Wilson and Welsh shave in
mind, -If they Jo mean to meke tlig memory eloments dependent . on' external .,
~ camputatiopal procegaes for Information about context, they then have no reason , ' N\
e Lo aneribe computdtional powers of any’intugest to the memory. elements. The . C oA
* elemonty neetd only besablo to compard the inputs provided by various exgdrnal ~
v sourcos with their own. intarnal records of the lexlcal items they represent, \f R
- This {8 wot much In the wiy of "a computationally actibe processing entity."
. ' N L / . ' ‘ .
. { Another(claus of problems arises when we consider what role the memory.
v mode] Marslen-Wilson and Wealsh propose might piay in the production process.
A the outset wg should note that this s not quite fair tP them alnce they make
no mention of the productignmproblem. NOnethdleas..thé'pnhsent alm 18 to find
Home unifled theory of the lexicon ‘for ptohuchOp as well as comprehenafon.: Thus
s Lt ﬂmnma,lagitlmnto to evaluate the Maralen-Wilaon and Welsh model irf this .
B ]

’ [ L )
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. this 'way, we add the.l-bumpcion-

1‘ “that during the produyctipn process thg system is able to.retrieve phonologﬁ#nl
A or nyntactlic information by broadcasting approximate #emaptic des¢riptions/into -
4<’ / the lexicon, just as the acoustic representation of the incoming digpqr 18 broad-

~cast to all memory cells during comprehenslon. If this agsumption can ber

‘ufﬂecclvdly.lmplehuntod, the initial’ conce ;uhl-reprenentatlon of the uctergnce' .

- wlll be translated 6ent9tlvaly fntp a semantic repreaentation. Some;pgocedqxe. ‘ C

“ ihlgqtu~portionn'of this reprcaentation,pa.candidacqgmekicnl items. These_ - ‘.:w
‘ . partial representations are ‘then injected intd the lBxicon. If ogn’of the ' .

v Wumory olements happens to-correspond reasonably closely to the inpft, the :
¢lement tramemits a comprehensivts description df its lexical item. From this
procadure the controlling element develops a pogl of candidate lexical items

s Which Kf,then submlits ‘to furthér semantic and dyntactic proceeelng. When thig’
.. Ly complete, the.phonological information for the ltomq nmplqug is used to e )
. duvolumkii~articulatory description of the utterance. SucWa syjtgm can - ( -
", successNully produce utterances, ‘ ' - -

’ "' o -.n.
context,, In‘order to employ their lexicon in

»?

. R o v ‘.. / . . - o'
T~ Nuvergheless, "what we need to explaln production errors such as . .
malaprdploms Is not only a system that works, but one ‘thpt fails as well, .

and (n qui{e partlcular ways. To be -exact, we noed some mechanism by which 1hQ

moded natu y predicts @ élass of4rror words which are related tz,pheir' N
. , Largets pho

N 2
oglcally but not kgi:ntically.- Bocause the sygtem nebds to go = ° .
. into the lefgon Just once to rePwlove all of the Information about any one E
¢+ lrem,tand because thls retrieval -eplsode 1s gulded by semantic criteria, we
have ng Wlats Tor prodicting’ the -generation of malaproplsms. We also cannot
‘. predict a class of semantlc orrors Decause the retrieval stage is followed
. presumably by a comparlson of the semantic propertics of the lexical,items
- rotrloved and the properties of the initial semantic ropresentation of the o
utteranco, Thus the Marglen-Wilson 4nd Welsh model does not éeém‘aquusce\ig

- a model of the lextcon In production. ° . : P .
e . . . ' Y . . ‘

4. Belore wdjzﬁrn to congideration of a new theory of the mental lexicon it will
be helpful to carry: our examination of the specch error data a ligtle further.
"What {4 1t about malapropisms und semantic substitution errors that makess
- them difrtcult to accomadate in a theory of the lexicon?” Apparently, when"
Lhose distortions oceur the productiop system is scarching for a word-under
Lthe guldanee of phonologlcal or syntactlic criteria. But why, one might "
~ Foasonably ask, shoulds these kinds Of critéria have any role at all in the
selectlon of words . in production? Anen't words chos¢n according to semantic
' critervia. in production? Surely they are, at least. initially. Nevertheless, '
malapropisims suggost that there Is another stage during the. production process
s ~. whon words In the developing ukterBnece are selodted by, quite different ‘
. criterta,  The theories wa've already examined cannot accommodate these errors ,
" 4 bogause they have ‘all Lncorporated both the assumptions that the lexicon 1s .
u single huturogangouu-memory-concaining‘all'typés of lexical information, and ‘
that the lexlcon need, only be used once per- lexical item in each episode of

S proﬁhculon or comprehension, a

- voo., »
’ s .

~Notlce that aem;ntic’errorJ 8180 suggest more than one use of the 1ex£con‘“
In productipn, Somantic errors are Interesting because the choice of the
error word seems to he undar the control of some mort of semantic' critertia

> " 226
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- but not under tho.coni%ol of the ovérall ,semantic or concapthal plan of nh.a'-w., N
utteranca. .They suggest an’ instancy-p 1incal'rottiev,1 by semantic ¢riteria:. "
“that. womehow folldws the stage at.whith candidate words are considered for

b /
LN

The, solut lon ‘I will propose to these .purzles 1aAanad qQn the rejection of
all thLee of the assumptions sketchad at the outset, I will outline an e
1ntqgrntqd uﬁeory of the mental lexicon that assumes that t ere nro.-hveral
homogeneous lexlcoms,.that there are geveral distinct points in the production ~<'

. _and comprehension processes ,at which thesd Rlay a role, and that all of the Y

[y .{ e R

v A - y,

. o0 Ih{thia'cheory there are three aepgratetactive.1931conn‘whigﬁ/;retlinked “ A

together in-specific ways. Each 16kicoq.ato’.a only one kind of informatiom, .
“‘about every item in the speaker's vocabalary’, and each lexicon has /gll: there

is of that kind of information. Each 1exica&'1tpm is stoved.in'a cell. Cells

11son and Welsh thwbry except °

that thelr computatlonal powers are atrictly.constrained. The only thing
a cell can do is comparc gome input to:its owp contentg, If it finde a wmismatch,
Lt withdraws itself as'a possible analysis of tha yreéent input. ’

One lexicon containsm:omethingAlikc & syatematic phonemie Jepcfiption of
each moxpheme (the "phonemic lexicon"). Another (the. "syntactie lexicon") ¢ C i
contains a syntactic description of gach item represented in the phonemic
lextéon, pLUB.reprhséhtnExoné‘of additional eledents that can play a‘role in . Ny
syntadtic analysis, e.g., labeled brackets and the l4ke., The next_laxicon (the
"semantic lexlcon")-contains a semantic—ﬁescxiption of evary item in. the .
phonemic lexicon. as well as delgriptiona of any syntactic elements that do not '3
-appear in “the phoﬁemic 1ﬁxic6;? . ' . . Col ’
. Asgociated with each lexigpn 18 a proceabor[:hich can only receive finforma-

-tlon from that one.lexicon and 'transmit Information ipto that lexico The
processor can only deal in Che tarms used. in the lexicon it serves. It cannot
rccoruizu:or manlpulate any ‘other kind of symbol.- Thé" processors can communi-
cato wlthfgnch other only via their respective lexicons. : )

Somewhere between the car and the phonemic lexicon there is a phonetic
analyzer which converts the acoustic signal into a sequence of diasinctive
foature matridles. This device must also provide word boundaries. . -

: . -

The language system makes contact with other congnitive cognitive processes th‘ough
the semantlc lexlcon. Some other processes may be lexically oriented and play
some role in comprehension through the sémantic- lexicon.

’

¢

. N\

During comprehension this entire ensemble of lexicons: and processors (see
Figure 1) 1s initlalized by the appearance of the first word boundary provided
by the phioneglc analyzer.. At this point all of the cells are essentially
announcing their -availability as possible analyses of the,incoming stimulus.
As phonetic Information comes in, ,each cell withdraws as soon as it detects

. any lmia?mt:ct')eﬁwenn' ttmself ,lnd"tlle input. The cells ip the phonemic lexicon : s

d - .
) ' R 4 ) . 4
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~come next in the seqlence of Ltems. *The effect of thig Information will' be Lo

-
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are f1nkuJ'By a logicli,gg éunéclon; wher all but hafﬁh@odbéﬁﬂ,pupb&anaqd.7 \“‘ .
this one transpits Lta contents to tg;‘érocesaor. . “The three tells.in the - .
throa lexidons that represent one Ltém are directly linked." Thus whenever the ¥ »

cell for. woman 'in the phonemtic -File transmits to:Lts procedsor, the syntactlo "
and ;aemantic’ cella.fér this will also transmit to sheir rebpectiv?‘ﬁroceoaoru. '
The next word boundary reinitialirzes the entire system and a new, cycle heging 1l.-
This .equtinues until the ayntnct}c syatem declares alosure oh the clause. ' As'

e¢ach new Ltem enters pach/procasdor, the processor applies all its radourcea.to !
dtncover as much us possible about what sort of item will come dext. \ The T
rasuity of thils analyals are communicated to the lexicon. One possib e.form for this .
contuxzhdl Infoxmatioy ,1s & speclfication of -the types of items which cannot fho

withdraw .all bf the relevant items, * That 18, .In procpssing an Bnglishvﬁ¢ tence,
Lt the syntactic processor recoelves a daterminer, it may transmit a signal to the
*luxicon that the next {tem cannot ba a verb,; This will withdraw all of the -
vorb cells within Lho'uyntactlc.eystom and through them all of thelr mates in °-
tifo phonumic lexicon. I tins fnsﬁlonlﬂyncact1C'concext can rapidly affect

thu procussing of the tncoming signal. : ot ‘

y . v . , . <

syntactlc proflertias of the clausa which are implitit inrthe input will . o
be made expilcit by tthe syntactit processor. At thq:gnd of the clause, all,
ol ‘thg .terms {n.the elaboratad stYyng In the syntadtic processor will he sent
back fnte the lekleap in sequence. As each 1tem 18 recognlzed by the syntactic
Foxlcon, [ty mate, In the gemantic lexicon is transmited to the semantla pro-
cennor.  Thus some kinds of'syntli—dogpn&?ntIlnﬂ%ﬁm&tion will nfxer-be'
Avallable to the semantic proceaser béfore. 'the clausc boundary. S

o ’ . - — .

The preduction’process, while aaaenﬁially thd Lnverse of the foregolng,
dif{ers In cprealn respects (sed Figure 2). Most fmpoq{antly. production’is
taken to.linvolve the simultaneous: planning of wutputs at different levels.
Thus the semontic systom may be prapari § one clapse while the syntactic . .
Bystom s worklng on the prior clause. *In each case the processor communicates . - "~

with the nekt ?ﬂhgo 6f the pPecpduce via Lts lexlicon.® When the semantic. |
procetmor..ts {fninhed with a clause, it 'communicdtes its results to *the ) '

syntagCle systen by sendingsthe elfnents in the clause Luto its own 1exicdnl

At cach elegbnt Ls rocognized, thisrrdcognltion is communicated to the syntaoctic

lexicon whare the.corrosponding efement 1s transimitted 4o ther processor thoere. "
) ' - T ’ ’ : ' \ -

N Vi
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This model fs omplrfcally dist{nct from those discueaqg above., It predicts ‘
that reordering ¢trors can occur In production but not In comprehenston. This 4
priftiction arises from the assumptlon that the representatio of the clause WY
(v rotained in the phonemlc.aygtem an ﬂyntqctic and scmantld?prdcessing on
Lta proceads.  Thls thon Serves 48 a rellable gulde to the serial order of the

- Olemonts {n the original Lpput. f In production thére Is no similar guide to .

torlal order, Esch clause s processed at' each leval independantly of all

l other leveln. ‘Thus there is no independent record of what went into the:

Sxntacte syatem by which to judge what comes out. Malapropisme and semantic® *

:errors fu’productlon ara explained as occurrin in the lexitsd” acceas operations

that follow somantic and syntactic ppoceaslng.,5 : )
. \ , . . ’ ' . ) ] N » "
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.. It rémalne empl icqlly distinct from Eholr-\, Unlike their model, the.one just

. myallable 1_3‘ tho”uio“”th_u. w. issus should be pxperimentally ,dccgdab;'h; .
"o 1f the ch;;ry‘ouclin;u above survives tloser “xamination of éha-tncfp of .

poustible lingupgo”d1§0ru.rg.ﬂ“To'het such predictions we adopt the view éhnc,- ”T:

.kauuhmpékon that 1t ‘is possible for disorlérs of the brain. -to destroy ,or
' duograd
« mainder, the theory defirf¥s a clasa of possi¥le digorders.  Each pdlziblo, '

" diffurence belween the presént theory and others discussed earlier lles only - ~:\\

* 8lngle homgganwous wet bf primitdve terms’ Finally, the model assumqs that the * ’

S i_f N T
. A <i )
, . ) . ' Ol . ]
. ! ., ’ ' (. b e L e R
, ”

. “”Iﬁ‘doik}ohonlion. the model benefits lroiﬁtho sape lrnunlngl‘tﬁgt'nbppqipf““ .
"the Marslefi-Wilgon and Welsh model, over thq ‘logogen gnd searci models, thbugh -

't, \

described predicts. R.definite tims order ffect for‘soms’ kifds of semantic ' o y\J
and other context, effeats. Thay argus what all varieties pt'dﬂhtoxc will be - .

comprehennion and production,’it hay algo provide useful prediotions about

the warious. processors and lexicons mentioned in the theory are'discrete ' .
Physlcal components of the human lagguage performaice sysgen, On cho"furthr Lo )

propar subsets ofy this aet of components withoyt affecting the re-

ddmordar 1b defined as the dibtdption ‘of some subsat of comppnantn.1 + The B ’

In Lty provision of a more riohlyndif'arnntiated system of componafits. A thpory
which posits a heterogoneous laxicon gnd a corraspondingly “versatile ‘prbcesser
wilk prodjet fewer possibilities for seloctive degradatMon of linguistic . -
structure, To-the okten® that language Jisordera pperatd selacgively on
Ingulstic levelg,the hetevoguneous memory assumption makds them hayd to' ox-
platn.- - L ‘ ; H ' ‘ |

-

pohb ' ’
. »
t

'« A theory of the kyd(:EE;;fhed uQ; e may’be able to Inteyrate/fuirly diverse *

factu about production, Memppohensiol, and possibly language d orders. The

model achleves this w#de application as a result of hree key Masumptions about

Lthe montal lexicom,  Mrst,'the wode] adsumes thlefiikicn] ipformation is stored '
In active momdry ddvices which have a strictly Wimfted cap@city to comparp their
contents, with a signal supplied from outgide and~to“ﬁﬁﬁpohd sppropriately. _

vacond, the modél assumes thaf, lexipal memory and limgdisfic processing is ‘
subdivided Into levels such’'that gach leval oparates strictly' in terms of a

3

various levels of the systom, communicate with gach othér only via their respective
lexicona, ' .o Co ¢ ». *
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! 1, Onv might also wander how the ngtwo
turn out that in order to PXoperly wdisg

natyral langudge we were forced o resart to ,
& ‘grammar, 1f the LexLcon :bro infinite,
4T a network could -

. that could ¢nly be defined by e Type
B S such a cane the network Proposal cob
’ bo conwtructed that would discriminata
.D' léxleon lu finite, therd will be mome T
of thu sumantic descriptioss nesded, ¥
v nutwork ol thalkind that Fay sid Cutl
lexlcon thers (W a qotwfrk of the naede
might,howeyer tave not ing whatevar to
" prgsduted Ln the lexloon. The uxintenc
t wouk)genarat bon of  the set. of ‘lokical 1
~ pathe through "the. ndtwork heve nﬂ?thlna
ol polntw.,. - e

2. 1 wish to thank ¥rod Kate for ealll
w Yo Seo, Tor exsmple, the discussion an

Gareatt (974, 184-388] and FoAn and Ha
Ny 4

C ) e

)

rk p%bpSnal ﬁight fair 1f 16 ;q;e“tq )
1ngullt alli of the senses in some " \
ome wystem of demgntic -descriptioh

1d remain viable only
all Of the loxical items. -Sinch the
ype J gramnar that (weéakly) genorates all
urthar, for any Type 3 gremmar thate is
er describe? Honce, for any semantic
d kind, The nodes In such'a network,
do with thoe semantdc propertics re-
@ of. the Typd 3 grammar guarantewm only y
tgma and thum dols not guirentee that the
0 Bay ahout the lexi¢al 1temy at their

. e «
ug this important problem to my ntgnn\ion

d fd?eranclb,in Fodor, Bever and e
ken [1978, Chapter '13]. '

' N . .. Ny '
"4, Sowme of thase claime are hasad Primarily on earlier régearch. Sgo

R '\ipuclally Ma:uLuﬁanllou (1973, 1975)
Y

Morton and Broadbaent (1967) deacrih
They wish to mphagirze that therg 1s no
troll'ing aloment noarchen the loWd.con.
ln whieh Lthege 1s no higher . lavel, activ
the Informatlon provided by the Llofogen
Passlve in that they are not searching
respouding to the presepce of spacific

W "

Though Marulun~WLluon\l’d Walah (19
tholr memory elemonts (corrusponding to
thalreuystwm an panslve since the compu

_ ‘o noarch procedu (s In the lexicon 1t
angu | am nnnumingﬂthlt any modael

Lo posll some active 'procéssing system’
whother ur not- it actlvely wearches the

and Marslen-Wilson and Tyler (19;’):

e thelr logogoﬂs as papsive olements. .
nearch procedure by which some’ con- i
Rather they envision an acdvess procedure

ity, but only a pnssﬁe'aecepcmcq of

s. Tha logogens themselves are also

or examining: the input, but merely ,

acoustic patterns: ) - "

78) atyribute cambutatlonql‘poworo to
logogens) they”still seem to regard

tational activity that corresponds to *

self‘ and not in mome sort of controler.
! : :-v L} .‘ :-r Toa
of speech parception is going to have
which uses the output-of the lexicon,
lexicon, I will ume asvsive only with

reforence to proporties of I(ndividual memory ‘elementa in the lextcon, 1If the

. Gloment, hy whatever means’, makes the "
1t Lp an yctlvf elemeny. . 1ff all of the
» and must bha dparched a controller, t

" . » " "

decfmlon”" to racognize Ltm word, then
alements rempond to the mame nlgnal . -
hey ‘ate pasgive (mee 1).
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*6. Thae 1&soscn model «lso seems to- predict th.bﬁs:‘:: vid] be oec.aiozol a N
instances of Ihzxiilultunooqofrccbtnillon of «&wp re 1fiﬂ|,~lnotho C [
phanomenon whic ems nod to occux, ' \ ,{ e Uy e e ot

. ) .‘ ) ‘ o 'y . n ’ . ‘./, . . * , . .

' 7;"Th- enpifical motivatidd for tmi.honogon-ouln-motyéclghpcpnnl entirely T
_from: the spesch érror data. Thees are alep séyeral ‘plausibility argumenss - . . - .
thnt‘nlghtﬂbclpdvggfci on its bahalf, . L P

1)~ Suﬁpol-~£hnt thy memories invblved in spelch prbduction and cowprehension -’
are’ all heterogeneous and that, each-af the primitives of the different 1dvels of ,

. analysls (n the system is represented a seqggence of the primitives of the S
memories themselves (ses 1), In such'a system tho critical 1nﬂqqpncion‘ca‘ oo '
which the processorgmust respond lies' in the structura ofnnomCanncatcnation of /.
primitives, as well as in the identfties of tha various primitive tecms appearipg ¢ = .
in 1t. This intallu.bﬁﬁ?wth- processors will huve to be able to desl{in two Ly
“lavels of structure simiftaneously; they will have to be)able to maintain .the/: '» o
sequence of thelr physical primitivest in order to waintain the record of the, L
higher order primitives used in mome representation,and they will have to be - .

_able ta malntain the sequence of the higher order primitives'as well. - We w -

" already know from Fromkin's (1971) aerror data that the processors {nvolved sre <
not urroy fre8 in this réspact, "We do get reArranjemsnts of both, asguents and f¢.
words, from time'to time,: Thus, impouing the requirement that the system keep
Lruck of tyo levels of structure simultansoumly conpiderably increases its

[y

vulnorabllity to a‘type of ‘arror we know it makes. .- =v: -,‘ . D

l

' 2) Wo might-avold the two leyelp of mtructure by having a system which can y ¢
map pach of the linguietic primitives onto one physical primitive tarm. Thup '
th/zﬁocunnorvéould keup track of the identity of the linguistic primitives L
by ‘reloyence to the identity of the physicAl primitives. The structure of the ' '
soquonce of physical primilivas would be significant at only one lavel. _Un-
tortunately, this tmplies a very large set of physical primitives. This too:
Lmposos a particular burdep on théd system. We may regard a memory as a ' S
communicatlon channel, that Linke’ a processor vith iteelf. As with any other . bR
channel, memories will have a certain bandwidth..Roughly, the more primitives '
the wyutom recognires the more slowly it will operate (imagine a telégrapher
who has to distinguieh two varieties of :"dot" and two ‘varleties of "dash",
44 opposed to one who nead only distinguimh the usual one of each). ¢ What Im
optimal can only be determined by axamination of the characteristics end. task
of the processor and memory if question, “In general, however, we cen say
that nystems employing very larae'notn of prtﬂitivan.nre‘nomcwhgt less Likely'
than those employing relatively few. ) ! ‘ -
o ' . ' \ N ‘ ) )
1)  Returming to the coding poanibllity, wa _shauld note that there in
lesd Inherent coustraint on a system that concatenpates physical primit{ves to
reprevunt lingulstic primitivds. In principle, such a syatsm could represent
nm dLffergnt primitives, where nwthe longest ssquence of physical primitives ,
the uystdm miy regard as representing a single linguistic primitive (thls ilJ:tl, N
m o

t 'l

machine level "word length") and methe number of phyatcal primitives the sys
dineriminates. If n® in greater than the total of linguistic primitives

. . * . { ¢ L
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. ' ¢ . * ‘ . ' ‘
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o0 requiredy-we lu}t'\!plltu'vhy the Iyucgn doasn't somatimes err snd create too Voo
. .+ many lingulstic primitives, or too fov, and result in.the spesker-having a o
AR 'slgnificaptly qifferént grammar' than ther sts of hil'ltnguiltiq qgﬁqunicy.
.+ ' In egher words, the dgging posaib¥lity complicdtes the langyage leatning problem
‘ Y o s.”\ A L D \ - . S .

-, < T

[J
L] \.’ " T '.-"1,“'

P |

0 . &) anally.' nce at 1:ipt some language disorders have bccq shown to -
X be associated with damage tp specifiq parts of the braip, the assumption of a' -

hetefogenapus memory, especially one based on the coding notion, moves us L
. ' sumewhat further away. from an qcéount'pt such disorders. 1If 11ngu1.t1q' - .
v o primitives are tepresented by spme code on physical primltives, wa might reamon-
- ubly expact that similar physical primitives would bé available in other parte

f. of ‘the bratn. Thus ‘one might expect somewhat greater flexd 1lity in the

asnignmant, of llngugtlfh fynction to ather parts of & damaged bhrain, Why -

’ couldn't Linguimtic procassing, especially givep its vital role in the 1ife -
' “ | of the organism, be hndartnkqn”iom.wkgrh elsa? "

- 8. 1 do nét wish to claid that chis 1iet’'ie exhaustive,nor that it is not
( "1+ axhaustivp, -At this point I have no”idesa whether or how & cut can be made
butwean, for example; tepresentacions of atylistic facts, or tapresentationn
_ of prhgmutic faets, and the representations of semafitilc facts in -the senantdc
A loxLaoun.™ Tt ‘may veli ba that we'll ultimately need a theory ‘with one or more
additional loxicons ud' cope yith these dlmensions of lexical usa, Though I /"
huve no doubt that a cut cén he wmade, and must be made, baetween represdntatiohs -
of -lingulst te iowLedge and reprementations of practical knowledge, nomo*q'lncion‘
must be provided between these two. Unforcunntclx, 1 'ses virtually no way to
constralin speculations on this’ relation at this time. ° S 4 toe
g : : ‘ ' ' '
9. Some uoﬁvdncul;'whon prodycdd normally, are vibtually impossible to segment
lito words, w.g., "Marus eatats, apd does eat oatms, and Iittlc'lnubn eat 1vy." ,
. 'The example im typically hegrd as something like "Mersey doats, and dossy doats, ° ‘
P + angl little lamney divey." [rhis shows, it seems to ma, that the exi{stence of an
. item L the lox;con-lu not muffiolent to:make $hat Ltem recoverable from .
the spewch stream. Thus we\seem to have need of a procedure, éxternal to
' the lex{con, which performs A leaat a preliminary, segmentation into morphemnew
or warda. Others have drowi Quite Jdifferent conclusidns from the same data.

<«

,-:@}Qg, L0. Obviously we cannot dssume/that all calls but one will have been suppresfud
m‘t‘ﬁgqby the end of every word. Any theory will ultimately have to provide some
" aWhechanism for rosolving probJems pf this sort. For the moment 1‘see no baalw
’ /‘ 30n which ‘to.select an appropfiate mechanism within thie theory. -It is possible,

.74 however, to construct sevpfal #lavaiple mechanisns. ﬁk‘
. v () ¢ ) .l

LL. The word houndaries farry'a spacigd burden for coordinating ¢he work of " ‘

the three procesnors. nce the three processors will communicage only by way . o~

of their respeetive lexycons (see below) we will need to assume hat word ' '

. boundnplon are maintalphd by 411 three processors and that the hbundaries i

v thémeelves are indexed,' Thus the material falling between boundaries 1 and i

" 4Ll'Ln eagh of ‘thé rhree processors will refer to corresponding portione of ‘the
input” nteing, " i o '

v
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\12. " A desdiltl, proposal about the M by which ﬂ actic context may have )
effdct han.ngt yet béen\ wotk d out. Mhen the syntiactic' categories are - .
ctly pamed,/ the above'.pXoposal Nam.ghe disadvantgge that it roquiroz a

rent pattérn f response Lrom .the/cells than that used 1n‘Yth-r phapen of -
ation of*'the syntactic lewicoh. Where ordinarily a cel

'

withdrawvs

on discovery of 4 miswatch with input, here Lt ould be required to withdraw . - ¢

when it matched.” The Lnverse of this préposal is also unatthactive. If we ° ‘L”
have the syntactic symtem twahspit a list of the syntactic categories which ’
cdn dppear Ln the next position, we will have to have those cells that do not

matchi this doscription withdraw. .If more than one category is named in

the contuxt statement, the entire lexicon wil} withdraw,. For example, the

context nignal followlng receipt of a datermiher might specify that the next‘

[tey could be a noun or an adjective. This would cause all non-nound 9.‘y¢1%

4s all won-adjuctives, {,v., averything, to withdraw. * ‘.
LY 1

4 . (1]

A more attractive propon)l seems feasible LI we take accobmt of Chpmnky's
suggentlon (1972) that syntactic gategories be regardad an feoature bumdles rather -
than as primitivas of the ayntactic aystem.. Using Jackendoff's featuce . !
systom (1977, 13) we can apegify the properties of what may follow wach of the
ulomentns of a ulmple yentence (n something like the following manher. Om °’ “
recognition of an (nitial proper moun, the syntactic procewsor tramsmits {nto N
the loxicon the information that the next -olepnt must be marked (o Subjoc&,

« ObJoct] awsuming canounical order, -This suppresees all items having a contrast
In marklug b4tweem these two features @.K., nouns, prepositigne, etc. Similatly, .
rocopitition gf a wain verh {nduces the system to spacify .the noxt alement as '
U [=subjact] | [~ob)gpt]) thus nuppronsing all varbs and wodels. The appearange

of an article leads "to tho prediction thdt the following element will be markhd

[~ Obtoct, = Doturminer], thui suppressing ove;ychkng'oxcopc nouns, adjectives,
advorba, and coxtatn quantifiers. - -

Thin proposal must be further refined to deal with ‘the occasions where ‘
canonical form L violated, 'Thiy can be done In_the course of dealing with
anothar problem whiuh.nhc syntactic processor muat handle, The primary function
of syntactic analysls in comprohension. 18 the gzllnoltion of the phrawal
conutitutunta of the Lincoming sentence and the hlerarchical relations anong
theweo  One way to deal with this problem in to.'posit a set of  elements which
the wyntactic processor may insert nto a strfog during cofprehension. Thuse
ulnmuntn‘corrcspond to brackets and there mist be several varietles of them.
Furthermore, the system of brackets can le disceiminated by an extension of
thu?uyncnct}u foaturd systam. € | ¢ - -

Glven auwump¥lions such as thesa, we uaﬁ allow fog non-tcanonical sentences

Y glving priority to the uunlgnmnpt of Wrackets rather than the anticipation

S of LHQ nyntactic character of upcoming qdamantn of the strfhg., The syntactic

f aystdm tentativoly akwigne a bracketing to the incoming .constituent as soon ..
an Ltw syntactlc proparties are recovered from the lexicon.’ Violations of
canoalcal order of the kind that occyr with conjoined atrings of nouns or
verbs, or wikth véarious adverbial phraran, are typically phonologically , .
marked In the final wyllahle hefore' the divergence occurs. We Dosit a {

hlerarchically ordered systam of - lytapkat cyp.d,with the type implied by

/ . ¥ : vl".

"
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, , ' el ' - Co !
'+ canonical order at éhc‘toﬁ of the hin:arohy‘invokcﬁ for any particular syntactic
epvironment. The phonolBgiealgnformation associated wigh pon-canonical
boundaries ‘can then be used to cue the myntactic system to replace the )

(L

canonical ﬁbund;ry type with some type that occurs a lower ldvel of - the

yhisrazehys ' The syntactic context signal transmitt into the syntactic
lexicod during receipt of a new lexical.item would then' ba determined by the
charactur of the immediately preceding boundary marker,, not by the imnfediately -
precgading lexical item. : oL \
13. Note that the ‘;pirical distinction batween the present theory and that -
of Marslen-Wilson and Welwh remains even if the syntactic system communicates’ .
with the semantlc syatem at ‘the ends of Units smaller’ than the alause. If K
informntion pasegs from one level to the next mora frequontly thi‘kzuugeacad.‘
tha tws lLovels of analysis can stlll never be fully aimultaneous. ‘Oﬂrmasyeccg

of momantic analysin will always have te awalt syntactic analysis, - .

14, ‘Thore Is no mechaniem for direct coordinatiop of the threo processors.
Rathuer coordination {s achleved at_the end of uacﬂ clause whon the contents of
tho throd ‘processoxs arw road out i{nto thelr respoctive lexicons. This {8
Prosumad to be coordinated hy roferance to the indexed morphemd bounddries . '
provided (seo Note 11), Roughly, the three processors must "select" coordinate .
tforms, of the wame lexical 1tem with the*magorial each tranamits between boundaries

L and "%+ L, or wome sort of ruprocossing rputine is invoked.

, , P o E .
1%, More specifically, the suggestion 1¢ that semantic wrrors ‘occur when !
the somantic system (s cpmmunicating with the syntactic system wfter the semantic »

Integration of the utterancq is complete. The original conceptual representation
in no longer avaldable,. The:semantic procesnor reads out its contents Into
the seomantlc Lexicon. As _each ftem is recognized, it causos its mate in the L
ayntactlc lexicon to he rolayed to the myntactlc processor. If an error were
f Lto,occur at this stage At should roflect semantic constraints. The iInitial
doscription of egach Ltetem 18 in semantic texms and the cells in the semantic
lexilcon will, of course, as#ess inputs in semantic terms. ' _ .
N » B [
In the syutactle lexicon the situation is a 1ittle more complex. Many
itomn In the syntaétle lexlicon will -have the mame syntactic properties as‘ some
one or more . other items. 'In order to keep these items distinct Lt will be
necessary to supplement each syntactic description with a quasi-phonemic
‘description of the ftem. hese quasi-phonemic representations mumt have two
Properties, a) thay must réprasont, at keast part of the {nformatdion about
distinet ive featyres provided by a nystematlc phonemic description of an 1tew,,
sud *b) thay must function as indivisible unita at the'.syntactic level, They are
bhst regarded ‘ar’ a kind of complex primitive term; they are: complex because the
uyatem recognlzes thalr internal structure, but‘ghey are primitives since *
‘thelr parts cannot he apergted on in ‘trolation.. On these anpumptions mala~ :
Pproplams are predigted as aePror occuring In the lexical selection process
occuring after the syntactic Integration of the utteparfve. '.Syntactic
degcriptions of {tems are trannpis’.d into the lgx'uogﬂ~“81nce both the

I

" » v % : N . "

\ .

e e L A

N v : v
v, ! !

-
~3




Lo
. . oo , ‘-
(] )
L ]

Properties of the incoming.descriptions and the content of the lexicon are
described {n syntactie¢ and quasi-phonemic terms, th.crnobs that occur will
‘raflect these kinde of constraint. That-is, we aexpact! error words selected at
this level to resemble their targets in both syntactic and phdnemic structure.
- > , A

By treating phonemic segments aw complex primitives rather than featury .
hatr(ces, wa get a furthar pradiction that there will be a potential class ~
.of vegmont-mized reordering errors such as those raported by Fromkin (1971). .
* Since the phonemie systam clearly must deal in feature matrices, we cannot as
roadily predict thiw yort of error at that lavel since the unit on which that
le¢hl;opurates. the foature, 1s not' the unit of thiw’ error type. . \ v

®
.

16, Zurter (19%8) has discussed some currant work on Broca's aphasia that. is
“partitularly Intervsting {n this .connectios. Though most investigators have

clatped that agramnatic patients (those who producy "telegraphie" speech ° ' .
Luck ing most grammatical morphemes, Loflectlions, étc.) have cssentially . ot
unimpatraed comproehene Lon abllttyg %briffr argues that theme patients,.do in fact

have a. comprehenslion doflelt, nnd;ﬁurthormoro. one that closely parallels theip
Production daficit. Even where problems of effort and memory are controllad :

for, agrammatic patients were unable to corractly umse auxillary verbs,

proposltions, otc., In several comprehension etudies Zuriff diacusu?a.

Something lfﬁé this pattern of‘resu1Ca is pte&icted by "the preoént ¢
thaory (f the ayntactlc p{::eusorls ramoved from the system. ’

L
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