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ABSTRACT
Problems relat'eti to the structure of. the mental
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lexicon are considered. The mingle access reisumption, the, passive
memory assumption, and the betcrog neous memory ammumption arorejected in favor oft the t.eory wh¼i assumes several active t.memories, each able o store e Arlon based on only one homogenous
met of abstract prilitiveri. Ot fik,xigon provides a systqmatic

.phonemic descri.ption-of each orpbeme and another suppLins asyntactic .desciiption of ar item. The third contains the semantic
*description of every item in the afhonemic lexicon and description ofany syntactic elementrt that do not appear in t.he phonemic lexicon.
Each ,lexicon htortim only one kInd and all of that kind of
information...In comprehension, each likicon coppares)ithe input to its/contents. If it fintin lismatch, /it withdraws as a possible analyzef
cf input sand pararlos# the ttem,,oin -to thg next lex icOn. This serial ,*odering prevents errors p co,mrireadiOnsion. Error, in production, nuch
as' maltrpropisms ( which form the jrhopitieal mo)tivatioh, for the
hypothesis) ocgur ,because ou-tptit' is plAneflisimultaneously tattlerthan serially. Throulh this theLney O.f disqrete components Of the,s,
human laaguage'performence system, vasioue disorders defined am the
disruption. of iome subset of componenVs mity he predicted. (MI ., .
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'. Us
I.. in 016 paper I wItt coneider some problems related to the snitsctute of
thlTmentnl Lexicon. TWerecent theorlea will -be xamined and reielted. A ow
theory vt 11 be proposed. Three asanmpt Ions which are commonly made about he
mytal lexicon will fIgnre importanWy in the.dlecussion.

According tckthe eniatA accent, norimpli9n there is only ode point in the
apeeh productIon,procesn aV which the speaker must make reference l ) the
mental lexicon. Typically it Im assumed Mat this one examimatio occurs at
the polut where n memantic,and/or sylaactio,reprementation of th uttershce le
;eplacbd by a Phoilemic representation." The speaker tssaidto ook up the
phonemic repreaudtation or each lexical ltem under the gulden of the
sementir or nyntactic mspellIng" of the item.

41

0

Atcordiu to.the yamslve memory amsnmptlop the memory devices which store
.) 1exivnl, Informnt tolOonre unable to perform nny sort, of c putattonal ,activity

, . _". .
s

k on (heir own. Rather, sa0 texicaJ item is stored in device with lust two
enParttles: 1) to,retain'a permanent re'cord of Nome xical information en& "..

2) to .trantenit that infOrmation to a controlling e ment when conimandetl to do .

HO. On Inch n theory the Mpmory elements all resp d to the same kind of ..,

miginikand the cdntrolling element capita have at information about the contents
el. ed o( Anw1 particutnr jocation al the me ry except by retrieving those contents and J

', .,

h1P'et1ng tiimto analytical or co paratiVe prOcennes. Therefore, the passive I

1n4)01 nnnumptIon !Apnea that of controlling"element has tha Capacity to ...

nytitemntfenlly netect n sequence Flocationa in the memory arid io direct a
alAnnl along A unive ptith,to each locatiOn,it the memory. 3,yt IS, the con-

,

troller must he able tdiesearcythe medory.
.

q,

(

S.

.
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' 1 1.itli antonym thlit humanAanguage prOcessing devices employ at least.three
di

4....
., stiritt sets of primitive terms./ The Ilret of these is a unique abstrea

alphabet in whip!) the phonemic rePromeetation of on utterance must be Impress d.
Simiqnr1Y,. there,nre untqltetsabstract/alphabete for syntactic,roprseentations

0 rand aemihaac repreientattons. The lilterRgeneous memory sender n embodiem
-., the Clelmihat theornemory which et es-66 lexicon is hatet.nho.,ln ehe sans.

.tt y atore representations expressed in .any of thee thrWelphabets.
Thin eel be acomplished in ith0 of two 'ways.. -We can fiqd the"total number
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of OrImitiVe terms in tits threetalphabots and aksume that the memo
discciminaie tlas number ofJphyetcal primitiVe terms. We thah ace
membOr o.f each of the three alphabets to a tn4que Ohynical primiti

'mapor9. Lf.tha total of phystcal.pritittves lot smaller than the t
abatract primitives in the three alphabets, we can reeort to a cod
each ahstrect prtmjttve is represented by a unique Pattern of Ays
Thin in the approach used in computers; there sequences or patterls of.he Oro,
primitives, "on" and "off", can be need to dIscriminateall the members of ,

alOhnheim yi theoretrcally unlimited faze.
, to

The piing 1 e access and hatqogeneous montory assumptions halm bemn twit ei 1
adopt (Id 140 All 1 I nc usslimii of t he role of 1. he melats1 loweeon 1.n the product', n
and vomprthennLbn 'of speech jI

haVe seen. The passive memory assumption,
though Urequently adopted without dionnaolon, hen been denied by some theorints.
I w NI Maintain that the bent theory oftthe mental lexicon rejects all thrae.:.
The t.lpeory I Will payout+ &Himmel' oeveral active memories, each able (.0 atoiktp
expreosiono hefted oti only one homogeneous.set of abatract primitives. It OAO
noonmes that the lek(con must be acceonedisat three dlottfict efageo of the p:
production proceon. .Mueh of the empirical motivation for this proposat emerges

-from an examination of tme.quite different rvent propoaals.

y can,,

gm each.

in the
)tal of' !

in whichfn
[pal primtt1v.s.

2, ray and Cutler (40/) Ifte!npt to explaln the facto about m4aproploms.rThese,
they identity nts a 4,044 otywortt alwal tntion errors in which the error wt4d
(,the word the opeaker (1i(1 not,ln(end to use) ill .1) a reai word,') unrelated.
In meaning to the target (the wor&the speaker intended) , ana 11). cloeely
related pliciteekallly to the target word. For example,the utterahce 219.1.112
in lookiny,for a uniform Incluavo a malapropisM if th'e apeaker Weeded ni,j'a.

VmY'alti ciii.lar make the following ohnervattono about a oomph% or these
etrorn. rI rht, the error word is.nimoot. iiiwaya ofthe name grammatical category

an 'Ilie tar et. ,ThIrd, in'ail but a few IVA, the target and error words havegll

AM thv (Auk . Necond, the error word almost alwayn ham the'same strees pattern

0e,orinmo number ilf oyllables, Finally, I we represent. thp target and error ,

In 1.4..rmn of dintinctive feature matrieleo and anneon rkelr degree of similarity
working from left to right, e find that there lo a marked tendency fur the
target and error to c I otidly reseMbi each other at the segment at wilich they

.ftrnt divVge. Fay and Culler show that another chitin of word sugar tutlon
1 ertorn "nemantte errors," dope not h ve thin propexty.

Pay andoCutier ralme the question whether It la ponnible Lo der nt LI%
ni

0
;ehosc facto o a theory that lunitn, !Tint one mourn! lexicon. impile tly
adoptiv,f4e asnnmptionn thet eho lexicon In ntored in a heterogeneona and plosive
memoryfril6 point out the prMlemo,,that nçIne when tre try to mete t AMA .

p0111441110 by wIrich,0"terder the items in the lexicon. .1f we ord : the items
ateo(ding Lo theit.t hu,;ete properties,,we facilitate the tank o. searching the
lexit'ull ,;kat1j the 'silent rItrieval stage or vomprehenaten. filmtittaneously,.we exnce )nte ti e problem of avarchIng thPvtexleon durincproductIon when we
moat I lephonetilk reprementatioAR that Are tdentifie0 iNsyntactie and/or
gomanlIc eermm. We Wit likelbysbe reduced to)an exhattotive linear search in

.. ,thts,m4piwL or procomning. Ity vont eat, tf wek.order the ;lexicon according to
nvolantic Oropert ofitompe,

ofnhihil moarch9w4arl g oomprehons
16 0 OM extravaNyfinbly redundant
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one feeproduCtion,eordereesemantidally, d ano her for comprehension
ordeied phOnetisally.

. k
/ .

.

Note that Fey and gut* view the one:lex con-or-two question4trictly
am a question of how ihny times each item is reeorded in the brain. That is,
they eHHAO that any lexicon is heterogeneoep and Chat the only question is.
whether there is more than one.. They do not copeider the Masibility of
splitting one lexicon lAnto thralvilth (ifferent,types of intbrmation in ,

different Idoicone) in such a way that 11E46 type of information .coul4 be
ordered in the most appicipriate way. !fuch a nystem is pósatble If we asaishl.
'Iliac each lexical ent Includes a polder directing the contrhlier to entr ee

liin other lexicons tont Ging other*lnds of information about the.same item.
sin uch a'system thim p onemiC entry for b9I4includem directioem on where to

find the lAyntactIc and memaqtic fsete aboutivi in othlir lexicons. Wevill
come back to d related proposal after giving closer consideration to'the passive
memory asnumption and the mearchiprocedures it entails. .

,.

Fdy and Cutler resolve the problem of the,orderitigoof the items in th6 ...0

iexicon by poniting two ledepini4ent search procedures, one Por comprohesoillir
and another for production. The lexicon ls assumed to be ordered phonetically
*so that IL can be searched officle9tly aCeording to phonetic'ertterta during
Comprehenslon. 41114; H march proceduie used 41 c.empreheneion 1st we gathrr,..e.
more ur bess convendiotigl fterative procese which in able to ake advantage

...wi'thu phonetic ordering. In productIon,,hoyever, We assume that the lexicon

0

4 is'accessed Via a tree-like network which defines 1 unique path into the
lexicoo, for each semantic description of an Item. Semantic descriptions, by
hypothesin, consint of an ordered nequence of:features, each of which can'take
ewo or more valuee. Each node'in the network corresponds to some semantic feature.
We can find any item, starting from.the semantic deecrOtión'given by the pro-
duction proceln, byatraverming the netWork from Its origin to its base, turning
loft or right at each juncture accordtifig to the semantic feeture value for
that nude. At tile end of ach path we Aponld find the item corresponding
to the semantic description with which weAtarted. If we also assuMe, am.Fay
and Cutler propoisli, that the ttems ip the'lexicon are groupeo hy grammatical
category, numbei of nyliables stress pattern, and itstinctive features,, then
we have a mystem which can account for thh facts of malapropisms. We need only

/add that on some occasions the syst6m,will err in going from the lOweat node.
of the semantic search tree into the fexlcon proper if title happenn, and the
ploductiod system retrfeves dot the target werd bat Rome neat neighbor, 4
expekthis neighbor to have just.the properties alr4idy noted la malapropisma.
The naghbor will bu phonetically. nimiilar to the target 'but, In most caees
semantically different. ,

,

. ,
,

, Though thin' accounts fer the facts of malapropisms, the4are two important
problemn. Firk., there Is e good deal,left to the imaginablo wdth respect to ,

the.snmantic Natur e. system according to'Olich the mearch,tree s to'be ordered.
Many woillid doubt that it ts'pommtble to diacriminate all or tite senses repreeeeted
in the lexicon of a natural language by way orsome set of n-ary festuros.
Certainly nu one hag yet come clomp to previding a detalle0 thliory of such a
system of featurem.i
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More-seripus problims arise with respect to the Alingle access assumption.
Notice.ray and Cutler assume the produCtion system constructs a semanty

,

representstion (presumably under the *guide m of4iromo higher-order conceptual
'

s, they assume the pro-'

Itxt
'representation) end parses this romantic rap

c
Imitation Alto real lexical units 4

without reference to the lexicon itself. That
\ '

iiiicLion system has informAtion about whet seness'are available in the speaker:s
language, IndepOndently of the lexicon.4 They are forced to this assuTption
because they have assigned the production system the tank o$ sending'lexical
semanac representationt into the top of theirsearch net Mork. How might 41he
production system kitow what'concatenations of semantic-primitives correspond to
real words without using the lextCon? One possibility is to assume that each
of the terms used in the concept:01 system which drives the ipe h production
symteM cor'respolds to a real word in the lexicon% In other words, we can . .

commit oursel 2 to a strong form.of the Whorfian hypotheals. The'varloun
argaments a lust the Whorflan hypothesis seem more than adequate.to block this
possibilyty. Another possible approach assumes that there is Some recursive

.

pystem which generates all and only the possible senses employed.in the sepokeeo
lenguage. This euggestIon.ignores 'the highly irregular _character of tpe opt
ot sunset'. From another point of view, a generative symtem will almoet eurely
have twincorporate a crypto-lexicon ih/order to constrain itnelf to Oe

.

emyirically prescribed domatn of serums. In any cane, the Only MOtivation for.
such a pr sal is to preserve h certain rote for Fay and Cutler's network

The search network in Fay and Cutier'e theory-hae ill feat two flinctionn.
One tA that for which it wen proposed, the facilitation of the search for
phonetic information in production. The other in the isolktion of semantic
Infotmnlion in the lexicon from the semantic information in the representation
ol.the utterance which drives the speech production process. This second .

nineties is most apparent when we consider ways by which the system might find
a lexical semantic'. Interpretation of the concept* .representation of the
uiierance. We are here addresniiig the questiop: liow does a speaker deteiminewhat words are most appropOiaterfor the expression of some thought? One wny

.I. Lo examine the contefts orthe lexicon. The production myitem first performs,
.a preliminary translation of the conceptual representation into a roughly

sentential semantie repreeentation. It then searches the lexicon for some
combinelion of worde which can appropriately express thie initial structure.
This will likely involve a good deal of trial and error. hie approach, however,
vitiates Fay and Cutler's account of malproplsms: ' if the search procedure
selects a neighbor of the target at this etage, that error should be. noticed
when considerink the usefulness or the item ii the intended urterence. There
are vprlous ways we might overcome this probl m. The system might retrieve
only semanttc information on the first pass, then execute anotheit retrievaluperntio n whiqk it extracts e rything,ekcept semantic information. This isad hoc and

. erno purpose othe than to preserve the present theory .of
malapropisms. We might have the n Wor k. system run backwarde after each

IS

snccessful contact with a reel lexical itert6 The output et the ortOn of the
pnth system will specify the lexicet item coOtaete4. This too witfrOyeal.the

771
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..ftpresance of,malapropIsms phics the backward reading'of the network will start
from the error word In the lexicen, not the target. Thus Pay and Cutler's
network syste0avoide direct contatt betweeo the semantic information in the .
initial iiapreaentation of the utterance and.the semantic information in the *lexicon 'ply at the eclat of creating a problemowith the lexicalization-ot-the"

sinligal gemantic reppeentation. These;AiffAculties are a direct resillt ofthe buterogeneema ,memor?, assump'tion. ,

.,.
o

4

. ..

VI The passive memory'assumption else plays an -Important role in the Flay and

,

. .

Cu4ler theory. 1 Uill. not, however, speciflcally,considei their use of itother than to suggest that the avgumuncl which are.ad9anced agaihet search theories"in the next section also count against the'Fay and Cutlpr proposal. P
0

3, Marulen-Wilsori.and Welsh (1978) ofier an interes ing ontribution to the .'theory of lexical access 'in languliee comprehension. i jorOquestions in thisarea have to do with determining how',the listener discovers which lexical.meaoings dre intended by the'speaker, howArarioue kinds of contlixtUal constraint%
1n1Q?me involveCtri thin process, and at what point in the process particular kindsof lontext can be exploited. kirslon-Witson ana Welsh argue that the processql word recognition'im the major locus of interaction between the sensory input,and, the constraints on the.interpretation ofthat input provide& by the lieteneVAs
knowledge of hiri lenguage. To put it in their terms, they regard word recogni-
tion as the point' of convergence betWeOn bottom-up processirk strategies baseddirectly on the form of the acouetic input and tbp-down processing stratekiesbaned on the lintonertn 5rtoi knowledge:of his language and'the world.

theories of the mental lextcon which posit a paenbe memory which is to be(

ono of'Marslen-Wilson and We1sh'n main cdacerns Is to evaluate a class of

% smirched by Home serjal procedurv. These theories predict a strict temporal
Itructuring of the kinds of,Inforwation which can be employed at vartoue points in.

4he compreheusion prOcess. Marelen-V ,son and Welsh take a recent proPosal

.)
., ForHter's (11/6) an reprenentative o this class because his is possiblytie MUHL thorougNy.and cArefuily worked out. Forster proposed a .10 icon with one muster file conteining all of the phopological; syntactic, andnv antic Information about eaoh 1 xical item. To overcomeithe orderingpr gems Fay and Cutler confronts he propos.es that neverill access files areannoclaty4 with this master file. Each access file containe just one kind of

information.aboui iiiich lexicial item, together with a pointer indicating.wherein the manter file the full entry, fdr that item can be found. Thee to enter thejuxiton during prodnetion we will search a piemaqic access file. 'There wQ filld a'semantic! representationjor every item in the speaker'n vocabulary and a
poliffer divecting u74,to a particillar IlecatIon in the master file. The4

advadtage of this proposa4 is that we can now order esIA of the access files,according to their own content; quo enabling efficient searches of the lexiconfrum mem sort of initial deecription of the Item wanted. ih the comprehensien
process this theory predictsthat no Alementkc or syntactic informatton tan playa.rote' In the initial phonologically guided search for a lexical item sincenone of this information

i in.the phonological aceese file.\

The crucial evidence rich Marelen-Wilmon and Welsh bring.to bear onForstoPe theory Is derived from.gthe shadowing task and the listening for

a

4
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MisprontilieistiOn,task. In shadowing an,obiervet illbtene.to'll, rape .recordingH,
of'spokin prose While simultaneously reproducing what heluiere'eskluickk an& . .

accUrately asvssilple. ity.inakingl# Angle tape recordlnetitithe'inpet which the
obeerverhears and Cho outpuc he produces, and by ,introduotOgnal mis-
pronounced words the inpuO, Marelen-yileon anfilielok,100:f.01.4 tOiitract aAreal: deal of LnfQratioh about the title course Of prOCeitalig ih ctomprehanalon. 1Aleir.results strongly,euggest that listanOts efini, At 10414 10?me of,:thstiOev

' correctly identify a word ln aa little aal..50'40'200 Mei.lhat ia, word
selections.are being made in about the cime ii'takes forth0:obserVer'marely,to
hear thlt fIrst two or three megmanto in 60 wditr.. The4verage duration 'of the
words tn oneollithese.studies. was about 370,:mirdc. Nonetheless, even wtth Chase
extraordinar short identificatkon.times, plore are significant effects of .
lyntactic and semantic"context. Scrambl4ng'h41 Hemantic context,in a string
seems Po add about 60 muse to the Identification process."

4 . ..r
.As Marsion-Wilson and Welsh point out, these results suggest that

syntact4 and.semaetic'context 'Can 1 y a role*in'the initial identification
of a lexical.item. Clearly there many lexical ftems which' cannot be'
uniquely.picked dut purely'on the agis of phonological information'about their
first two'or three segments. lf correct discriminations are made before there
is sufficient phonological inkormatton to justify them, it eems necessary to
invoke other properties ot the itemsi his. Foracer cannot Ido with an access

.

.

file coniatntng7only phonological information. On' the otl) r hand, if.Forster ,

gives up the ae,eas files atAl attempts initial lexical identification"in the
master fite, where there ie a greaper variety of information, all of the order-
ing problems discussed earlier re-emerge4 " 1* e_,

a

Though none of these te aidera.idns falsifies Porster'a theory, they do
norldusly undermlnb its.pl' sibil Forster's only defense seems to beoto '

claim that the Initial ao cp isfdope.in a kterogeneous master file and that
the.soarch process is ver, fast; and even this does not Answer every objectio,n.

An alternative to search theories such as Forster's is available in the ,

!'logogen" model proposed by Morton and Bruadbene (1967). The logog n model
incorporates an ctivii.memory (id my s6nse of,the terw, but not in heirs)' with
a .tinge memory ilament for each Item in the lexicon.). This one 'eikment stores
all of the phonological, syntactic, and semantic information about the lexical
iLVM it servos. During comprehension it rises to higher and higher levels
nethintion as it flndn more and more similarities, of whatever kind, between
the input apil the J,exical item the logbgen Stores. When the logogen reaches
some thre4hold value it firma. Firink releases the descriptions.of the lexical
item the Logogen contains io the rent or the system and is take!) by Morton 'to
constitutd recognition of the item. There im a fairjy,wide range of elitdence
from calprehension studies which can be accounted for by one or another version
of the logogvn model. For example, the model readily accommodate, the very early
context effects which Marsten-Wilson and Welsh report. .Nonetbelese4 in whit
follows we will be more concerned with the model's fnadequaeles than its successea.

Marsien-Wilson and Weliddiscuois teverel problems in Ø1fle detail. it shouldliff sufficient to menelon onkyithe most severe. Since ,logogen model providesno access to the incomingsignal
except throngl? the lo ohs themaelves,,it1

4.
14
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.seems unable to provide a convincing account'of how.sReakera detect, store end

.

reproduce Aleviations frekthe standatd forms of words. If amitd Is mispronouncad,
. the logogen model most naturally predicts there will often be a perceptuak hole

In the input itreim, since'there should be many,such occasions when no logogen 'Intl fire. Similar problems arise when a person first hears a new word of his,Ladguage: .Thre seems to..be no way 'to perceive such thIng., -let alone detirmine..

.
whether or not it'is a possible word or mere gibberish

*
, .

A birther problem which Maralen7Wilson and Wekill do not discuss resoltalfrom
. the serial order prediction which the logogen model seems.to,imply. Each 1mlogpgen Es independest of e rest and each has.equal direct Access,to the .

', inComtng signal. Remit% context occurring at various.distances forward of
. . .a lexical itum.in an incotinghignal may contribute to the activation of thelogogun, wu may expect that the order in which 'tit% logogeite fire will sbme7 .times bb differenefrom that in-which thcolexical items'arft actually represented,in yho sweech etream.. Thds,-the model predicte that it is possible inprinciple,for listener to perceive two different word orders on succeosiirepreoentations of the same,atretch of recorded npeech. As Phr as I know, this

never happens,. Though errors of- reordering'do seem tu occur with some. tellability(though low frequepcy) In speechyroduction, they do not seem to be charkcteris-tic of speech Rerception.6

A

or I
"

Menden-Wilson anci Wlisif propose A theory of word recognition which holveasome problems of the sea 1 and logbgen models. Their'medel io clooely related(.,to the legogen model In retainlIng the assumption's thit there ls a siRgle I 'memory eleMent for each Liklesi items that each element has complete,inFormation
about all the propel-tits of its lexical itomi.ded that (46 element has in-dependent direct access to the incoming signal. According to Marslen-Wilsonand Welsh's theory, however," ...each memiiry element in the lexicon will be. a- .cqmputationally active proceSsing.entity,"

(p.56). *Much recognition processingoccurs In the lexicon iteeif.' More specIfically, each memory element can dis-covbr.whaL the contextual requirements are for its own recognition. "...Given thatii lexical memory elompt can be informed about the rectuirementos of context, itcan then determine whither brApot the wotiod It represents in either 'hyntedticallypoqnihie or semanticalily plaubible at thet point in the utterance" (p.58) Themost merked dale/Tenet) between the logogen,model and.#Wralen-Wilson and Welsh'smodrl ts in the means by which'the individual.elements respond to phonological
properties of the incoMing signal, nottead of having a few logogens (andultimately Just one) rising tb higher 1eve1 ti (is activation as they find themselvesIn cioser accordt2it1i Ow properties of the input, MarnleezWilson'alid Welshpropose just the reverse. That in, word-)vecognitcon beginn When'a large group,of elements are'simultwounly raised to an(active state on the basis-of aLowe, Match U0 the Input. Thmeas the Input continues, each of these activemiements exemlnea it. ,When an element fitidn a mismatch between the item itrecognizes and the,signal cpming in, it nhuts Own and withdraws irom the poolof active etemenks. AA ail f ghe aqtive memoiy elements Monitor the phOnolog.syntactic and nemantic proper-1.es of.the input we aesitme.that all:but one of theMwilt vdry rapidly ftild some degree of divergence between itselc and thp iemcoming In. 1fhe last:active dleffient transmits its contents to higher orderi,Processors to effect. recognition or the item and,to conclude the recogniAlon.'cycle. L

11.

I.

I.
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* 'k0 ion,-Wili* and Welsh's., MO-01 Onvidoii dii; ii!**tiv. 41'ref4rut; O' say flitail* ..''.
,i of ,,t-tiO ',comprehenekon data,'tha9 'rivulet., in, parrtitcwlir tbey piovisro..ii,m04, 4114110nPitcownt of:hoW worde,cant identified 6tOre4hey..bave:been:eotirely heard.: gy,
.1

, having ,the inciut, jinnow t e active elements to oot, we.ivoidfia ypiety ort f.

problems that 'visa when we iesu'lerathet triggeriu,happy logoieue. "ThOugb.the
, detalls.nesdn"t eoncorn Us(bereethe new:Model pr.alSO'more'euccesekul,at

.-:

predicting the cOnaitions of occurrence end etie'prqpertpie a 1.netanceiewhere the ,' 4

'llsteniedetedts or is able to rsprodhee, a nOn-wbtd'o? * mieimentinciation. None-
theless, the model 44es not ineorporate.011 Y Olear accOOpt:of botepuch case* ...,.

,..- din he perceilled
1 -
because, like the lagoon odel;'it cOnfide!cthefl,idtener's

. 1 .
, ,

: knowlodge,about tlie Ikhonological analysia o aceds, titi'incupr No tht memory
ele.Ments. Again, because-of O. ablative chara063rOf tbe retognitiOn procedare,

.. Op model also pr6vges-114 80m4/hest bis'Oellt,&6unt of.how ,theserial order of they;

, ..

quxiqal Etles Maintained.. It succeailfaly'avoidi .the danger, wit.h.the -
log4ei mod of.ftheyihg either,too many words.recognUedOr AOnefat all; though
the acCoo4 En the latter case Iftstill:none: tOoqclear, :Nonetheless, Marslon-

, Wool% illid-Welsh's'Adel,do4 not.seem to crOvia00 eil;Wer,to the quesiJOn
-11141'y Che one portal order assigned tO t4e 4emtereCognized' is so'reliably

. ., .

qthe iight one.,
.

. .
.

'0

I

1, , -- . . t.., ..

,
.

Turning now to:themprii s6Sere diffiCOOAP6;;We Confron:t.' the.questiod of'1'
how moch.pfoceaaing actil4ty-ile*Vnvo'n3anlislejiaCh,pa ,of theempsiori,,,

1'

if WO take',Marslen-W4aon'addl4elolt..at :001.x. .40ra,ts.!libtO tiOmA to be gate 'a
.

_lot. .1illyAre.not'very.b*plicit.oa.t,hisi oractell.POint, uLlbey forsee at .

t Ote syntactic and. semantic:an*1040 .g6;ilig On 141sldeeach memorylelement.
Since. doing qyntacii,c'and'Semantlethily4t0presumes

referedce to the 6roperties
of.partjculae lexical iteMs4 we May lave'an infinitli- regress. Each memory

a'element:will havo to havesccess th ul make.ictual use of, inrormation about
.-lexicaleitpms*her ihan:the one it tores apd 'thus each memory element will

.: 11110 t0 have-itwown,lnterdal,lexidOn. Me An avogl thisTroblem easily
enoug, vel)osita:niUgle.system,'independent of the lexicon, which penforms .i.
Varitai. higher order analyses oTI the incoming utteranctm am it appears. The 1"F

, :reSUIWof theselligher 'Order mfalues are thoc coded in some fashion 'and fed .

loto thejoicidOn. The individual memory elements.then base their context .

doOtiio0 oh 61:41.6xterpo:lly provided intormation rather than on internal ...
pompuilltionsi' ihough somw'Such aystem might be made to:work, there in little
evidence.that thin Ts the landAf'sltuation Marslon-Wilson and Welsh.have in
mind yif they do-mead to Make the memork elements dependent.on'external
computatl'orat procepses for inforliation about context, they tfien have no reason

\to aaCrIbe compn.tAtiOnal powers of any intnIpat to the memory. elements. The
elementA aedd only beable'to compare the inputs provided by various ektOrnal
Sources vith their own.internal records of the'lexital items they repteeent. .

This is not much in theWty of "a computationally acti4e processteg entity:."

( Anotherc4ctams of problems arises when we consider what role tl.le memory,
.model Merslen-Wilsbn and Walsh propose might play in' the produetion process.

Ai the outoet wR should note that this is not quite fair tIO them since they make
nu mention of the productiowiltoblm.

Nonetheless,.the,proaent afnvls tp find
some onlfled theory of the lexicon'for pro

ti

uctioc as well an comprehension.' Thus: It somme legitimate to evaLliate the Meriden-Wilson and Weisb model Ia this
.

,
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context.. Uniorder to emOloy ebeir lexibon in thitCway, we add the.aesumptioaP
that during the procluctrproceats the systtm is abfe to..retrieve phOnologi al
or eyntitctle informatio by broadcasting approximate itemaetlec descriptions: into ..

tile lexicon, lust as the'acouatic representation of the incoming dignal 18 brae&
cast to all meMory.cella.during comprehension. If th.l.s athiumption Can bp' .

eftectively,impleinented, the initialeonceptaal,representation of the ottersince
.will be tranelated eentatively I,nto a semahtic reprvaentation. Somkproced4re,

.

,

i..soleqta.portione 'of this representition,as.candidat0eXical items.. Theee,
partiaa repremrtations are then injeetea int4 tho lExicon. If otWof the '-

memory elements happene to'cortespond reasonably.closely to the Iiiptit, the .

element tranumiLA a comprehensivb description df itslexical item. From thia
procedure the'controlling element develoPs a poel ot candidatilaical iteMs
Which Tt,then submits'te furthhr semantic and Syntactic propeasing. Nhen thia'
Lti complete,, the.phonological information For the items, omplOYed ia_used to
develop ap articulatory deacription .of the utterange. SwillP4 sy4tecan

I,success ully produce utterances.
.

, .,

. .. . , ,
.

g ver41teless,'what we need to explain pioduction errof4J such as .
malspr ism Ls not oniy a syetem that viorka, but one thot.fails as well, ..
and in qu e particular ways. To be Txact, we need some mechanism by *hich likl,
model nett., y'predicts a diaes ofdtriorwprds whiciLare related t9,51eir c
targets pho optically but not oMantically. Because the Syatem nePda to go
into the le on just dnce to re eve afl of the information about any one
item,'und lecause this retrieval.episode in guided by semantic criteria, we
havetio Oasis Tor predictingthe vneration of malapropisms. Ve,also cannot
predict a class of semantic errors'Oecause the retrieval stage is followed

.

presumably 'by a comparison or the semantic properties of tlte lexical,items
retrieved and the propórties of the initial semantic representation of the
utterauco. Thus the MaralenrWirson hnd Welsh model does not iebm'adtquate-

. .a model of the lexlcon in production.
r q

.
. . %

.. .
.

4. Before wturn to conlideration of a new theory of the.mental.lexicon it Will
.

. .

be holpfui to carryour examination of tho speech error data a little Orther.

1What is fL about malapropisma 4nd aomantic substitution ekrors that makes .
chom difficult to accomOdatt in a theory of the lexicon?' Apparently, When
those distiimtions occur the productipp system ia.searching for a Ulordunder

gulda'ne6 of phondlogical or ayntactic criteria: Iut why, one might
roaspnahly ask, should.theSe kigda 6f,criefria have any role,at all in t.he
solocuton el werds.ln production? An;m't words chosen according to semantic

production3 Surely.Abey are, at least initialfY. Nevertheless,
malnproplsMs suggest that there ls Another sCage during the, production precess
whee words In the developieg utterbnceare seleeted by, quite different
criteria. The theories we've already examined cannot accemmodate these !trove

,heVause they have 'ail iftcorporated both the assumptions that the leticon is
a AinKte haerogentoua gmmory,containing,ala tylies of lexical' informapón, and
ihat the le'xicon need,only be Used'once peniexical item In each ephoode of
prodheaton or compr.tihension.

1

'Notice that mementic'errord also suggest swore than one use of the lexicon'
iu product:01)e. Semantic errors are interesting because the choice of the
error word MIPOMH to be.under the control or some sort of semanticscriterla

1
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eut not Under the.coniiol df the ov ralii,osemanfic or conceptibal plan'of the,
.

wptterance. They suggst an'instance-pf"14xicarl'rettieval vy semantic criteria',.*.
.that somehow folldwe the stage at,whAth candidate wora.ere coniidered,for

. . .

incluston tn the utttance. ,

.

Ott
,

I

The:solutionJ 0.11 propose to thesi,puzzles is baled Rim the rejection of
Al thlree of the assumptions aketched'at the outset. 1 will outline.an .

integratqd sKeory of the mental lexicon that.assumes'that tfiere are several
homogeneous lexlcoasothat,there,are deveral distinct points in.the'production

:and coinprehension.processesbat which these! Ailey a role, and that all of the
:lexicons are active devices. "

. .

I

....
A c

" theory there are three separate active lexicons'whi arellinked -
together in.epecific Ways.. Each lAiCoqpstovis only' one kind of information.,
'about every item in tht speaker's vocpbelary', anti each lexicon has411.there
is of that kind of information. Each lexical itten is'stared.in.a cell. Cells
'are like the memory elemente of the Marilen-Wilson and Welsh thebry.except
that altar .computatimial powers twe strictlyconstrained. The'only thing
a cell can do is compare eome input mite owp Contente,. If it finds a mismatch,
lt withdraws itself as'a possible analysisr of the preeent input).

4
One lexicon contains.eomething like a systematic phonemte description ef

each morpheme (the, "phonemic lexicon"). Andther (the. "synticti'd lexicon") dm
contelinn a syntactic descrfption of each item represented in the phonemic

,olexlion; plu8 represdhtaetonetof additional elOents that tan play a-role in ;

nyntachic analysis, e.i., labeled brackets and the like. The nemt.lexicon (ther11

semantic lexicon")-contains p semanticjdescription of every item in,the
phonemic lexicont well as de sri

kiptione
of any syntactic erements thai do 't 1

appear intim pho emic 4x.i6n. '
*

(Xs
04

Aspociated with each lexikepn is a proceReor which can only receive informs-
tion from.that one.lexicon and transmit information- into that lexico The

. processor'can only deal in the tArms used.in the.lexicon it serves. 'It cannot
recogniAeror manipulate any'other kind of symbol.- The.processors can communi-
cnte/wiWrch Other only vie their respective lexicons.

.

t

Somewhere between thtl ear and the phonemic lexicon there is a phonetic
linaly.zer which converts the acoustic signal into sequence of distiective
feature mhtridies, This device must also proyide word boundaries.' 4

,The language Rystem makes contact with other cengnitive cognitive processes thftrugh
the semankic feilcon. Some other proeesses may be lexicalfy viented and play

,

some role in cdmprehenston through the semantic.lexicori.

During comprehension this entlre ensemblom of lexicons. and processors (see
Figure 1) im;initiakized by tte appearance of the first 4Ord boundary provided
by the phOne0c analyzer. At this point all of the cells are éisentially
announcing their Avaitabilitii as possible analyses of thej1ncoming stimulus.
As phonet.ic information comes ino,each cell withtiraws as soon as it 4etects
any misTatclip4Ueen ltsep And the tnpn,t. The cells ln,the phonqiic lexiconv

.

.

.

a
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. pre linkeifiy a logical OR functlon; Wh mall but one'k'ave beatioupppeased, 4*

,1

this one ttanetits its contents to th roceseor. 10
The th*ea tella.in the

-te.e three lexidona that represent one tt m are Airectlly ;Linked.' Thus, whenever the
cell ior %pagan in the phonemlclile transmits WILts.procedsor, the syntactio
mindosemantic'eells.feir this will also transmit to their reSpective,Oroceasore.
The next word boundary reinitialleits the entire eyitem and a new 6y0e higin01.

'

This.e.eptinuee until. the syntactic system declares olosure oh the clause. ' Ai
cavil new item enters pach/procesior, the processor applies ill its renourcesto k

0' dtscovilr, as much as-possible about what sort of item will coma slext.'The
resuitet Of this analysis are communicated to the,lexlcon.) One' posSible form for this
contexail information,is wspecification df.the types of itertuil which cienot ,

t.

come next in the rte46ence of items. 'The effect of' this informstion will'be
.1 withdraw.all bi the relevant Wilma. That.is, in procpasing an finglistrpeptence;

If the syntactic proceasor receivea a determiner, it may.transmit a signet to the
geNicon that the next item cannot be, a verb.: This Will withdraw all of the
verb cells within the'syntactic,system and through them all of their matee in',. tffe.phonemic lexicon. In thin fasItiontuyntactic* context can raPidl, affect
the processing of tl,te incoming signal. tZ

I .

Syntaceic propr1ies4of tile clause whicb are implitie inethe input will. .he qae explicit bytthe syntacta.pnocessor. At the, end of the clattee, all,
f,the -terms in.the elagorated str4ng in the syntadtit processor will.be eent
hacke,into the leiclacto J.n sequence. An each item'is recognized by the syntactic
rexlcon, Its' matt,in the semantic lexicon is eraeamited to the semantio pro-

.

cornier% .Thus some kinds of'syntaii-depOndlnt information will nexer-be
%

-*
available to the semantic prOceseier biTorb,the crauee boUndary."

. .

4.
The preduclion!process, while eenentially thd inverse of the foregoing,

illf4ers In Certain reepects'OeS Figure Most tmporipantly, eroduCtion'is
taken te..leyelve the simultaneous:lianning

of.outputs dt different levels.
Thus the Wementfc systek may be preparilg one elapse while ihe syntactic
system is working on the prior, olause. In each case.the proceseor communicafeal

4

with the ne5ct rage of the Oetelluce via ite gexicon. When the semantic.
proessor.is f nished with a'clause,iCcommunicdtee its reeulte to4the
syntscric systeM by eenOingLith eltikents in the clause into its own lexicon.
As each.oleupnt-is recognized, thisrrecognition is communicated to the eyntaotic
lexicon where the.corresponding erement is transMitted to thecprocessor there.

.

Thin model is eMptrically disttnct from those discusseq aboye, It.predicts
.. thst .63ordering'etNrs can occur twproduction but not in comprehension. This

priAlittion artmes.frem the assnmption Oat th0 repreeentatiOn of the 'clause ,*
le netained in the phonemic,eyeem as 4lyntletic and sem/Intl:Lk prOceseing on

,.

In.' pr()ceeds. Thin then servesits a reliable guide to the serial order of the
(tlemoutS in the original ieitut. .' In production thereJe no similar guide to ,serial order. Hecii clatise is processed at:eaCh level indeilendently of all

1 , other revels. Thum there is no independent'record of what went into the,''.r;xntactVi system by which to jtidge'what comes out. Malapropiems and semantic':errors in.produttion are explained am occtirrin$ In the lexidaeacceea.operationtr,that follow semantic and syntactic processing.15:

. )
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. In comprehension, the model benefits frod/he sopa argumentirwrnerOppOrt
0

'the Marsieh-Wileon,and yerib model, over thq:logogen snd @introit dachas, pbugh .

. .., . ft timattis etielficellY distinpc fxom iheirs%, Unlike their'model, theHotie luit

-is

Olciibed predicte,C4eflnits,time-order Ifect for4soma" kiddir of semantic
. and' pther contextooffeote. They ergo* kbe all verieftes pfAhtext itill:be

exailable a the.safse:time. eke issue should be experimentally decidable:,
.

.,..2 . .. ,

..'.

, e if the tbeori outlined above survives tleserimamination or the. fact, of
compreheniion'and producigion,lit isay alio provide woeful prediottons aboult

, :possible linguage,dieordereao'iTo.get ouch predictions we adolat the view that, .
.

% . the vartoueaprocessors and'lexicOns menttoned in the theory irediscrete '. A
0

. phyttiCal comhpoeets of the humen laquage performahce sysfem. bn thenfurkher
i

essbrpllon that it'is possible 'for disordira Of-the brain-to destroysor .

..

' -degrad7 proper subsets.okthii not Of ootbOnents withoux affecting the re-
, %%minder, 4he tysory defid's 4,01188 Of posifele difforders.- Each pdseible, A

.

.Usooder 14 defined as the disrUption 'of some subset of comppnents.1"4 The .' ,

diftdrence between thelpresint: theorY and others discussed earlier lIes'only
in its provfsion pf a more richly 4ii'erentiated system of componedts. A tliikoty
Which posits a heterogeneous lexicon and a correspond. ngly'versatile"prOcesser
will preit fewer yossibilities for selective"degrada on of linguistic -, -

stxucture. Tothe &dent. that language lieorders pperat selectively on
t linguistic levelvthe hetsvogeneotte memory assumption rak s them ha to.ex-
, plain.. !

.

,

I )

1%. At theory of the k sketched altokre mayobe able to integrate filtly diverse" 4.

facts about productiion, Ihensia, and poseibly language d orders. The
.model achieves thin w4de applicatioe es a result oirshres. key siumptions about
the mental' lexicon,- Pirst,Ithe model,ideumes thaelkeical L (+nation, is stored
In

,

actiire memdry ddvices which have a strictly 141mite4,c city to compare'their
contontsowith a signal supplied from.oetside and.to1011ond appropriately.
Jacond, the modil'assumes th lexlIpal memory and.11iitgoistic prooesslng is
subdivided into levels such:that each level operates strictlY'in terms of a

, single homogeneous set Of primitive terms*. /finally, the.model asauM's that the
various levels of the systemcombunicate withiech other only via their respective
lexlcons-.

.

l

- 0

1

.k

5

0

1.ok
,

"

..a

..,0 .. ../ .... .. w
.), - %

, .1 .. ka ,,r

ti.

r

a

,
11,

,9)*

t4,1

4'



It

0 0

0

... It
.

.
.. , .1, Oneleight also wonde hot/ the network proposal might &Lir if it were to , \turn.o6t.thit_in ordei"to properlyedispinguistl allioftlhe.senses An scise'.' )newel language.wi were forced o resirt to home myetem el geragntic-descriptiion

Oat cowld enly,be.defined by"e Type agrammar,if the lexicon Okre infinite.
*In such a case,the network proposal cobld remain,viable only 0 net4prk.could "

ir.

of.be constructed that would discrimieate all.,4 the lexical items. .8inclp the .Itixicon lu Unite, ghera All be stoma Type 3 grammar that (41ekly) genetatee alla the semantic escriRtiodi nyded. Further, for, any Nype 3 grammar.xhaiie islie neWork of the, ind t at Fay odd Cutler describe': Hence, for any semantic #lexicUn there ts a net, rk of the,nesded kind. The nodes In such'al network,
mlght boweyer have not tng.whatever to do witi the semantic properties re-prys eted in the lexlilon. The oxiseeneo of. ono' Typt4 3, grammar guarantets only
wosk generatton.of.the set,orlekical ittmaand thus,de6s motiguirSntee that the"v piaht through'the. network haw* A/thing-To ,lay about the lexical lime at theirend points., ,

0,

2., 1 wtsh to thank +1red Katz forsaalfiag this important problem to my atten%ion.

.t. Soo, ror example, the discussion and feterenellie tn Fodor, Bever andGarrott, 119/4, 184-388] awl yoRn mitt Hakee (1978s, (,hapter 13],

libMe uf these,clelmsoare hatred primerily on earlier r4pearch4 Soiupecialty Hurskun-Wltson (1173, 1975) and karmlen-Wilson and Tyler (193%):

MorLon and Broadbent (t9(/) describe their logogens as papsive elemente.
4

They wish to tmphaqize that therAis no search procedure:by which some"cou-trotting (aliment searches ,the lAtcon. Rather they envielon an adtess procedurein whtch there in no higher,levetactivity, but only a passi'Ve'acceptilice ofthis informutton provide0 by the lologens: The logogens themselves are alsopuristve In that tliey are not searching or examining-theOnput, but inerllyrwipouding to the presence of specifiC acouralc patterns;14.41

Though Mersion-WLIson' /Id Welsh (1978) atAiribute conSutationals'powere tothiflr memory slementi (cortusponding to logegens) they'stitl seem to regardthelr-sylrtem as panslive mince the computational activity that coTresponds toIllmearch provedu61 In in the lexicon itself and not in some sort or controfter.
0,

4Sl'IN0 i am ahsumingtthat any 4°881 of epeech perception le goliig C; have'to posit some active'processing
systsm'which Uses the outputt,or the lexlcom,whether or.not.it acttvely mearOles the lexiego, I will use pEfIrlme only withreforenco t,t) properties of individual memor'elements An tho lexicon. If theMoment, by whatever means', makes the "decfsion" to iicognize its04ord, thenit ip en .sictivt elemeng... If all of the elements respond to the same signel.4 awl meet be *earned 14 controller, they*e passive (see il).,

.
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6. Therldgogen model also seems to.predict thebNiheip whiliele occesio9e1 4 %
Limitereites of shas:imultanemovrecOgnirion of twp erlhore itimmolanothet 47.
phenomenon which ma nod to occur. " / ..l ..,

74 The empilical motiVatiO for tharhomogeneoes memory'claim comes entirely
,from:thi speech error data., There are alto s4yeral'plausibiliti oreirments
thaemightobeadvih,rd,on ite behalf.

1)- Suipose.iiiat thp memories inVblved'In notch prbduction and comprehendion.-41
are'all heterogeneous and that, each.44 the primitives of the different lerels of
.analyste in the system is represented* aiievence of the.primitives of the
memories themselves (sec Ill). /a sud,fi'a system bhe critical inforisation.to- %

te eaprimitives, as well an n the identrties of the 'various pritit vie rms appril

which the procestorrhust respond lied in the structure oflsome oncrtenation of

in it. Yhis entails Rii :Athe processore will huve to be able to dealtin two
levels of seructure sie04tansously; tlhey will have to beleble to maintain.the
sequence of thelr phYaical primitivosin order tb maintain the record of the,
higher order primitives used in some representationpand they will haVe to be
.alati to maintain the sequence of the higherporder primitivie*as tell,. We

, already know Irom Fromkires (1971) error data that the pfocessors invOlved, ergo
not orros pal in thils rdspect. "We do get reArranAetents of both, segments and
wordsfrom time'to time.. Thus, impoeing the requirement that the sYstem keep

A track ()rip levels of strueture simultaneously conetderably ihcreases ite .

vu1.nerahil10 to avtype ofarror we know it makes.

2,) We might.aVoid, tRe two'leyelp Ca'etructure by having a system which van
mapjeach of the linguistic primitives onto, one physical'prititive term., Thus
L114(processor,Oould keeli track of the identity of the linguistic primitiVes
hy'rehlence to the identity of the physicaleptimitives. The etructute of the
sequence of OhymiCal primitives would be significent et only one level. .,Un-
tortunately, t11.1.8 implies a,very large set of phyeical primitives. Thisitom
:imposes a particular burdeo on thd system. We may regard a memory as a
communtt;ation channel that linkeoa processor rich itself. As with any other
phennel, memories.will have a ceetain bandwldth..Roughly, tfie tore primitives
the' system recognizes the more slowly it Will operate (imagine a telegrapher
who has to distinguish two varieties ofv",dot"and two`verieties of "dash",
as opposed to one who need only, distinguish the usual one of each).tWhat I.
Optimal can only be determine4 by examination Of the chatacteristics and.task
or the processor and memory ih question. tin general, however, we cah Wey,
,thet systems employing very large'sets of prttatives.are'somewhat less likely
thau those emOloyinifrelatively few, .,

,

'

I) Returning to the oding ilibesihtliey, we,shauld note that there is
less inherent constraint 011 a system that contateoates physical primit4ven to
represent linguistic primitivde. in principle,Anich a system could represent
nm differalWpritl.tives, where nwthe longest sequence of physical primittves
the systrim may regard at repreiehting a singleainguistic prititive.(thls is Ats,

a machine level "Word length") and 'piths number of physical:primitives the eyeless,

discriminates. If nm is greater than the total of lingaetic-primitives

211 c..
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many linguistic prtmitives, ot too few, and result in tho speaker.havigg
itagnificaptly grammerthan Ither pamfetkasof hisrlinguistic cOmmunity.
4n fther words; t e kpding posalbflity complicates the langtoge learning problem
someahat. ,',' '. ' .-Y . ' k .

/-

,

,0**, 0'

. 4) Finalli, Once, at Idiot sole language disorderd haVe been shown to
be associated eitii damage tp specific parts of this braip, the asiumption of.a
hotetogenapue memory, especially one based on ihe coding notion, moves us
somewhat further away from an echountpf match disorders. If linguistic
primitives. are lepremented by ome code on physidal primitive's, we migh reason-ably expect that similar physical primitives would be available in other parte-.
of:the brain. Thus:one might expact somewhet`greater flxtbility in the
assignment. of lingukait* ftpiction to other parte of)adamaged brain. Why
couLdn't linguietic piocimming, especially givep its' vital role in the Rea
of the organism, be ilndertakaalomerivis sleet

8. t du mit wish to claim that this lisCia exhaustiveonor that it ia not
exheuscive. .At this point I have neldee.'whether or how A cot can be Made
tietween, for xmnples representations of stylistic factr, or representations
0( prhgmatic facts, and the representations of semiettic facts in the semanutc
lexiuun.\ ItAssiy mai be that we!11 ultimately need a theory'with one or more
'additional lexicons Obrcopeovith these dimensions of testi:al use. Though Ihave nu doubt 00 Put clp be made, nd must be made, between ropresentatiohe
of-linguistic knOileOga an repreaentations of practical knowledge, someliplation'Tint be provided between these two. Unfortunatelyo I:see virtually no way to
cunstratn.spiculations on thietreletion at this time. .

a

4

9. some sentences( when prod cad normally, are virtually impossifile to ngmentAto words, e.g., "Maros eat ate, apd does eat oats, and littleilembs eat ivy."
'The example its typically he rd ste something like l'Ilersey dostec and dowry doats,angl little homey dim." as shows, it seema to me,' that the existence of anItem ih Um lexicon in dot ufficient to.make ghat item recoverable from
the speech stream. Thum we seem to have need of aprotedure, ixternal td
the lexicon, whEch performs lomat a preltminary,segmentation into morph.***ur Worda. Others have dEawj jitt. different conclusidns from the 96114 data.

that all cells but one will have been suppreshd
theory will ultiMately have to provide some

ml pf this sort. For the moment l'see no basis
tato mechanism within this theory. "It is possible,

al iliusiOle mechanisms.

1.1. The word boundartes arry'a speciall'bUrden for COordinating 4hs work of',
the thrift proceemore. 4Lnc. the throe procesaoislwill coemuntasts only by iiyof their respective:lex one (ise below).*e will need to mum that word,

'boundaries aro *aLntety4d by All three processors and that the biundiries
t themselves are.index Thum the material falling between boundaries i end'Atkin ach Of',44: re. processors will refer to corresponding portioiia of 'theinput` strIA11,

6
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12. 'A deeOliWproposal.gbout hI4iby which* actie context may hove
effacip has,,n t yet bdeti\liokkid,out. en ,p he gyn actioeategories are -

. aly parsed the above%ptoposal has. he disaavant go that it require, a
, di rent patt 9, qf eisponee (rom.thei coils than th t used in oth.r phholes o
the ation Ofgthe syntactic liknicoh Where ordingrily ccii. withdraws

.

on discovery Of i mApMatch with inptit',.here itould 6 required to- wIthkaw
.* when it matched. Tha inverse of this próposal tit also unattiactive. If we

have the syntactic systemAltshamit 4 list of the miyntactic categories which
, pAn Annear in the next position, we 'will have to have those cells.thett de not

matchrthis descriqlon withdraw. .if more than one category is, named in:.
the cotitext ntatement, the entire lexicon wila withdraw.. For example, the
context nignal following receipt of a deltermther might specify that the next,'
itetorcoutd be is noun or an adjective. .This would muse all non-nound eswell
am all non-adjectives, i.e., everything, to withdraw.

. ;

A more attraclive propooth 'memo feasible tU we take accohnt of Chomsky's
eaggention (1912) that syntactic qatigories be regarded ae feature bundles rather

4,than as primitives of the lyntactic syetem.. Wring gackendoff's feature
.N

system (1917, 13),we can specify the properties of what may follow* each of the
ulemouts of a simpie sentence in something like the following manner'. On "

to.recognition of an initial proper.noun, the syntactic processor tressmits tnto .1
thelexicon the information that the nextlagMbpt mint be marked (a Subjeq,
it Object] assuming canonical order,. Mils nuppresees all itegi having a contrast

1

in marking b twoeu these two features e.g., noun's, preposItiqns; etc. Similarly,
recogifition f a main verb induces the nystem to specifYthe next element as

of sn article leadsto the predtetton that the following element will be mark d

i [hleetl [-Objiirtj) thun nuppronsing all verbn and models. The

[-, ()bleu, - DeterMinet), thug-nuppressing eve;ythOveXcept nouns, adjectives,
adverbs, and certain quantifiern.

Thin proposal must be further.'refined to deal with the occasions where
csnonLcaltorm in violateq.' This can he done in.the course of dealing with
another problem which.Oe syntactic proceeeor rat, handle. 114I primery function
of syntactic analysis in comprehension,te'the Aeltneation of the phrebal
contitliutentm of the incoming sentence and the hierarchical relations among
these. oite way to deal with thin problem ftt to:posit. a net of% elements which
thp nystrtle processor may insert Into a ntrfag during codprehension. Tillage
olomunts correspond to brackets and there munt be several varieties of them.
Furthermore, the system of, brackets can tie discriminated,by an extension o!

)(111thesyntaettc feature syntim.t4
.%

0

r
,civen aneumpsions such as"these,. we coin allow foi non-canonleal sentences
giving priority to the aesignment of biackets rather Chan the anticipation

ol tfie syntactic character of upcoming olements of the strehg. The syntactic
systtlm tentatively ensigns bracketing to the incoming.constituent as soonI
am Its syntactic properties are recoveired from the lexicon.' Violations of
canonical order of the kind that =Or with conjoined qtrings of nouns or
verbs, or with various Ativerbiel phisinas, are typically phonologically,

,

mnrked in the finai,syliable before'the,divergence occurs. We, 000it 0
hierarchically ordered system of,Oisoket type4owith thek type implied by

4

4

2'1'1

4

I
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canonical order at thstosi of the hierarchy invoke4 for any particelar syntactic
environment. The phonabsteet011ormition associated*with fon-canonical
bounderiesircan thlp be Used to cue the iyntactic system to teplace the (

canoniCalOoue4fry type with some type that occursAlia lower lkyel of-the
hieraccfirs.! The syntactic context signal transmittlOrinto the syntactic
lexico4 dtri4 receipt of a new lexical,item would thenfie determined by the
character of the immediately preceding boundary Afrkek,,not by the imateliate1y,'
pregeding.lexical item.

13. Note that tfie impirical distinction between the pre4ent. theory and that
of, Maralen-Wilson and Walsh remains even if the syptactic system communicatet
with the semantic system at the ends of linits smailWthen the a ause. If
informhtion peseta from one level to the next more frequently tha4, suggested,,
tho twO levels of analysis can etill never be fully simultaneous. 4onr impact,
of semantic analysis Will alwaye have tie await syntactic analysis.'

14. There is no mechanism for dtrea coordinatiop of the three processOm.
Rather coordination in achieved at.the end of each claque when'the contents of
the three"processorm aro reed out into their respective lexicons. This is
presumed to be coordinated by reference to the.indexed morphemi houndertee
'provided (see Note IA, Roughly, the three processors must "select" coordinate
furms,of the same lexical itam with theym4pria each transmits between.boundaries
and'I-C I, or some sort of reproceesing routine is invoked.

V. More specifitally, the suggestlon i4 that soisnntiC arrore occur when
the semantic system is commueicatAng with Ube syntactic systemlifter the semantic
integration of theutterance is complete, iihe original conceptual reprepentation
Ls no longer avaiAable.. The.semantic processor reach' out its contents into
the semantic lexicon. As_each.item ie recognized, it: causes its mate in the .

syntactic lexicon to he relayed to the syntactic processor. If an error were
itoloccur at this stage At should refleet semantic constraints. The initial
description of each item is in semantic terms,and the cells in the semantic
lexlcon will, of course, asilee4 inputs in semantic terms.

In the syntactic lexicon the situation is a little more complex: Many
ittimn in the syntaettc lexicon will have the sem syntactic propertiee Wsolt110 .

one or mors:6ther items. "in order to keep the/militant distinct it will be
necessary to _supplement each syqtactic description with a quasi-phonemic
"description of thu item. These (fuasi-phonemic representations must have two
properties, a) they must rimpeesentat least pert of the inforMation about
distinctive feateres provided by,a systematic phonemic description or an itt$C.
tnd 10 they must funetion, an indivisible units et the'Jayntactic levelt They.are
Wit regarded'asu a kind of co4lex primitive term; they are;complex because the
symtem recognizes their internal structure, butlhey_are primitives since
'their parts cannot be 90eripd on in 'isolation. On these aseumptitinstmala-J
froOismn are primdqted am troA occuring 14 the lexical_selection process
occuring after the'syntaetic inteoration of the utteyante. ',Syntactic ..

deecriptions or items are trafispit7Ad into the lexiAne'llince both the'

0
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properties of the incoming.deicriplions and the content of the lexicon, are ,dem:F.04d in syntactic and quasi-phonemic tome, the epochs that occur will.reflect these kinds of constraint. T1at4s, we expect! error words seleceed atthis levtil to resemble their targets in both syntactic and piAleMic structure:
4,

By treating pluinemic segments se complex primitivei rather than festurqMairices, we get a further prediction that there will be a potential class,of segment-sized reordering errors ouch as thode reported by Fromkin (1971).. Since the phonemtt system clearly must deal in feature matrites, we cannot as ."readily predict thils ',int of error at that level since the unit on which that .IsieLoperates, the feature, ia not: the unit of thfW error type..

.
,

. ,16. Zurtff (l9-0) hasAiscussed^some current work 'on Broca's aphasia that, la' 'paxtreularLy interesting in this.connectioe. Though Most Investigators haveciaimed that agrammatie patients (those who produce "telegraphie" speechlacking most grammatical
morphemes, inflections, itc.,) have essentially .unimpaired comprrhension ahility4.7.6riff argues that eheme patients,do ln facthave ccomprehension deficit, and:turthermore, one that closely parallels theirproduction deficit. Even whete problems of effort and memory are controlled':for, agrammatic patients were unable to correctly une auxiliary verbs, ,prepositions, etc., .Ln several comprehension studies Zuriff discusses.

4 "

iSomething like this pattern of results ts ptedicted by'the present ,theory if the Ontactic p ocessor Is removed from the system.
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