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FOREWORD

This publication contains the annual report of the Depar.ment of
Computer and Information Science and abstracts of research which has been
carried on during the 1977-78 academic year. This research has been
supported in part by grants from governmental agencies and industry, as
well as by The Ohio State University. Sponsorship with units other than
the Department of Computer and Information Science is identified at the

end of an abstract.

The Department of Computer and Information Science is a separate
academic unit located administratively in the College of Engineering,
operating in part as an interdisciplinary program with the cooperation of
many other departments and colleges throughout the University. Under the
department is the Computer and Information Science Research Center which
is the publishing outlet for a technical report series. Research of the
faculty and graduate students in the Department ofAComputer and Informa-
tion Science is reported periodically in this series. A bibliography of
the research reports publiished by the Center is included in this publica-
tion as Appendix G. Copies of some of these reports are still available
on a complimentary basis from the Computer and Information Sciencs
Research Center,The Ohio State University, 2036 Neil Avenue Mall,
Columbus, Ohio, 43210. Titles with PB or AD numbers may be obtained from
The National Technical Information Center, The U.S. Department of
Commerce, 5285 Port Royal Road, Springfield, Virginia, 22151, in paper
copy, magnetic tape, or microfiche. There is a nominal charge for their

service.

Marshall C. Yovits
Chairman, Department of

Computer and Information Science
Suly 1, 1978
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1. THE ANNUAL REPCRT OF THE DEPARTMENT
OF COMPUTER AND INFORMATION SCIENCE

1 H

o

Computer and information science deals with the bcay of
kno#ledge concerned witn the quantitative relationships,
concepts, theory and methods common to the processing ana
utilization of information, ana with the theory and operation
of the systems which process information. The study of both
natural ana artificial languages as modes of comsmunication
and of natural and artificial systems which process
information is funuamental to computer and information
science. Comnon properties of information are induced
logically by the study of specific systems and specific areas
of science and tecnnologcy wnich have a concern with the
handling of information. Information is definzg as czta of
value in decision making.

- QRGAJIZATIONAL STRUCTURE

Ine Department of Computer and Information Science is
separate acadzmic wunit Jlocated administratively in +th
College of Engineering, operating in part as 3
interuisciplinary program with tne cocperation of many othe
gepartments and colleges throughout tne University. The
gepartment was organized in 1960 ana achievec departmental
status in 1963.

V)
b e VR

UoJECTIVES GF TuE DEPARTMENY

The program at 1he Onio State University emphasizes
education, research, service and the professional practize
ana application of computer and information science. Tne
educational program offers undergraduate and graauate ueqrees
tnrougn tne Pn.b. Tne research activities wnicn ars a
central part of the program consist of 2 broad concentuai
base supported oy a numocer of contracts and grants as well as
by tne university. Ine oroag core research orogram and these
other research tasks interact to form an integratad
framework.

BIGHLIGHIS OF OEPARIMENT ACTIVILIES, 1977-78

Ihe Cooperative dork Prograc for undercraduate 7ajors
in Computer anud information science betvween the
Department of Computer anu Information Science and
business and ingustry completeo a hignly succassful
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Page 2

first year. Tnere are 104 active undergraauate
majors participating witn 20 companies in the Ohio
area.

tirst CIS Aluani Day

Tne Ohio State University Department of Computer and
Information 5Science’s Alumni Day was held on
Inursday, May 25. uUur approximately 1500 graduates
were invitea to return for a visit with the
Department anu the University. Joseph #eizenbaum of
MIT was the featureu speaker. He spoke on "Ethical
Issues in Artificial Intelligence® and on *Computers
ana the Image of Han',

Enrollment in all courses was 7,528 for the four
quarters of the acagemic year.

Degrees awardeg were 8 Ph.D. degrees, 54 Masters”’
degrees, 1<b paccalaureate aegrees,

Cranis:

l. Methodologies ror Computer Program Testing. U.S.
Airforce of bScientirfic Hesearcn (AFOSR 77-3416),
Principal Investigators: wpalakrishnan Chandrasekaran
and Lee J, nhite,

2. Development of Information teasures ana Their
Application to a General lheory of Information Flow
ana Analysis, wational o>cience Founuation, Division
of science Information (NSF-DS176-21949), Frincipal
Investigator: Marsnall C. Yovitss

3. Performance Measurement Methodologies for tne
Design and Analysis Information Systems, iztional
Science Foundation, (NSF-=-51575-21648), Principal
Investigators lhomas G. Delutiss

4. Researcn on Data Secure Systems, Office of haval
Research, (URR-Kin0014-75-C-0573), Principsl
Investigatort [David K. Hsiaos

5. Theoretical Researcn on tne Translation of Pkrase

9
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Structure Languages, U.5. Air Force of Scientific
Researcn (AFOSR 75-2811, Principal Investigator: H.
william Buttelmanns

6. The Dow Cnemical Fund in Compter and Information
Science, Dow Chemical, U.S.A. (3527), Principal
Investigators: Marsnall C. Yovits, Stuart H.
Zwepen.

7. Early Run Time Estimation, U.S. Army Research
Office (DAAGZ29-77-0-01865), Principal Investicators:
Sandra A. i#amrak

8. Processing Systems from a DBMS and User
Perspective, Army Resarch Office (DAAG29-77-6-0203),
Principal Investigator: Thomas G. Delutis;

9. Tne Distributed Loop Computer Network, hational
Science Founcation (#CS 77:25490), Principal
Investigator: king T. Lius

10. Properties of Axiomatic Data Specification,
National Science Foundation (MCS 78-0261%), Principal
Investigators Laniel J. Moore.

A pew graduate program option was added as Option IX
for tne stuagent specializing in hardware and
software.

Eaculty appointments, promotions, leave of absence,
and resignations:

Thomas G. DelLutis was granted leave of absence to
Join a team assemvled by Boling Computer Services anu
System Research Corporation to dgevelop a nuclear
safeguard system.

David K. Hsiao was promotea from Associate Professor
of Compter and Information Science to Professor of
Computer and Inrormation Science.

Ming T.Liu was promoteu from Associate Professor of
Computer anc Information Science to Professor of
Computer and Intormation Science.

10



Page 4

. Cnarles J. Shucra, Jr. of Indiana University,
Pennsylvania, was appointea as Visiting Instructor.

Norman K. Sonaheimer resigned to join the staff of
Sperry UNIVAC in Philacelphia, Pennsylvania.

Neelamegam Sounuararajan of the TATA INSTITUTE OF
FUNDAMENTAL RESEARCH, BOMBAY, INDIA was appointed as
Visiting Assistant Professor.

Bruce . Weide was appointed as Assistant Professor.
He comes from Carnegie-dellon university.

Lee J. nhite was promoteda from Associate Frofessor
of Computer anc Information science to Professor of
Computer and Information Science.

flational Recognitions

Two of our graauate students sere among the four
winners of the American Society for Information
=>cience Doctoral Forum Competition. They are John S.
Chandler ana #viilliam S. Stalcup.

David K. Hsiao continues as editor of Transactions

on Database Systems. file also continues as a member
of the CGoverning Board of the IEEE Computer Society.

Richard E. Parent was selected as one of the four
winners of the 1978 ACM Doctoral Forum.

Jerome Rothstein“s paper entitled "Toward an
Aritnmetic ror Parallel Processing® was notea the
Most Jriginal Fraper® by attendees of the 1977
International Conrference on Parallel Processing,
Bellaire, Michigan.

Marshall C. Yovits was elected to another 3 year
term on tne Computer Service Board. He continues as
an electea member of tne ACM Council, reoresenting
the East Central Region. e also continues as editor
of Advances in Computers, a hard cover series
published by Acacemic Press.

11
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Those

ram of the Department of Computer and

INSTRUCTIONAL PROGRANMS
cience is oroad ana extensive.
instructional areas whicn are emphasizea by the Department of

Information
3. Tneory of automata ana theory of computation

l. General theory ot information
2. Information storage and retrieval
0. Computer programsing, including system programming
of programning languages
tecture anu organization

7. Theory and processing
B. Digital computer archi
9. Numerical analysis

U, Man-machine interaction and systems
Il. Formal and computational linguistics
12. #Management information and systems

14. Social, =conomic, and psycnological aspects of

Ine prog
Computer anu Information Science are as followvss

4. Artificial intelligence
5. Pattern recognition

receivea

13. Biological information processing
information production and processing.

The number of stuwuents enrolled in all courses was 7523.

125 students received baccalaureate cegrees, 54

degree, and 8 students

The number of applications for graducte

Ninety—-two graduate

There was a

faculty. For

335,

information
of

ang
the College

received support from the department.
chosen

A of
stuuents received tne M.S.
PH.D. degree.
total of 21 full time faculty and 13 parttime

tne
additional statistics see Appenaix A.
in computer
in

total

stugy waguring this period was
students

the

students

anag Sciences, and tne College or
particular program

the

Undergraduate Programs
degrees
are availaole to
Engineering, thne College of Matnematics and Physical Sciences
Sciences. The
program in tnhe College of Engineering

sCience
engineering science.

of
inis program

the College of Arts
Aaministrative
is
specialize in computer anu information
with a core of computer and

Unaergraduate
gepends upon tne stugent’s interests anu career ob jectives,
degree of Bachelor of Science in Cowputer and
acesigned for
Hence,

The undergraduate
the
engineering environment.
student
and
botn deptn ana breadth in computer ana information science

#ants to

leads to
Information Science.
student who
science from witnin an
program provides tne
information scisnce, mathematics,
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are assured by specific required course sequences in several
areas of engineering ana science yet, sufficient flexibility
exist. so that a student can elect a portion of his technical
work in order to develop his individual interests.

There are two undergrauuate programs in tne College of
Mathematics and Physical Sciences. These programs ‘ead
eitner to the degree or Pachelor of Science or the degree of
Bachelor of Arts with a major in computer anu information
science. The programs are cast in a literal arts setting and
are similar 1in_ content. The Bachelor of Science program
provides a somewhat more technical and thorough education in
computer .ana information science and mathematics while the
bachelor ot Arts program is somewhat more flexible and
provides an opportunity to relate computer and information
science to soma other discipline

- The  undergraduate program in the College of

Administrative Science leads to the degree of Bachelor of

Science in Business Administration with a major in computer
and information science. This program is designed for the
student that is business oriented and desires an eaucation in
computer and information science and a general education in
the administrative sciences. 1ne program’s objective is not
to make a computer specialist out of a student, out rather to
enable nim to recognize tne opportunities to use the computer
in his managerial activities, to know wnat to expect from it,
and to know how to communicate effectively with computer
specialists so that computerizeo projects will be properly
handled from a technical as well as a managerial point or
view.

Graduate Programs

The Department of Computer and Information Science
offers graduate programs leading to both tne Master’s andg
Ph.D. degrees. The graduate program leading to the Master’s
Degree is available in nine options.

Pption 1 for tne student desiring a theoretical
founcation in computer
and informat ion science.

Pption IIL for the student specializing in administrative
systems,

Qption 1Il for tne stuaent specializing in computer
systems.

13
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Option IY for the student specializing in numerical
analysis.

Option ¥ for tne student specializing in operations
researcn.

Option YI rfor the student specializing in biomedical
information processing.

Qption VII for the student specializing in
administrative science.

Qptiop VIIL for the student specializing in mathematics.

Qption IX for the student specializing in
naraware and software

Eacn of these options provides a background in several
aspects of computer and information science, as well as
additional matnematical sophistication appropriate to the
student’s interest. Each of the options may lead to the
Doctoral program in computer and information science, and
each may be taken with a thesis option or without a thesis
option. (See Appendix B for a listing of courses by numter
ana title.)

All courses of study at the Master’s level require
completion of a core program in computer and information
science, together with the required courses specified for one
of the options and additional courses as specified by the
student’s adviser. The core program includes courses on:
Principles of Man-Machine Interaction, Numerical Analysis,
Computer Systems Prograrming, Advanced Computer Programming,
Digital Computer Organization, Data Structures, Mathematical
Foundations of Computer anu Information Science, Introduction
to Linguistic Analysis, Modern Methods of Information Storage
and HKetrieval, any Auvanceu Seminar in Computer anu
Intormation Science.

The graduate program leading to the Doctoral Degree in
Compter and Information Science 1is flexible in that it is
tailored to the particular background and interests of tne
individual student. These interests may lie in any one of
the research and instructional areas already listed as well
as in many other cognate areas. A cognate fiela is defined
as a field supporting or closely related to the fourteen
Departmental fields and is ordinarily specified by en

14
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integrated program of study in other departments of tne
University.

Course Qfferings

Currently there are about 74 courses (each one quarter
in length) offerea by the Department, 19 of which are largely
undergraduate witn the remainder pe ing upper level
undergraduate and graduate courses. In addition to these
courses tnere are over two hundred courses offered by a
variety of departments of tne University which are of
interest to our graduate students who are encouraged to take
these courses.

Eaculty

The Department or Computer and Information Science has a
full time faculty or twenty-one members at tne assistant
professor level and above. They have a wide range or
backgrounds and experience. The apove faculty is
supplemented by starf who have joint appointments with other
departmentsi by statr from other departments who teach
courses primarilé for Computer and [nformation Science
studentss ana y adjunct staff people who are employec in
Off campus organizations w@who teach in the Department of
Computer and Informtion Science (bee Appendix C). There are
currently a total of about 13 supplemental staff in this
category.

FACILITIES
Computing EFacilities

Computing facilities available to students are among the
best in the country. The Instruction and Researcn Computer
Center (IRCC) maintains an AMDAHL 470 V6 Model 2 with batcn
and timesharing terminals throughout the campus. In
addition, the 1rCC/CIS Computing Laboratory has a
DeCsystem—10 with bpatch and timesharing facilities, and a
MICRUDATA 1020 witn a microprogrammable control store, which
are usea mainly by the Department ror teacning and research.
Ine hardware connected with tne DECsystem~10 includes several
CRT character terminals, a graphics CRT terminal, and a
CALCuMP plotter.

15



Mechanized Information Center (MIC) Page 9

The University Libraries have a university centered
information services organization called the Mechanized
Information Center (MIC). MIC operates as a department of
tne University Libraries and has both batch and online searcn
services. 'The MIC batcn services are unique to the O3U
Libraries. There are both retrospective, or one-time,
searcnes which provide a reveiw of the past literature, and
current awvareness, oOr updating, services whicn continually
scan tne newest literature on a regular scnedule. Batcn
retrospective searches, <covering the past three to four
years, are available 1in science, sccial science, ano
education. Batcn curent awareness services, which provige
bi-weexly or monthly updates, are available in science,
social sciences, ana education.

MIC also orfers online retrospective seacnes throuch the
facilities of three organizations outside O0SU: Lockheed
Informsation Systems, 3ystems Development Corporation, and tne
Department of Energy. Tnere are more than 90 data bases in
all subject areas covering tne past two to ten or more years
of literature.

Health Sciences Library

ihe Reference Department of the Health Sciences Library
offers online searches of several biomedical data bases.
MEDLINE, primarily a computerized version of index Medicus,
provides coverage of worldwide medical literature. Related
data bases include  TOXLINe and  CANCERLINE. Both
retrospective and updating services are available.

RBeference Oepartment. MYain Library

The Main Library Reference Department provides online
searches of the ®New York Times INFORMATION BANK. This
contains references to articles in the New York Times (back
to 1Y0Y) as well as other newspapers and perioaicals (back to
1972).

IThe Ohio Colleye Library Ceater (QCLC)

The Ohio College Library Center was formed by the Ohio
College Association in 1vo7. The Center operates a shared
compterizea library network connecting academic, public anu
school lioraries in 45 states. Tnis system nas over 21390
specially dgesignea IKRY terminals in over 1600 institutions
that participate on-line. The Ohio State University
Libraries participate in this system anag faculty of the

16



Page 10

Department of Computer anu Information Science cooperate on
researcn projects with the Center,

INTERACTION vITHIN THE UNIVERSITY

The Department ot Computer ana Information Science
interacts with other departments anc research programs within
the University because of the multidisciplinary nature of the
activities encompassed in this field. A numcer of the
academic faculty have joint appo intments in other
departments. Stafr members of the Department of Computer and
Information Science have appointments in the following
departments and organizationst

a. Accounting f. Instruction and Research
0. Allied #edicine Computer Center

Ce Art g. Mathematics

a. Electrical Engineering he. Psychology

e. Engineering Grapnics i. University Libraries

Jo University Systems
Computer Center

INTERACTION WITHIN THE COMPUTER AND INFORMATION SCIENCE
COMMUNITY

Columous, Ohio 1is one of the major centers for
information science and for tne transfer of information in
tne united States. A numpoer of organizations are involvea
with twne activities of computer anc information science.
Tnis affords an opportunity for students ana faculty to
interact witnh appropriate personnel in these organizations.
Some of these ares

a. Chemical Abstracts Service h. Industrial Nucleonics

b, Battelle Memorial Institute i. State of Onio Department

C. Bell Laboratories of Financet Department

a. City National Bank of Hignhways

e. Columbus and Southern Ohio J« Columbus Board of
Electric Company Education

. Western Electric Corporation k. Onio College Library
g. Rockwell International Corp.

There are a large number of scientists who core to
Columbus in order to visit the Department and who usually
present a seminar. (Tne lectures anu seminars for the period
of this report are listed in Appendix D). Tnese persons

17



Page 11

cover virtually all phases of compter ano information
science.

In addition, our people interact at most or the maljor
technical meetings in this country as participants g¢giving
papers, assisting on panels, as attendees, and as orficials.
Hardley a major tecnnical meetiny in the appropriate fields
is held without a contribution from one or more of the
personnel from the Department of Computer ana Intormation
Science (CI5). A list of tnese activities can be found in
Appenuix E.

Hesearch efforts of the staff are disseminated to the
professionali community tnrough several publication channels.
A list of current puplications of the Department staff is
included as Appendix F. In addition, the Research Center
issues a technical report series (see Appendix GJ.

DOCToR OF PHILOSOPHY DEGREE

The Doctor of Pnilosopny degree was awarded to the
following students during 1977-78. See appendix H for a complete list
of Ph.D. dissertations.

Name Dissertation

Babic, UGojko Performance Analysis of the
Uistributed Loop Motwerk

Chandler, Jonn S, A Multi-Stage #ulti-Criteria
Approacn to Information Systen
Des ign

Cohen, David Design of Event Driven

Protection Mechanisms

Cohen, Edward 1. A Finite Domain-Testing
Strategy for Computer
Program Testing

Kannon, Xishnamurtni Tne Design and Performance of
a Database Computer
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Lakshmanan, K.B.

Marik, Delores A.

Parent, Richard E.

Page

Decision Making with Finite
semory Devices

Grammatical Inference of Regular
and Context-Free Language

Computer Graphics Sculptors”
Studio - An Approacn to Three
Dimensional Data Generation
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II. INFORMATION STORAGE AND RETRIEVAL

A COMPARISON OF THE PERFORMANCE OF AYL AND ONE SIDED HEIGHT
BALANCED BIMARY TREES

Recent research has proaucec results indicating tnat
both AVL anu one-sided heijht-balanced (0SHB) trees have
O(log n) performance charactzristics, wnere n is the nunier
of nodes in tne tree. But the techniques developed leac to
two conjectures: tne actual periorunance of OSHB trees is
inferior to that of AVL trees, and insertions in CSE2 trees
are more complicated than are deletions in OSHB tress. iha
later pnenomenon woulo, if trus, be counter to what is
usually observed in data structures.

Experiments are currently b>2ing performed to investigate
these conjectures, Initially, prograss are being JEVQIGpsd
to implement tne USHB insertion ana 8eletion ‘netnods proposed
in previous researcn. Subsequently, the performance of ihess
programs will oe measured on different classes cof binary
trees, anu conpared #i1th AVL periornancs studies.

S.H. Zwiben

IMPLEMENTATION AND USE OF FUNCTIONS FOR EVALUATING THE
EFFECTIVENESS OF AUTOMATIC VOCABULARY CONTROL TECHNGQUES

Ihe main purpose of vocabulary control in printel
keayord inaexes derived rrow natural language text is to
reduce tne amount of concspt scattering which would otherwiss
resuit irom tne wany inflectional and derivational rorms or
words used to represant tne varisus concspts. T[he intznt of
tnis researcn is to aevzlop anc irplement an oojective and
quantitative mrethou for evaluating the efrectiveness of sore
automatic vocaoulary control techniquces being stuaiec (see
separate avstract). Implementation of two rucently ueveloaped
vocavulary control evaluation fuacticns (vCecks) has just veen
completza. As desCriv2d in last year’s report, onz function
is baseu on the ingex =niropy aporoacn anug tne otaer cn ingex
usage paraimetars. Use or these functions to =avaluate the
relative erfectiveness of sone stemning algorithms for
automatic vocabulary control is currently in procress.,

A. k. vretrarca, w. S. Stalcup
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IMPLEMENTATION OF A STEMMING-RECODING ALGORITIM FOR IMPROVED
YOCABULARY CONTROL [N A NATURAL LANGUAGE AVUTOMATIC 1NDEXING
SYSTENM

The oojective of tnis research is tne uevslopment and
implementation of a stemping-recoulny algorithm for improved
vocavulary contrel in a natural language automatic inoexing
system. T1he algoritnm uevelopec in this rssearcn is baszag oA
approximately 5WJ morpaolozical suffix rzmoval rules, so=e of
wnicn were auopt.u from previously reporied stemming
algoritnisi tne rest originateu from this research througn .
the aid of forwarc anu reverse lexicons generated from 2 10
token sample (7 x 1ot type saiple) estractea from 10° natural
language titles of journal articles. A character trees of
approxinately 200U nouss 1acilitates autosatic searching of
the steaming rulss as they are anplied iteratively to
succzssively generated woro fragaents. Implementation of the
algoritnm for improved vocavulary contirol in an a2utcratic
indexing system, the Lounle-xuIC (L-#%nIC) Cooruinate Inuexing
syst=m, is currently in progress. Also, tne effectivencss of
this algoritns for vocavulary centrol is currsntly being
evaluatze by oojoctive ana guantitative tecnniques cevelonec
for tnis purooss (see separate aostract),

A. Z. Petrarca, . 5. Stalcup

A METHODULOGY FOR THE PERFORMANCE OF EVALUATING DATA BASE

SYSTEMS

. ,

The ¢oals or tnis research are 1) to formulate a
methodblogy which charactsrizes data bass syste:rs for the
purpose of evaluating their behavior under system usagz, anc
2) to provide a realization of the metnodology whicn executes
in 8 giscrete event digital simulation environment. The
methodology is specifically designed for investigating d=ta
base systen ovehavior witn respect to application processing
requirements, data base software, data oase orcanization, znd
data oase content. :

The methodology hzs been apolied to the analysis of botn
network ana hierarcnically organizec data base systems;
notably a personnel data base supported by 3 contemporary
DBMS,

Future plans include the continued enhancement of the
IPSS/DB5 simulator which is 2n inplementation of the
netnodologv, further applization of the simyistor to DBMS
system performance; and further investigation into
validation of performance evaluation isethodologies.

T.G. DelLut iS, J.D. Brownsmi th
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OPTIMAL INSERTION [N ONE-SIDED HZIGHT-BALANCED BIIVARY TREES

One-sided heignt-balanced binary trees have been
proposed as an alternative to th2 more general AVL tree in
order to avoid some of trne balancing information that must be
carried at each noda.

It is shown that an arbiirary insertion into such a
structure can be perrormed in J(log n) operations, where n is
the number of nodes in the trez. In addition this result
cannot be reduceu in order of magnitudz. Coupled with
earlier results on ona-sided height-balanced trees, it
demonstrates tnat insertion, deletion, and restrieval in these
structures can be performed in 2ssentially the same time as
the corresponding operations for AVL trees.

S.H. Zweben
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GENERALIZED THEURY OF INFORMATION FLOW AND ANALYSIS

Researcn has been underway for a numer of years now in
an effort to develop a ftundamental theory of information flow
and analysis. #ore specifically the research attempts tos
(1) 1identity ana quantify important variables anu parameters
in tne information flow processi (Z2) establish relationsnips
among tnese variaoless (3) apply the tneory to oractical
situations anu to examine tne resulting implicationss and
(4) wuevelop waodels, bpoth simulation and experimental, to
utilize ana validate the theory. We have made considerable
progress along those lines ana feel tnat we have developed
tne basic elements cotprising an information tneory.
Furthermore, on the basis or our theory we have developed a
power ful anu flexivle simulat ion model of information flow in
a decision-naking context.

Wie have related information to decision-making tnrough a
so-Called Generalized Information System model. rie have
identified end defined the various uncertainties Tfacing a
decision-maker andg relate information to the reduction of
these uncertainties. fe are able to derine a Decision State
and snowW how aecision-makers will modiry their Decision State
by comparison petween actual ana expectea outcomes resulting
from various course or action.

lve have presented a sclection rule by means of which
dec ision-makers can probaoilistically select appropriate
courses of action depending on thelr knowledge of the
situation and tneir confidence in the available data. He
show how decision-macers can learn and accordingly update
their becilsion State on the basis of feedback from decisions
already mage. dost significantly, we have estapblished an
average unique learning rule that applies to decision-makers
in a given situation as a function of their particular
Decision State ana two parameters, confidence factor and
learning factor, which characterize particular
decision-makers. We have defined quantity of information,
value of information, effectiveness of information,
dec ision-maker perforaance, and decision-maker effectiveness
and have developed unique relationships tnat hold on the
averags among these quantities, and we have develooed typical
curves representing tne relationsnips. Ve have also
determined typical average bounds on these curves. In
addition to tne basic theoretical work that has been
accomplisned, we have developed a sopnisticated and flexiole
simulation model. The model permits us to examine the
pehavior of information use in a decision-making context in
detall ror virtually any situation of interest. [nus We nave
vevelopeu much of a vasic thsory of information flow.
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Tnere are many unsolved proolems which have yet to be
considered. There are a numoer of extensions of the theory
which are quite important to consider as well as much further
analysis to pursue. For example, %e are examining structural
uncertainty, how it should be treated, and now information
relates to it. fe are considering ways to incorporate
negative expected values into our model. This extension is
quite siygniricant. We hope to discover anu define additional
measures anu to determine otner important relationships.
Further research on ceviations from the average curve is
ongoings.

Ine theory and moaels presented seem to be descriptive
or the decislon-maing process anug the way 1n wnich
information is used in agecision-making. It is important to
establisn the validity of the theory by actual experiments
involving human subjects. In particular, we must determine
procedaures to measure the various parameters we have dgefinea.

It is our ultinate ¢oal to apply this theory to real and
useful situations and to aescrive and measure the significane
and value of information in these situations. We hope to
apply tnis to information systems development, data base
manayement systems, informatiov retrieval, and to decision
systems 1in general.

#. C. 7vYOVits, L. L. kose, Jonn J. Gavin, J. G. Abilock
(>ponsor: wational science Foundation Gw: DSI 70~21%49)
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IV. PROGRAMMING LANGUAGES Page 19

APPLICABILITY OF SOFIWARE SCIEHCE TO WIDEk CLASSES  OF
PROGRANM ING LANGUAGES

Investigations during the last few years have produced
eXperimental evidence which suggests that there are
surprisingly simple wuniversal relationships governing the
construction of computer programs. These studies, toward the
development of a “Software Science", have generally involved
a small class of reasonaoly similar programming languages
such as Fortran, Algol, and vL/I. Tne objective of this
research is to investigate the applicability of tne
techniques of Software Science to other programming
languayes, sucn as LISP ana SNUBOL, which nave generally
dirferent characteristics anu application areas than those
previously studieu.

Preliminary data using LISP suggest a lack of fit of
some or tne Sortware Science relationships. Furtner studies
are veing undertaken to conrirm tne preliminary finuings, to
provide explanations for the observea penavior, and to
sugGest possiole alternatives.

S.H. Zweoen, W.E. Hall, G. wyant

-

THE FREGUENCY DISTRIBUTION OF OPEHATORS IN PL/I PROGRAMS

During the past few years, several investigators have
noted definite patterns in the distribution of operators in
computer programs, but have as yet not been able to produce a

satisfactory model which explains this observed behavior over
the wide range of data available.

This study concentrates on a set of production programs
written in PL/I. Using some basic relationships from
Sortwarg >Clence, ana a previously published algoritnm
generation technique, a model is constructed which is based
only on tne number of distinct operators in the program, and
the total number or operator occurrences.

=

The model provides a considerable statistical
improvement over eXlsting models for the PL/] programs
studied. It is currently being subjected to  further

validation, and certain refinements of it are being
investigated.

S.d. Zweben, The Onio State University, M.H. Halstead,
Purdue University
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USING SOFTWARE SCIENCE TO EVALUATE MODULARITY IH PROGRAKMING

Ke consider the effects on Halsteau’s Software Scierce
measures of various pregramning lianguage facilities for
reducing "similar" sequences of code.

Tvwo general methods of reduction are addresseds (i)
reduction cr identical logical and aritnhmetic expressions via
temporary variable definition and (1i) reduction of *“similar®
sequences or code via subprogram definition. In addition, an
attempt is made to characterize the environments in which a
particular reduction may be applicable.

It is shown that the Software Science measures appear to
be appropriately sensitive to reduction of similar sequences
of codes that is, changes in the measure can substantiate
some of the comnonly advocated "good programming style®
principles concerning rouular programming. In acdition,
aspects of techniques for measuring the Software Science
paranieters are discusszd in tnhe context of one’s notions
about various programming methodoslogies.

S.H. Zweben, A.L. Baker (Sponsors: Dow Chemical USA.
Project to. 3527)
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V. ARTIFICTAL INTELLIGENCE Page 20

AN APPROACH TO MEDICAL DIAGNUSIS BASED  ON CONCEPTUAL
STRUCIURES

It seems to us that an experienced medical diagnosticien
does not have his operationally useful medical Lnowledge
stored as collections of facts, heuristics or production
rules, but rather has a knowleage organization whose very
structure helps Xeep tne combinatorial growth of processing
under control. It 1is our thesis that the principles
governing such an organization can be obtained by a careful
analysis of the conceptual structure of the body of knowleage
used by tnhe diagnostician. For purposes of diagnosis, this
conceptual structure is viewed as a tree, wnere a node stands
for a particular concept and the successors of tnat node
stanu for suobconcepts that nelp refine that concepts e.q.,
hepatitis, wnose successors might be acute, fulminant and
chronic types of hepatitis,. Associatea with each node is a
set of procedures, which we call action opoxes ana whicn
deciue on the applicacvility of tne concspt to thz case at
hana. Part of such cecision making in a node is often the
decision. to turn over control to sukbconcepts and their
associateu action boxes to <check on their applicability.
lhus, in an aostract sense, the conceptual structure can be
viewea as a way of organiziny the 1invocation of procedures
available to the agiagnostician.

) One of the interesting consequences of such a view is
that there 1is a correspondence between the broad conceptual
organization of a wulagnostician and tne organization of
specialties in the medical community. The calling of a
specialist by an internist is not dissimilar, in our view, to
control being handed over to a subconcept in tne cognitive
structure of a diagnostician during the course of his
problem-solving. Accordingly, it seemed appropriate to
choose one of the oryanizeu specialties of medicine for such
a conceptual analysis, anuy we chose the gomain of liver
aiseases. :

In this abstract we present , for this Jomain, our
preliminary conceptual analysis, incluaing tne action coxes
assoc iatea with the nodes. ve uicuss some design issues poth
from epistemolojical and implementation considerations A
teeliny for the potential of this approach can be obtained
from our discussion of the problem-solving steps that such a
system would go computer.

"~

B. Chandrasekaran, S. #ittal, J. Smith
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BUS AUTOMAICN PATTERN RECOGNIZERS AND RET INAL MODLLS

Earlier work on bus automata as string and pattern
recognizers has been extended to pertoria immediate
recognition and determination of topolcgical properties of
plane figures. This eliminates what is probably the greatsst
shortcoming of perception type models anu visual systems,

Je Rothsthn
GENERAL1ZED ENTROPY, BOUNDARY CONDITIONS AND BIOLOGY

Tnough most scientists feel no need to assume the
existence of special *biotonic* laws ror biology, consistent
with, but essentially independent of physics, few claim
current rundamental physics ¢ives an adequate account of
biology. We propose tnat generalized entropy (including the
information-organization-measurement complex of ideas treated
in our earlier papers) provides an adequate framework for
constructing an essentially endlass variety of biotonic
“laws", It corresponds to freecom in design of complex
systems, which 1s essentially like that of Turing machines or
computers. Physical law underlies all designs, as with real
computers. Their behavioral diversity reflects the different
internal constraints, initial conditions, ana boundary
conditions characterizing the different systems and
subsystems. Irreversioility of metabolism or evolution
reflects irreversibiliity of measurement, subsystem
preparation procedures or setting up of subsystem boundary
conditions, as well as conventinal thermodynaric
irreversibilitys the former class involves the jzneralized
entropy concept. HMetasability, constraints, memory,
information transfer, feedback and otner concepts of physics,
biology, cybernsetics, and engineéring have harmonious roles
within this framework, which has essentially no ad hoc
Characterisitcs. All essential concepts have long been
implicit or explicit in physics itself or in operationally
formulatable physical methodologies. The fundamental lack in
previous piophysical theorizing can be characterized as
inadequate appreciation of the fundamental importance of
boundary conditions (in a generalized sense) for biology;
dynamical la#s, rather than boundary conditions, have
historically been given most attention. Goedel”’s
incompleteness theorems and the algorithric unsolvatility of
the halting problem for Turing machines lead to
incompleteness theorems and undecidability results for iho
behavior of complex systems. These are discussed ir reletion
to evolution, tne secend law of thermodynamics and other
topics.
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A KNGRLEDGEABLE PICTURE GENERATION SYSTEM

O

This research is concerned witn the development of a
system which includes the Knowladge Base ena Picture
Generation modules of a MNatural Language Grapnics (NLG)
system (see Annual Report and Abstracts of Research, July
1976 = June 1977, p. 24). It is intended that the system
should also provide some support for the natural language
processing components of an NLG system. Our system will
allow commands and questions, will draw and change pictures,
and will, on request, output information retrieved from the
stored knowledge. Whereas our previous NLG system used 2D
objects (Brown 77), this system will include 3D objects.
Knowledge about the parts and constructicn of objects will be
storeda in ths system, and will be used for both gzneration of
pictures and answering questions.

The development of a suitable representation language
for the description or objects underlies tnis research, and
has been describad elsevhere (se2 abstract "Knowledge
Representation Language Development® in this report). We
expect that advances will be made in both representation
language design and in tne representation of objects. We
will be representing objects in terms of object primitives,
and not, as is usually the case in Ccmputer Craphics, with
graphical primitives, such as lines. The interpretation of
the object primitives is both device-dependent ana graphical
- output method dependent (e.g. wire-fram¢ vs. shading).

For picture generation we have chosen to use standard
techniques from Computer Oraphics, but to implement tnew in
an explicit way that separates the various coordinatz systers
and transformations. This will allow represantation of an
object in the abstract, in a “world” with other objects, with
a view 1mposed, in a viewed 2D form, and in a
device~dependent form. This separation allows tne processing
of questions about each or tnese levels. For example, "whic
things support other things" is important at the vorld level
but -not at the screen levsl, whereas for "whicn lines connect
with which other lines" exactly the opposite is true. Using
this organization we will not only proviue a
question-answering capability in the system =~ itselfr an
unusual, and, we suspect, very useful facility -- but we will
allow tne system w0 have xnowlzage of the things being arawn
on tne output device, tnus allowing improveu person-macnine
interaction.
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The system is being implemented in LISP 1.6 on a
DECsystem—-luU computer, using a Plasma Panel ana Plotter as
output cevices. Support for the systen -— including the
representation language system and basic knowleage -—-
occupies avout 20k words, ana the addition of object
description will probably Jdouble that figure.

This research provides a foundation for an NLG systefi,
investigates knowledge-vaseu picture prodguction, anu is
concerned with improving person-macnine interaction by
allowing a blenc of question~answering ana graphics, anc Dy
considering the tninys aisplayea on the output cevice as
objects as well as pictures. ae expect that contricutions
will also ve made in tne areas or representation lanquace
gesign ana. tne representation of opjects.,

B. Cnanarasekaran, D. C. Brown (Sponsor:French
Fellowsnip)

KNORLEDGE HEPHRESENTATTUN LANGUAGE DEVELOPMENT

Inis researcn is concernea with ceveloping and
implementing a computer language for representing knowleuge.
1ne language is intendea to vz general-purpose, but is being
specifically aevelopeu for tne representation of ot jects in
tne Knowleage Base component of a wetural Language Graohics
(NLG) system (see Annual Report and Abstracts of research,
July 197o~June 1977, p. 24.)

Ine representation system is based on object-centered
aeclarative information-units whicn we call “chunks”’. Chunks
can De expressed in the language ana can be formed into
generalization hierarcnies, storing at each level information
wnicn is common to all ovojects at lower levels. Cnunks at
the lowest level represent inuividual okbjects. Defaults and
proceaural attacniment can oe used to provide voth context
free anu context sensitive uerault values for those values
whicn are required put have yet to pe snecified.

Access to and manipulation of the stored knowleuge is
provideu by several levels of user functionsi tne lowest
proviuginy access to small sections of cnunks, anu higher
levels providging searching capabilities. Execution of some
functions may trigger actions attacned to chunks higher in
the nierarcny, and tnese actions may themselves act on
chunks, or interact ~itn tne user to cneck or provice values.
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The language is being implemented in LISP 1.6 on ths
DECsystem-10 computer. The total lenguage system occupies
about 10k words at nresent, but w4ill increase as more
capabilities are added. However, not all of the system is
required to be in the memory at the time tne chunks are ceiny
used, anu we expect the “run-time’ storage requirement to be
more reasonable.

The languagz design is almost stable, with all major
components having been implemented. As the lancuage is being
used (see abstract "A Knowledgeable Picture Generation
System" in this report) we expect to make modifications and
additions as necessary.

B. Cnandrasekaran, D. C. Brown (sponsor: French
Fellowsnip)

A PERCEPTION BASED, DEVELOPMENTAL SKILL ACQUISITION SYSTEM

In tnis research, the objective is a methodology for the
design of a robot system which is capable of being taugnt.
This supplants tne traditional objective of puilding a robot
which is "omnipotent." A human master given new skills
(action-schemas) to tne robot wh2n needed. In so deing ne
also implicitly transfers his knowledge about the world in a
difterent form. Initially, the robot has no skills and
almost no knowledge. [n short, the robot develops in its
abilities anu in its “understanding."

Skilled behavior is perception-controlled. Any such
behavioral pattern is reducible into a sequence of bodily
mo veinents, eacn initiated and terminated by a perceived
situation in tne world ana not by any hypothetical situation
in a world model. When skills dafinea by a master are usad
exclusively almost no hypotnetical world model is nesded,
hence the nard problem of keeping a model consistent with
reality has been greatly reduced. A mini language has been
designed whicn allows a master to build, from chosen bodily
movements, perceptual abilities (taken for granted) and
previously defined skills, a new skill usinyg feedback, N
hierarchy and recursion.

A simulation for the robot is being puilt on a grapnics
terminal using a hypothetical world of a 3~floor building.

B. Cnandrasekaran, H. Jappinen
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STRAIGHT LINE PATTERN RICUGNITION WITH CELLULAK AUTOMATA

The work described last year has been extended and is
being organized into a dissertation. As stroke notation for
numbers is cumbersome, we were not satisried with achieving
imnecdiate parallel performance of all needed statistical
computations in that notation. We sought ana found fast
parallel algorithms rfor conversion between stroke and binary
number systems, found a parallel algoritnm for binary
addition and an "almost immediate" algorithm for binary
multiplication. The number of steps needed, if n is the
smaller of the two ractors being multiplied, is the k-fold
iterated log function (to obase 2), where k is tne smallest
number of iterations to reduce g(n) = logz...log2 n to no
more than 2.

J. Rothstein, J. M“ellby

TRANSITIVE CLOSURE ,PARALLELISHM, AND THE MODELING OF SKILL
ACQUISITION .

A frequent component of skill acquistion is increased
speed in carrying out procedursas, another the ability to
coordinate tasks simultaneously (in parallel) rather than
successively (sequentially). Finite state input-output
performance models, though useful descriptively and
conceptually, nead better than ad hoc patching up to exhibit
increased speed, increased ability to handle complexity, and
a structural basis ror learning olateaus. This research uses
the notions of -transitive closurz and parallelism in a
natural way to construct generalizations of finite state
models with these cnaracteritics. They seem compatiple with
curent knowleage ¢f both human performance ana the structure
of tne sensori-neuromuscular systems, and permit progressive
development rrom simple sequentiality to the maximum spesd
and parallelism possible with any assigned bounds on the
numbers and capacities oif input ana output channels, and of
memory. Tne full gamut of computational conplexity, ratner
than regular operations alone, becomes accessiblz, with
significant speed-up possible in the most gzneral case.
Essential us2 is made or the bus automaton concept. (sce?
Proceedings of tne 1970 Interntional Conierence on Parallel
Processing, Bellaire, Michigan, pp. 200-212)

J. Rotnstein
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UNGRAMMAT ICALITY IN NATURAL LANGUAGE PROCESSING SYSTEMS

This study focuses on techniques to allow the processing
of ungrammatical forms in a Natural Language Processing
System. A normative grammar is used to guide parsing so as
to allow grammatical forms primarily ana ungrammatical forms
secondarily.

FJ

Techniques have been developed within the Aujmented
Transition Netwnrk (ATN) formalism for allowing relaxation of
tests ana categories in the grammar, for interfacing the use
of patterns and keywords with the grammar, and for providing
expectations based on lexical entries.

The usefulness of the techniques described above has
been verified. Implementation has bacgun of a moderate size
grammar aimed at robust language processing.

A habitable, working system which is capable of handling
grammatical as well as a wide variety of ungremmatical forms
should be demonstratable in the near future.

5. C. Kwasnyi N. K. Sondheimer
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VI. MATHEMATICAL TECHNIQUES rage 27

APPROXIMATE FACTORIZAT [ON PROCEDURES

Ine numeral solution of boungary value problems for
elliptic partial dirfferential equations in two and three
dimensions by finite di tference methods customarily requires
the solution of a set or linear equations of very large order
in which the matrix is very sparse. One class of methods for
solving such  problems is that of the approximate
factorization procedures. Our work involves the study of a
neWw addition to this class of methods based on Cholesky’s
method. In particular, w#e are concerned with aspects of its
practical implementation and application and with
understanding its convergence properties when combined with
the conjugate gradient method.

R, Underwood

BINARY STRINGS AND GEOMETRY

The possible use of a binary language originally created
for straicht lines to describe curves in curvilinear
coordinate systems, has been carried out explicitly. For the
case oOf isotnermal coordinates in the plane (given by
conformal mappings) the group involved has even been
broadened to an affine-conformal group. Work on the special
analytical transformation w = z , which leads to treatinag
parabola recognition wunder the above rubric in confocal
parabolic coordinates, has been started, the goal being a bus
automaton implementation of both tne coordinate
transformation and parabolic recognition.

Jeo Rothstein, A., Davis

NUMBER TREcS, SEMIGROUPS, AND FORMAL LANGUAGES

Consideration is being given to how numerical algorithms
might be related to number trees. 1In particular, the famous
"3x + | problem" has been shown to be equivalent to asserting
that the algorithm involved locates all the natural numbers
on a single number tree. This problem can be stated as
proving (or disproving) the followingt all natural numbers
can be reduced to unity by a finite number of steps of the
following two kinds (a) if the number is even, divide by 2
and b) if the number is odd, replace it by one plus three
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times the number. It is also equivalent to existence (or
non-existence) of a novel kind of representation for the
integers.

J. Rothstein.

AN OPTIMALLY CONDITIUNED HYBRID ALGORITHY FOR UNCONSTKAINED
OPTIMIZATIVN #HICH MAINTAIN THE UPDATE MATRIX IN FACTUAL FORM

Given a function f(x) which maps from R®™ to R tne
unconstrained optimization problem is to find tne point x* at
which f(x) attains its minimum. One of the most successful
class of algorithms for this problem is the quasi-iewton
method wnicn is iterative and takes the form X5 = X - A Hg,
Vhere A is a scalar, fx = 8(x).= V4lx, ) is
the gradient of r(x) atX and Hy is an n by n matrix
approximating tne inverse of the Hessian of f atxe .

A FORIRAN subroutine has been developed which is a new
version of the earlier primitive subroutine MINOP (Dennis and
kei 1977). This routine uses the double dogleg strategy to
select search directions and uses Davigon’/s 1975 Optimally
Condit ioned update H, while maintaining it in the Cholesky
factionjzation form of LLL' using Householder transtormation.
A total of nl(n+1)/2+1¢}) array storage is needeu which is
essentially only % of the original MINIP.

He H. Mei

A STUDY OF MULTIPLE CLUSURE EQUATIONS IN NUCLEAR SAFEGUARDS
MEASUREMENT SY3TEMS

To fully use the system of closure equations generated
to describe and control a high-tnroughput mixed-oxide (4%
Pul2 in UOZ2) process, a procedure was developed to formally
integrate the efrect of both short-term and long~term closure
equations into an overall system criterion of performance.
The objective is to maximize tne detection sensitivity within
a glven detection time perioua. In this assessment of tne
value of using multiple closure equations , the following
situations were accountec fors

1. Tne combination of independent nonoverlapping closure
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equations to ootain an overall performance criterions
2. Possipnle overlap between several closure eguations:
3. Possible correlated variables between di fferent
closure equations.

Both single and multiple diversion strategies are examined in
order to show how tne controllable unit approacn (CUA) method
can protect against either strategy. Quantitative results
show tnat combined closure equations improve tne detection
senstivity to material loss, and that multiple aiversions
provide only diminishing returns for the potential aivertor
even Without taking into account the increased risk and
logistic difficulty.

L.J. white, The Onhio State University, P.il. Seabaugh,
Monsanto Corporation (Sponsors Mound Resecarch Laboratory,
ionsanto Hesearcn Corporation)

There are several classes of permutations of n distinct
elements which have nice relationships to binary trees
containing n nodes. For example, if p is a permutation of n
distinct elements lgoeeeel, then the numper of such
permutations for which tnere is no subsequence P;P:Pp  of p
such tnat Dy < Py< Dg is exactly the number of binary trees
containing n nodes. Moreover, the same result holds for any
permutation of 3;5P4 , anu Py in the conaition " Py < Py < Psw,
For four of these slx permutation classes, the correspondence
can be given wusing well-known methods of binary tree
traversal. But  there has" been no simple, direct
correspondence for the classes Py < Py< Py " and M P< Py < Pyu,

Two correspondences for the latter set of permutations
have oeen investigated. fhe more interesting of the two is
based on the natural correspondence between binary trees and
forests. A proof of tne relationship has been ceveloped, anda
consequences of the correspondence are being investigated.

As for the former set of permutations, there is as yet
no relationsnip more insightful than that obtained by
reversing the permutations gotten from tne former set.

S.HO Zweben
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TRENDS IN NUMERICAL COMPUTATIUN

New kinds of computers are now being proposed and
constructed. These new hardware configurations whicn provide
various kinds of parallel, distributed, and special purpose
computing capapilities, are changing the "rules" of tne game.
Our work is concerned with assessing the impact of these new
types of hardware on numerical computing. Furtnermore, as
the cost of hardware continues to decrease, the constrructin
of computers sp=cially adapted to tne solution of particular
numerical problems sucn as weather prediction 1is pecoming
more feasible economically. Our work is also concerned with
suggesting wnat types of capapilities might be included in
such computers. )

R. Underwood
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COMPUTER SYSTEM SELECTION

Studies for computer system selection lack a
comprehensive scientific metnodolocy which 1leads to the
selection of the best computer system and at tne same time
provides a statistical confidence statement of having made
tne correct choice. Statistical ranking and selection
tecnngues, wnich nave teen recently a2pplied to some staces of
this selection process witn consiceraoly 1initial success,
provide tne foundation for the needeoc methooology., ‘There
are, however, some aiffernces between the requirements of the
statistical tecnnigues as they are currently exist ano the
properties opresent in coinputer comparison aata. This
researcn proposes to resolve these differences wnicn arise
from certain aata indepencence and data aistribution
assuaptions, tnus making A step towards moving from initial
promising oeginnings to a comprehensive scientific
methodology for compter system selection. The final outcome
of tnis efrort will oe a step-oy—-sten aqescription of the
application of ranking ang selection techniques to the
cotpter selection process.

S. A. damrak, P. bD. Ameri M. D. Abrams, National
sureau of Standaras.,

DOMAIN STRATEGY FOR CUMPUTER PROGRAM TEST ING

Computer programs contain two types of errors which have
been identified as transformation errors and domain errors.
A domain error occurs wnen a specific input follows the wrong
path due to an error in the control flow of the program. A
path contains a transformation error when a soecific inout
follows the correct patn, out an error in some assicgnment
statement causes the wrong function to ce computeo for one or
more or tne output variacles. A testing stratecgy has been
designed to detect domain zrrors, and the conditions under
which this strategy is reliable are given and characterized.
It is the objective of this study to provide an analytical
foundat ion upon which to base practical testing
implementations.

Tnere are limitations inherent to any testing strategy,
and these also constrain tne proposeda domain strategy. One
such limitation might ve termed cojncidental corrsciness,
where it a speciric test point were to follow an incorrect
path, the output variavles woulau coincidentally be the same
as if that test point were to follow the correct path.
Another limitation has been previously identified as a
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nissing patn exror, in which a required predicate does not
appear in tne given procram to be tested.

I'he testing strategy generates test points to determine
whether the boundaries of a domain corresponding to a
speciric path have shifted. Tne strategy is shown to be
reliable in detecting dorain errors to within the resolution
of how close to a boundary tne test points can be selected,
and tnis result is valid subject to the following
assumptions:

(1) coincidental correctness does not occurs
(2) missing path errors do not occurs
(3) predicates are linz2ar in the input variables.

Assumptions (1) and (2) are inherent to the testing process,
and cannot be entirely eliminated. The method nas been shown
to be applicable for nonlinear boundaries, but this will
increase .tne number of required test points ana leads to
considerable complexity. Consider futher assumptions:

(4) predicates are simples and
(5) adjacent domains compute different functions.

If assumptions (4) and (5) are also imposed, the testing
strategy 1is considerably simplified as no more than one
domain need be examined at one time in order to select test
points. Moreover, the number of test points required to test
each domain grows linearly witn pboth the dimensionality of
the input space anu the number of predicates along tne path
beiny tested. -

L.J. Wnite, E. Cohen, B. Chanarasekaran (Sponsor: Alr
Force Otffice of Scientific Research. Grant 77-3416)

PROPERTIES OF AXIOMATIC DATA SPECIFICATION

Properties of the process of axiomatic specification of
abstract data types are oeing studied. Development of this
approach to Jdata specification has veen juaged important for
tne Tfuture of proygramming metnodology in spite of innerent
problems,

Properties of primitive data types, such as completeness
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of their specirications, appropriate axiomatizations, types
of models, and correctness of implemcntations are being
cataloguszd. Tne use of those primitive types in constructing
user - defined data types are Lteing investigated, and tne
properties tne new types may possess are ceing explored. The
possipility of automatic completeness cnecking and
implementation by compiler are being evaluated.

It is anticipated that this research will answer many of the
questions concarning tne utility of axiomatic data
specification, and establisn it as an important pmethoc of
data description.

D. 4#doore (National Science Foundation - Grant 71-1217)
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VIII. COMPUTER ARCHITECTURE AND NETWORKS

ANALYSIS AND SIMULATION OF THE DISTRIBUTED LOOP COMPUTER
NETHWORK

Ihis research is concerned with a performance study of
the Distributed Loop Computer Network (DLCN) tnrough queueing,
analysis and simulation.

Previous researcn on DCLN nas concentrated on the loop
interface design, message protocol and network operating
system, all of which have not been validated acainst real
hardware or an analytic model. The objectives of tne
proposed research are therefore to accomplish the latter and
can be broken tdown as follows:

1) to study an analytic model of DLCN as an open cyclic
queue ing network,

2) to obtain design parameters, such as data block and
record size, buffer size, line utilizazation,
message delay, system tnrough put, etc., for real
hardware implementation of DLCW lat:r on,

3) to verify superior performance of DLCN over other
types of loop networks, and

4) to validate analytic results throgugh computer
simulation using GPSS and running on IKCC’s 370/168
computer,

M. T. Liu, G. A. Babic (0SU Graguate School Small
Research Grant ido., 221110)

THe DISTRIBUIED LOOP COMPUTER NETWORK (ULCN)

Conceino as a means of investigating fundamental
problems in distributed processing and local networking, the
Distributed Loop Computer Network (DLCN) is envisioned as a
powerful distributed processing system which interconnects
small- and_medium-scale computers, terminals and peripherals
through careful integyration of haraware, software and a loop
communication subnet. Previous research concerning DLCN has
concentrated on the loop communication subnet, message
protocol, network operating system ang network command
language.

This projJect is implementing an eXperimental 3 mode
interconnection of existing computers in orcer to study locp
reliabllity and to experimentally verify results of previous
simulation studies. In addition the analytic moagelling andg
performance study of network is being considered.

[ﬂiﬂ:‘ M. T. Liu, R, Pardo, T. P. TIsay, J. J. Wolf (National
ammmm  OCience Founaation Grant No. MCS=77-23496)
A1
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DISTRIBUTED PROCESSING ALGORITHMS

A Distributed Processing Algorithm (DPA) is an algorithm
whose execution involves interaction between tvwo or more
remote processes in a distributed processing system. Most of
software issues in distributed processing systems are related
to the concept or DPAs. One important aspect is the message
exchange (protocol) requirements induced by the DPAs.

Current high-level comnunication protocols efficiently
support the establishaent, maintsnance, ana termination of
connections between two processes, and thus can be called
2-piocess conmmunication protocols. however, this class of
protocols limits the type of LPAs that can be efficiently
supported by a distributed processing system. In this paper
we proposc a class or protocols that are not constrained to
handle only 2-process conrrunication but rather any "network
of connections," and we reafer to a protocol in this class as
an {-process comnunicaticn protocol. The purpose of tnis
research is to motivate the need for such protocols, to show
their relationsnip with agistributea processing systems, and
to establish their features.

M. TI. Liu, R. Paroo, G. A. dabic (Sponsort Air Force
Otfice of Scientific Research, Grant 77-3400)

FORMAL SPECIFICATIONS OF COMMUNICATION PRUTOCOLS

This research is concerned with a formal model using the
context-free grammar (CFG) ror the design ana implementation
of comnunication protocols. It is similar to the Backus-naur
Form that has been used to define the snytax of programming
languages. A transmission grammar (1G) is used to define the
protocol for a communication entity (e.g., a harawares modem,
interface processor, host computer, or user process). For
the layered protccol design, the conmunication entity of each
layer is decomposed into more detailed inner-layered
components or logically independent parts (e.g., the sender
and receiver). The local approacn is first used to define
the [Gs for all the decomposed coTnonents and logical parts.
The shuffle and substitution operaticns are then applieo to
integrate tne TGs of the logicel parts and the TGs of the
components, respectively. The IMP level protocol of the
ARPANET is used as a working example to illustrate the
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grammartic property of protocols and the design methodology
of 1G6s. In addition, comparisons witn otner formal models
and techinques ror logical validation and automatic
implementation are consiaered,

M. [I. Liu, A. Y. Teng (Sponsor:t Air Force QOffice of
Scientitic Research, Grant 77-3400)

AN OPTIMUM NETWORK LOCATION PROBLEM

Many protlems in the design of cost effective networks
involve tne optimal location of allocation of certain
resources to sit2s in the network and are combinatorial in
nature. We have considered two such network problems:

(1) the optimal file allocation problem in a distributed
computer network, and

(2) tne optimal concentrator location problem which arises
in the design of centralized computer or communication
networks.

Botn of these propolems can pe modelled by a grapn G(V,E)
in «hich Dboth nodes and edges are weighted., Consider a
dominating set to be a sunset of D (transmitters) or vertices
in V ana a subset L (links) of tne edges in E sucn tnat every
vertex is either a transmitter or aajacent to a transmitter
oy a link in L. TIhe problem or ¢ptimum domination is to fina
D anu L such tnat tne total cost of transmitters in D and
links in L is a minimum.

This problem has been shown to be NP-complete, and thus
it 1is wunlikely that there is an efficient solution for the
general problem rfor an arbitrary grapn. However, we have
developed an algorithm which 1is linear in the number of
vertices Vo to solve tne optimum domination problem Tfor the
special case of a tree.,

Current work is directed towarag the aevelopment of a
heuristic metnod for solving the optimum domination problem
for an arpitrary graph by utilizing tne domination tor trees.
Experimental work «ill determine the effectiveness of this
approach for both optimal file allocation and optimal
concentrator location problems.

L. Je rinite, K. 3. Natarajan .
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TOWARD AN  ARITHMETIC FOUx CELLULAR AUTOMATA AND PARALLEL
COMPUTATION

Several significant new results have been obtained in
the past year. First, a completely parallel algoritnm for
obtaining entire new octaves of numepers, in order, from
tneir pregecessor octaves has been worked out for bus
automaton implementation. Second, tne bus automaton display
of tnose Inteyers has been utilized in a parallel alagnrithm
computing all the binomial coefficients of any  order
simultaneously. Third, tne bus automaton operation itself
nas oceen turned into a parallel method of generating an
unlimited number or combinatorial identities between binomial
coefrficients, cach identity is characterized by its
geomeirical pattern on the planar bus automaton. Rigid
translation of the pattern in the plane varies the parameters
n and r of tne various 2*'gi> coetficients involvea in

+ b,

the identity. Here a. ‘and of are a set of fixed constants
which can De viewed as the “relative coordinates% of the
binomial coefficients involved in the iaentity with respect
to the reference (n, r). The significance of tnese results
for combinatorics, combinatorial geometry, and automated
theorem-proving is oovious, <Comoining tnem witn previous and
on-go ing work on tne application of rus automata to pattern
anu language recogition, tne modeling of skill acquisition,
and modeling of visual anu nervous systems, generates hopeful
expectation of real progress in understanding the nature of
intelligence ana how to ¢ndow machines witnh it.

J. HRotnstein
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APPENDIX A

GROWTH OF DEPARTMENT OF COMPUTER AND INFORMATION SCIENCE

SEPT'73 SEPT'74 SEPT'75 SEPT'76 SEPT'77 SEPT'78

A. Sraif
1. Fuil Time 18 20 21 22 20 21
2. Part Time 16 12 12 12 13 12
B. Graduate Students 209 198 201 182 197 i98(est)
C. Undergraduate 510 475 450 470 470 470(est)
Students
(Autumn Quarter)

'73-74  '74-75 '75-76  '76-~77 '77-78

Students Taught 6129 6876 7241 7615 7528
Baccalaureate Degrees 139 109 103 118 125
Awarded

M.S. Degrees Awarded 67 58 64 70 54
Ph.D. Legrees Awarded 4 7 13 5 8
“h.D. Deprees Awarded-Total 14 23 34 41 49
Applications for 290 355 325 333 135

Graduate Study

Number of Graduate 78 81 77 81
Students Supported 72
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160

201

211

311

411

505

509

511

542

543

548

550
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COMPUTER AND INFORMA'
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3.1 SCIENCE COURSE LISTING

BY NUMBER AND TITLE

Computers in Society

Elementary Digital Computer
Programming

Computer Data Processing I
Computer Data Processing II
Programming and Algorithms I
rogramming and Algorichms 11

Group Studies
294B File Processing I

294C File Processing II

Introduction to File Design and
Analysis

Design of On-Line Systems

Fundamental Concepts of Computer
and Information Science

Survey of Computer and Information
Science for High School Teachers

Computer Systems and Programming
for Administrative Sciences

Survey of Numerical Methods

Introduction to Computing in the
Humanities

Intermediate Digital Computer
Programming

Computer Science for High School
Teachers

Introduction to Information
Storage and Retrieval

Survey of Programming Languages

46

640
641
642

643

644
675
676

677
680
693
694
694

705

712

720

Principles of Man-Machine
Interaction

Numerical Analysis
Computer Systems Programming I
Numerical Linear Algebra

Linear Optimization Techniques
in Information Processing

Systems Programming
Digital Computer Organization

Minicomputer and Microcomputer
Systems

Computer Networks
Data Structures
Individual Studies

Group Studies

J - Data Models and Database
Systems

Mathematical Foundations of
Computer uand Information Science

Man-Machine Interface

Introduction to Linguistic
Analysis

Theory of Finite Automata
Turing Machines and Computabilirty
Topics in Theory of Computing

Basic Concepts in Ariificial
Intelligence



735 Statistical Methods in Pattern
Recognition
740 Computer Systems Programming II
741 Comparative Operating Systems
745 Numerical Solution of Ordinary
Differential Equations
746 Advanced Numerical Analysis
750 Modern Methods of Information
Storage & Retrieval
751 Fundamentals of Document-—
Handling Information Systems
752 Techniques for Simulation of
Information Systems
753 Theory of Indexing
754 Language Processing for Infor-
mation Storage & Retrieval
755 Programming Languages
756 Compiler Design & Implementation
765 Managemeitt Information Systems
775 Advanced Computer Crganization
780 File Structures
781 Aspects of Computer Graphics
Systems
788 Intermediate Studies in Computer
& Information Science
784.01 - Theory of Information
738.02 - Information Storage & Retrie~-
val
758.03 - Theory of Automata

788.046 ~ Artificial Intelligence

788.05

788.06

788.064

788.07 -
78:.08 -
768.09 -
788.10 -
788.11 -

788.12 ~

788.13 -

788.14 -

793

845

550

47
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Pattern Recognition

Computer Systems Programming

Computer Center Organization
and Management

Programming Languages
Computer Organization
Numerical Analysis
Man-Machine Interaction
Formal Languages

Management Information
Systems

Biological Information
Processing

Socio-Psychological Aspects
of Information Processing

Individual Studies

Interdepartmental Seminar

Information Theory in Physical
Science

Cellular Automata & Models of
Complex Systems

Computer & Information Science
Research Methods

Computational Linguistics

Special Topics in Pattern
Recognitinn

Numerical Solution of Partial
Differential Equations

Theovy of Information Retrieval I



852

855

865

880

888

Design and Aralysis of Information
Systems Simulations

Advanced Topics in Programning
Languages

Seminar on Socio-Psychological
Aspects of the Information Sciences

Advanced Theory of Computability

Advanced Studies in Compurer &
Information Science

888 .01 - Theory of Information

388.02 - Information Storage & Retrieval

888 .03 - Theory of Automata

888 .04 - Artificial Intelligence

888 .05 - Pattern Recognition

888 .06 - Computer Systems Programming

888.06A~ Topics in Computer Correctness

888,07 - Programming Languages

888.08 - Computer Organization
$88.09 - Numerical Analysis

863.10 - Man-Machine Interaction

868.11 - Formal Languages

888.11A- Advanced Seminar in Computer

and Information Science

888.12 - Management Information Systems

888.13 - Biological Information

Processing

888.14 - Socio-Psychological Aspects

889

894

N 4
49

993

of Information Processing

Advanced Seminar in Computer &
Information Science

Group Studies
Interdepartmental Seminar

Research

43
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COMPUTER AND INFORMATION SCIENCE FACULTY

Marshall C. Yovits, Ph.D,, (Yale University),
Professor and Chairman of Department of Computer and Information Science
and Professor of Electrical Engineering. Director, C.I.S. Research Center.
Information systems, theory of information flow and analysis, self-organ-
izing systems, management information systems,

Ranko Bojanic, Ph.D., (Mathematical Institute of the Serbian Academy of Science).
Professor of Computer and Information Science and Professor of Mathematics,
Mathematical analysis, theory of approximation.

Balakrishnan Chandrasekaran, Ph.D., (University of Pennsylvania).
Professor of Computer and Information Science. Pattern recognition, arti-
ficial intelligence, interactive graphics, finite memory decision theory.

Charles A. Csuri, M.A., (The Ohio State University).
Professor of Computer and Information Science and Professor of Art.
Advancement of computer graphics technology in software and hardware
(language algorithms, data generation or inputs), use of computer
technology in telecommunications.

Richard I. Hang, M.A., (The Ohio State University).
Professor of Computer and Information Science and Professor of Engineering
Graphics. Computer graphics, engineering application of computers.

David K. Hsiao, Ph.D., (University of Pennsylvania),
Professor of Computer and Information Science. Systems programming,
computer architecture, data base management systems, access control and
Privacy protection of data, data base computers.

Clyde H. Kearns, M.S., (The Ohio State University).
Professor of Computer and Information Science and Professor of Engineering
Graphics, Computer graphics, engineering application of computers,

Robert D. LaRue, P.E., M.S., (University of Idaho).
Professor of Computer and Information Science and Professor of Engineering
Graphics. Computer graphics, engineering applications of computers.

Ming-Tsan Liu, Ph.D., (University of Pennsylvania),
Professor of Computer and Information Science., Computer architecture and
organization, computer communications and networking, parallel and
distributed processing, mini/micro computer systems.

Robert B. McGhee, Ph.D., (University of Southern California).
Professor of Computer and Information Science and Professor of Electrical
Engineering. Robotics, switching theory, logical design.

Roy F. Reeves, Ph.D., (Iowa State University).
Professor of Computer and Information Science and Professor of Mathematics.
Director, Instruction and Research Computer Center. Numerical analysis,
programming, computer center management.

19
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Jerome Rothstein, A,M., (Columbia University).
Professor of Computer and Information Science and Professor of Biophysics.
Information and entropy, foundations of physics, methodology, biocybernet-
ics, automata theory, formal languages, cellular automata, parallel pro-
cessing.

Charles Saltzer, Ph.D., (Brown University).
Professor of Computer and Information Science and Professor of Mathematics.
Coding thecry, numerical analysis, autowata theory.

Lee J. White, Ph.D., (University of Michigan).
Professor of Computer and Information Science and Associate Professor of
Electrical Engineering. Algorithm analysis and complexity, data struc-
tures, organization of information,

Kenneth Breeding, Ph.D., (University of Illinois).
Associate Professor of Computer and Information Science and Associate
Professor of Electrical Engineering. Computer organization and switching
theory.

H. William Buttelmann, Ph.D.,, (University of North Carolina).
Associate Professor of Computer and Information Science. Formal language
theory, computational linguistics, language processing, programming
languages.

Thomas G, Delutis, Ph.D., (Purdue University).
Associate Professor of Computer and Information Science. Methodologies for
the design and evaluation of information processing systems, data base
management systems architecture, simulation studies.

Ronald L. Ernst, Ph,D,, (University of Wisconsin).
Associate Professor of Computer and Information Science and Associate
Professor of Psychology. Man-computer interaction, decision-systems,
general theory of human performance,

Clinton R, Foulk, Ph.D., (University of Illinois).
Associate Professor of Computer and Information Science. Systems program-
ming, computers in education.

Douglas S. Kerr, Ph.D., (Purdue University).
Associate Professor of Computer and Information Science. Programming,
data base systems, numerical analysis,

Anthony E. Petrarca, Ph.D., (University of New Hampshire),
Associate Professor of Computer and Information Science, Automatic index-
ing, chemical structural information processing, automated search systems,

other aspects of information storage and retrieval, biomedical information
processing,

James B. Randels, Ph.D., (The Ohio State University).
Associate Professor of Computer and Information Science and Assistant
Director, University Systems Computer Center. Computer operating systems
and utilities, telecommunications applications, subroutine libraries, pro-
gramming languages.
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James E. Rush, Ph.D., (University of Missouri).
Adjunct Associate Professor of Computer and Information Science. Index~
ing theory, automated language processing, organization of information,
parallel processing, structured programming, program testing and program
management ,

Celianna I, Taylor, B.S.L.S., (Graduate School of Library Science, Case-Westemn
Reserve University).
Senior Research Associate and Associate Professor of Library Administration.
Data base design (natural language data), information dissemination systems,
information centers, library systems and management,

Ronald L, Wigington, Ph.D., (University of Kansas).
Adjunct Associate Professor of Computer and Information Science and Director
of R. & D,, Chemical Abstracts Service, Computer and information system
design,

Ramamoorthi Bhaskar, Ph.D., (Carnegie-Mellon University), Appointed Autumn 1978,
Assistant Professor of Computer and Information Science and Assistant
Professor of Accounting.

Sandra Mamrak, Ph.D., (University of Illinois).
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performance evaluation, computer networks, systems programming.

Howell H, W, Mei, Ph.D., (Cornell University).
Assistant Professor of Computer and Information Science., Nonlinear optim-

ization, nonlinear systems of equations, operating systems design,
algorithm design,

Daniel J. Moore, Ph.D.,, (University of Kansas).
Assistant Professor of Computer and Information Science, Complexity theory,
recursion theory, semantics of simulation systems, formal theories of data
abstraction,

Richard E, Parent, Ph.D., (The Ohio State University). Appointed Summer 1978.
Adjunct Assistant Professor of Computer and Information Science and Associate
Director Computer Graphics Research Group.

Kevin C. 0'Kane, Ph.D., (Pennsylvania State University).
Assistant Professor of Computer and Information Science and Assistant Pro-
fessor of Allied Medical Professions. Coordinator, Graduate Training Pro-
gram in Biomedical Computing and Information Processing. Biomedical compu-
ting, large medical data bases, clinical data acquisitions, automated
diagnosis.

Lawrence L. Rose, Ph.D., (Pennsylvania State University).
Assistant Professor of Computer and Information Science. Programming
languages, information storage and retrieval, simulation, information theory.

Norman K. Sondheimer, Ph.D. (University of Wisconsin)
Assistant Professor of Computer and Information Science. Natural language
processing, artificial intelligence, information storage and retrieval.
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Neelamegam Soundararajan, fh. D., (Bumbay University). Appointed Autumn 1978.
Visiting Assistant Professor of Computer and Information Science. Theory
of computation, semantics of programming languages, semantics of parallel
processing.

Richard R. Underwood, Ph.D., (Stanford University).
Assistant Professor of Computer and Information Science. Numerical linear
algebra, solution of large sparse systems of equations, eigenvalue analysis,
linear least squares problems, numerical solution of differential equations.

Bruce W. Weide, Ph.D., (Carnegie-Mell i University). Appointed Autumn 1978.
Assistant Professor of Conpiuter and Information Science. Analysis of algo-
rithms, approximation algorithms, concrete computational complexity, compu-
tational geometry, parallel algoriihms, probabilistic algorithms.

Stuart H. Zweben, Ph.D.; (Purdue University).
Assistant Professor of Computer and Information Science. Programming lang-
uages, programring methodology, data structures, analysis of algorithms,
systems programming.

Charles J. Shubra, Jr., M.S. (Pennsylvania State University). Appointed Summer 1978.
Visiting Instructor of Computer and Intormation Science. Datdbasec management,
management information systems, programming methodology.

Ernest Staveley, B.S., (U.S. Naval Postgraduate School).
Administrative Assistant and Assistant Director, C.I.S. Research Center.
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APPENDIX D
COMPUTER AND INFORMATION SCIENCE SEMINAR SERIES

July 7, 1977 "Design of Event-Driven Protection Mechanisms," David Cohen, Ph.D.
Candidate, Department of Computer and Information Science, The Ohio State

University.

July 14, 1977 '"File Distribution Across 1/0 Subsystems and Networks,' Lawrence
wuwdy, Department of Computer Science, Duke University.

July 21, 1977 "Computer Operating Facilities for the Automatic Control and Activity
Scheduling of Computer-Based Management Systems,' Dov Isaacs, Ph.D. Candidate,
Department of Computer and Information Science, The Ohio State University.

August 4, 1977 "The Development and Analysis of a Pragmatic Measure of Information
in a Decision-Making Framework," Judith G. Abilock, Ph.D. Candidate, Depart-
ment of Computer 2nd Information Science, The Ohio State University.

August 18, 1977 "A Methodology for Computer Program Testing," Edward I. Cohen, Ph.D.
Candidate, Department of Computer and Information Science, The Ohio State
University.

August 23, 1977 "POREL: A Distributed Data Base on an Inhomogeneous Computer Net-—
work," Horst Biller, Institut fur Informatik, Usniversity of Stuttgart, West
Germany.

September 29, 1977 '"The Graduate Program in Biomedical Computing,” Kevin C. 0'Kane,
Assistant Professor, Computer and Information Science and Assistant Professor,
Allied Medicine, The Ohio State University.

October 6, 1977 "The IBM Series/I Mini Computer," Lee R. Bonneau, Series/l1 Market-
ing Representative, IBM, Columbus, Ohio.

October 11, 1977 "The Human Interface to Microcomputers," Bruce Hamilton, Engineer-
ing Manager for Logic Development Products Group, Tektronix, Inc.

October 19, 1977 'Computer Crime Detection and Prevention," Donn B. Parker, Stan-
ford Research Institute.

October 27, 1977 "BASIS and Machine-Independence of Software," Howard Turtle and
Ken Sczczesny, Battelle Columbus Labhoratories.

November 3, 1977 "Research in Grammatical Inference (Or How to Play the Jame
'Queries 'N' Theories')," Lee J. White, Associate Professor, Department of
Computer and Information Science, The Ohio State University.

November 10, 1977 "Phrase Structure Syntax, Semantics, and Translation,” H. William
Buttelmann, Associate Professor, Department of Computer and Information
Sclence, The Ohio State University.
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November 17, 1977 "Computer Security," Douglas S. Kerr, Associate Professor,
Department of Computer and Information Science, The Ohio State University.

November 18, 1977 "Control Structures for A. I. Programming Languages,” William
S. Havens, Computer Science Department, University of Tennessee.

January 12, 1978 "A Telephone Network Support System Using Unix," James Kaufeld,
Member, Operating System Support Group, Bell Telephone Laboratories.

January 19, 1978 "Computer-Based Support of Strategic Planning," Clyde W. Hols-
apple, Visiting Assistant Professor of Management, Purdue University.

January 26, 1978 "Computer Generated Animation," Richard E. Parent, Research
Associate, Computer Graphics Research Group, The Ohio State University.

February 1, 1978 "Certification and Professionalism in Computer Programming,"
William W. Cotterman, Chairman, Department of Information Systems, Georgia
State University, Chairman, CCP Certification Council.

February 9, 1978 '"Computer Networking at NSA," Howard A. Rumerman, Analyst,
National Security Agency.

February 14, 1978 'The Impact of Inter-Process Communication on Distributed
System Design,' Robert L. Gordon, Senior Research Engineer, Research and
Development, Prime Computer, Inc.

February 16, 1978 "Some Techniques for Improving Reliability and Maintainability
of Computing Systems," Stephen S. Yau, Chairman, Department of Electrical
Engineering and Computer and Information Science, Northwestern University.

February 23, 1978 "Superimposed Coding vs. Sequential and Inverted Files for
Bibliographic Retrieval," Thomas Hickey, Research Associate, Ohio College
Library Center.

February 28, 1978, "The Center," James Anderson, Computer Center Director, IBM-
Kingston.

March 2, 1978 "An Overview of Leads," Don Cort, Data Systems Administrator, De-
partment of Highway Safety, State of Ohio.

April 6, 1978 "Computer Networks," Marshall D. Abrams, Network Measurement Pro-
ject Leader, Institute for Computer Science and Technology, National Bureau
of Standards.

April 10; 1978 "Medical Systems Analysis Computers and Laboratory Medicine,"”
Ralph R. Grams, M.D., Director of Medical Systems Analysis, University of
Florida, Gainesville.

April 11, 1978 “Statistical Methods in Algorithm Design and Analysis," Bruce .
Weide, Carnegie-Mellon.

April 12, 1978 "Programming the IBM 5100: APL and BASIC," Cal Brostrum, General
Systems Division, IBM Columbus.
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April 13, 1978 "Computer Generated Animation," Richard E. Parent, Research
Associate, Computer Graphics Research Group, The Ohio State University.

April 14, 1978 "Experimental Investigation of Programming Complexity,'" H. E
Dunsmore, Department of Computer Science, University of Maryland.

April 19, 1978 ''When is a Computer Good Medicine,"” Josiah Macey, Director, Div-
ision of Biophysical Sciences, University of Alabama, Birmingham.

April 19, 1978 '"Numerical Conformal Mapping,' Charles Saltzer, Professor, Math-
ematics Department, The Ohio State University.

Aprii 27, 1578 '"The OSU Libraries On-Line Catalog System,” Jean Yamauchi,
Appl.cations Programmer, University Systems, The Ohio State University
and Betty Sawyers, Director, Health Sciences Library, The Ohio State
University.
April 27, 1978 ''The Role of Hypothetical Reasoning in Diagnostic Problem Solving,"
Harry E. Pople, Jr., Associate Professor of Business and Co-Director, De-
cision Systems Laboratory, University of Pittsburgh.

May 2, 1978 "Optimization by Collinear Scalings,'" William C. Davidon, Professor,
Department of Physics, Haverford College, Pennsylvania.

May 4, 1978 '"Distribuced Computer Systems: The Potential Advantages and a :ailo-
sophy for Achieving Them," E. Douglas Jensen, Senior Principal Research
Engineer/Scientist, Systems and Research Center, Honeywell.

May 11, 1978 "Automatic Generation of Computer Programs,”" Noah Prywes, Professor,
Department of Computer and Information Science, Moore School of Electrical
Engineering, University of Pennsylvania.

May 18, 1978 'Computer Based Education: Instructional Functions, Requirements,
and Techniques,'" Keith A. Hall, Director, Computer Based Edication, The
Ohio State University.

May 25, 1978 '"Ethical Issues in Artificial Intelligence," Joseph Weizenbaum,
Professor of Computer Science, Massachusetts Institute of Technology.

£
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APPENDIX E

RELATED ACTIVITIES OF THE DEPARTMENT

OF COMPUTER AND INFORMATION SCIENCE

C. Brown presented a paper entitled "Representing Knowledge for a Natural
Language Graphics System" (Co-author: B. Chandr =zkaran) at the 1978 ACM
Computer Science Conference, Detroit, Michigan, February 21-23, 1978.

5. Chandl<r was selected as one of four winners in the 1977 American Societv
for Inforr.ation Science Doctoral Forun comvetition. ’

“handrasekaran was an invited participant in a session on Multivariate
Analysis during a meeting of the International Statistical Institute,
New Delhi, India, December 9, 1977.

E. Flinchbaugh presented a paper entitled "Knowledge-Based Understanding of
Dynamic Scenes' (Co-author: B. Chandrasekaran) at the 1978 ACM Computer

Science Conference, Detroit, Michigan, February 21-23, 1978.

K. Hsiao was a member of the Program Committee, and was Session Chairman of
the International Conference on Management of Data (SIGMOD), Toronto,
Canada, August 3-5, 1977.

K. Hsiao presented a paper entitled ''Data Base Machine Architecture in the
Context of Information Technology Evolution' (Co~author: Stuart E. Madnick
of M.I.T.) at the following locations: 3rd International Conference on Very
Large Data Bases, Tokyo, Japan, October 14,1977; Academia Sinica, Taiwan,
October 11, 1977; and Chung-Shan Research Institute, Taiwan, October 12,1977.

K. Hsiao presented a paper entitled 'Structure Memory Designs for a Data Base
Computer' at the 1977 National Association for Computing Machinery (ACM)
Conference, Seattle, October 18, 1977.

K. Hsiao was a member of the Program Committee, and Session Chairman of the
First IEEE Computer Society's Conference on Software and Application (COMPSAC),
November 8-11, 1977.

K. Hsiao presented a lecture entitled "An Experiment in Data Base Access Con-
trol," (Co-presenter and co-author: Frank Manola of the Naval Research

Laboratory) at COMPSAC '77 Conference, Chicago, Illinois, November 8, 1977.

K. Hsiao was a member of the Program Committee of the Fifth Annual Symposium of
Computer Architecture, Palo Alto. California, February 1978.
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v, K., Hsiao presented a lecture on "The Architecture of a Database Computer," at
the following locations: IBM Research Laboratory, San Jose, California,
May 5, 1977 (Co-presenter:Krish Kannan); Digital Techniques Laboratory,
Sperry Research Center, Sudbury, Massachusetts, August 26, 1977 (Co-presenter:
Krish Kannan); Battelle Memorial Institute, Columbus, Ohio, September 7,
1977; Digital Equipment Corporation, Maynard, Massachusetts, September 16,
1977 (Co-presenter: Krish Kannan); Tektronix Corgoration, Beaverton, Oregon,
September 24, 1977 (Co-presenter: Krish Kannan); PRIME Computer, Inc., Framing-
ham, Massachusetts, September 28, 1977 (Co-presenter: Krish Kannan); Software
Systems vivision, OKI Electric Industry Co., Tokyo, Japan, October 6, 1977;
Second Research Section of Computer Science Department, Fujitsu Laboratories,
Ltd., Tokyo, Japan, October 6, 1977:; Central Research Laboratories, Nippon
Electric, Tokyo, Japan, October 7, 1977; Research and Development Center,
Toshiba, Led., Tukyu, Japan, October 7, 1977; ERL Internaticnal, Menlo Park,
California, October 20, 1977; Department of Electrical Engineering, The
Ohio State University, Columbus, Ohio, November 1, 1977; Honeywell Curporation,
Minneapolis, Minnesota, November 3, 1977; Sperry Univac Corporation, St. Paul,
Minnesota, November 4, 1Y//; Martin Marietta Aerospace (Corporation, Oriando,
Florida, November 18, 1977; TRW, Orlando Beach, Florida, vecember 1 and 2, 1977;
Sperry Urivac Corporation, Roseville, Minnesota, March 16, 1978; INTEL,
Sunnyvilie, California, March 1978; and Memorex, Sunnyville, California, March
24, 1978,

D. S. Kerr presented a paper entitled "The Bachelor's and Master's Computer Science
Graduate" (Co~author: Donald L. Kalmey) at a Poster Session of the Association
for Computer tachinery's Special Interest Group on Computer Science Education,
Detroit, Michigan, February 23-24, 1978,

D. S. Kerr presented a talk entitled "The Graduate Record Examination and Personal
Self-Evaluation" at the East Region SIGCSE Conference, Denison University,
Granville, Ohio, April 15, 1978.

M. J. Lee presented a paper entitled "Analysis and Evaluation of Structural Decision
Systems" (Co-author: R. L., Ernst) at the 1978 ACM Computer Science Conference,
Detroit, Michigan, February 21-25, 1978.

M. T. Liu was elected Chairman of the IEEE Computer Society, Columbus, Ohio Chapter,
for 1977-78.

M. T. Liu presented an invited paper entitled "The Distributed Loop Computer Net-
work (DLCN)" at The Second Distributed Processing Workshop, Brown University,
Providence, Rhode Island, August 3-5, 1977.

M. T. Liu presented a paper entitled "A Performance Study of Distributed Control
Loop Networks" (Co~authors: R. Pardo and G, Babic) at the 1977 International
Conference on Parallel Processing, Bellaire, Miciuigan, August 23-26, 1977.

M. T. Liu presented an invited talk entitled "Research on the Distributed Loop
Computer Network (DLCN)" at the Burroughs Corporation, Federal and Special
Systems Group, Paoli, Pennsylvania, October 28, 1977.

M. T. Liu presented a talk entitled "Local Computer Networking" at the IEEE
Computer Society, Columbus, Ohio Chapter, December 12, 1977.
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T. Liu presented two papers entitled "A Performance Study of the Distributed
Loop Computer Network (DLCN)'" (Co-authors: G. Babic; R. Pardo) and ''Dis-
tributed Services in Computer Networks: Designing the Distributed Loop Data
Base System (DLDBS)" (Co-authors: G. Babic; R. Pardo) at the
Computer Networking Symposium, Gaithersburg, Maryland, December 15, 1977.

A. Mamrak was the invited colloquium speaker and presented a paper enLitled
"Serarisrical Ranking and Sclecticn Methods for Cumputier bUlllde.Lqub
at the School of Information and Computer Science, Georgia Institute of

Technology, November 17, 1977.

A. Mamrak presented a paper entitled "A Feature Selection Tool for Workload
Characterization" (Co-author: P. Amer) at the 1977 SIGMETRICS/CMG VIII
Conference, Washington, D.C., November 30, 1977.

D. Amer presented a paper entitled "The Application of Statistical Ranking
and Selection Techniques to Computer Comparison 3tudies" (Co-presenter:
S. A. Mamrak) at the 1978 ACM Computer Science Conference, Detroit, Michigan,
February 21-23, 1978.

D. Amer presented a paper entitled "Statistical Methods in Computer Performance
Evaluation: A Binomial Approach to the Comparison Problem" (Co-presenter:
S. A. Mamrak) at the Computer Science and Statistics: Eleventh Annual
Symposium on the Interface Conference, North Carolina State University,
Raleigh, N.C., March 6-7, 1978.

H. Mei presented an invited talk entitled "Uncontrolled Optimization" at the
following locations: Electro-Science Lab, Columbus, Ohio, November 15, 1977
and The University of Kentucky Numerical Analysis Lecture Series, Lexing-
ton, Kentucky, April 18, 1978.

E. Parent was selected as one of the four winners of the 1978 ACM Doctoral Forum.

E. Petrarca was elected Chairman and Program Chairman for the Central Ohio
Chapter of the American Society for Information Science (COASIS), for 1978.

Rose presented a paper entitled "Information in Decision-Making'" (Co-author:
M.C. Yovits) at the 1978 .M Computer Science Conference, Detroit, Michigan,
February 21-23, 1978.

Rothstein presented a paper entitled "Toward an Arithmetic for Parallel Process-
ing " at the 1977 International Conference on Parallel Processing, Bellaire,
Michigan, August 23-26, 1977. This paper was voted ''Most Original Paper" by
the attendees of this conference.
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J. Rothstein received the Best Paper Award for his paper entitled "On the Ultimate
Limitations of Parallel Processing,' which was presented at the 1976 Interna-
tional Conference on Parallel Processing. The award was presented to Professor
Rothstein at the opening ceremonies of the 1977 International Conference on
Parallel Processing, Bellaire, Michigan, August 23, 1977.

J. Rothstein presented the following two papers at the International Conference on
Cybernetics and Society, Washington, D. C., September 19-21, 1977: 1) "General-
ized Orthogonal Regression in Pattern Recognition" and 2) "Transitive Closure,
Parallelism and the Modeling of Skill Acquisition."

J. Rothstein presented a paper entitled 'Generalized Entropy, Boundary Conditiouns,
and Biotonic Laws" at the Maximum Entropy Formalism Conference, M.I.T.,

Cambridge, Massachusetts, May 2-5, 1978. He was also a member of the panel
discussing "Where is this field going?".

N. K. Sondheimer presented a talk entitled "Towards a Combined Representation for
Spatial and Temporal Reference' at the 5th International Joint Conference on
Artificial Intelligence, Cambridge, Massachusetts, August 22-25, 1977.

=
=

. Sondheimer presented an invited talk entitled "Natural Language Understanding
Systems and Model Theory" at Purdue University, West Lafayette, Indiana,
February 23, 1978.

P4
=

. Sondheimer presented an invited talk entitled "Applying Concepts of Model
Theory to Computer Understanding of Language' to The Ohio State University
Semantics Group, Columbus, Ohio, May 3, 1978.

W. S. Stalcup was selected as one of the four winners in the 1977 American Society
for Information Science Doctoral Forum competition.

W. S. Stalcup presented an invited talk entitled "Techniques for the Evaluation and
Improvement of Automatic Vocabulary Control in Printed Indexes" at the
Doctoral Forum, the 40th Annual Meeting of the American Society for Informa-
tion Science, Chicago, Illinois, September 28, 1977.

R. R. Underwood presented a talk entitled "A Block Generalization of the Conjugate
Gradient Method" at The Seventh Gatlinberg Conference on Numerical Linear
Algebra, Monterrey, California, December 11-17, 1977.

L. J. White presented a talk entitled "Automatic Document Classification" (Co-pre-
senter: S. Mittal) at the Annual Meeting of the Classification Society,
Dartmouth College, Hanover, New Hampshire, June 7-9, 1977.

L. J. White presented an invited seminar on "Automatic Sequential Document Classi-
fication System" at the Department of Computer Science, Cornell University,
November 17, 1977.

M. C. Yovits continues as an elected member of ACM Council, representing the East
Central Region.
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M. C. Yovits is an associate editor of the journal, Pattern Recognition.

M. C. Yovits was elected to another three year term on the Computer Science Board.

M. C. Yovits was chairman of the Biennial Meeting of Ph.D. Granting Computer
Science Department Chairmen held at Snowbird, Utah, July 10-12, 1977.

M. C. Yovits gave a talk entitled "ACM and the Professional Computer Scientist"
at a meeting of the Central Ohio Chapter of the Association for Computing
Machinery, Columbus, Ohio, September 15, 1977, and at a meeting of the

E lem A~ ~ 3 [ - o P
Piresburgh Chapter of the Asscciation for Computing Machinery, Pittchurgh,

Pennsylvania, November 14, 1977.

M. C. Yovits presented a talk entitled "Opportunities in Computer Science - Jobs
and Graduate Schools'" to the student chapter of the Association for Computing
Machinery and to Pi Mu Epsilon at Ohio Wesleyan iiniversity, Delaware, Ohiu,
February 16, 1978.

M. C. Yovits presented a talk entitled "Accreditation - A Perspective" at the East
Central Region SIGCSE Conference, Denison University, Granville, Ohio,
April 15, 1978.

M. C. Yovits presented a discussion entitled "National ACM and Current Issues of
Interest to Local Chapter Members' to the Metropolitan Detroit Chapter of the
Association for Computing Machinery, Warren, Michigan, June 13, 1978.

S. H. Zweben was coordinator of the ACM Regional Chapters Workshop, Columbus, Ohio,
August, 1977,

S. H. Zweben was Co-advisor for The Ohio State Univeristy chapter of the Association
for Computing Machinery (ACM), Columbus, Ohio, 1977-1978.

S. H. Zweben was appointed Chairman of the Workshop Planning Subcommittee of the
Association for Computer Machinery's Committee on Chapters and chaired its

session at the National Computer Conference, Anaheim, California, June 4, 1978.

S. H. Zweben presented a talk entitled "Science: Some Past, Present and Future
Directions" at Dow Chemical, U.S.A., Midland, Michigan, December 13, 1977.

‘ 60
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APPENDIX F
PUBLICATIONS OF THE DEPARTMENT OF
COMPUTER AND INFORMATION SCIENCE STAFF
BROWN, D.C.; KWASNY, S.C.; BUTTELMANN, H.W.; CHANDRASEKARAN, B.; SONDHEIMER, N. K.
NLG -- Natural language graphics. In: Proceedings of the 5th International Joint

Conference on Artificial Intelligence, M.I.T., Cambridge, Massachusetts,
August, 1977, p. 916.

. AMAT 1 e .
PYSTSR, A, ""TTEL?‘W‘)‘, e W, Sem uu.....\_-sy".tax—d rocted tran 12’-10“‘ Information

and Control, Vol. 36, No. 3, March 1978.

KANAL, L. N.; CHANDRASEKARAN, B. On dimensionality and sampl% size in pattern re-
cognition. In: Machine Recognition of Patterns, edited by A. K. Agrawala.

iEEE Press, 1977, pp. 192-i97. rirst published in Pattern Kecognicion, Voi.
3, 1971, pp. 223-234.

HARLEY, JR., T. J.; CHANDRASEKARAN, B. Comments on the mean accuracy of statistical
pattern recognizers. In: Machine Recognition of Patterns. edited by A K.

Agrawala. IEEE Press, 1977, pp. 151-154. First published in IEEE Transactions
on Information Theory, May 1969.

CHANDRASEKARAN, B. Independence of measurements and the mean recognition accuracy.
In: Machine Recognition of Patterncz, edited by A. K. Agrawala. IEEE Press,
1977, pp.155-159. First published in IEEE Transactions on Information Theory,
vol. 17, 1971, pp. 452-456.

CHANDRASEFARAN, B.; JAIN, A. K. Independence, weasurement complexity and classi-
fication performance. In: Machine Recognition of Patterns, edited by A. K.
Agrawala, IEEE Press, 1977, pp. 242-246. First published in IEEE Trans-
actions on Systems, Man, and Cybernetics, March 1975.

CHANDRASEKARAN, B.; LAKSHMANAN, K. B. Multiple hypothesis testing with finite
memory. Journal of Cybernmetics and Information Science, Vol. 1, No. 2-4,
1977, pp. 71-81.

CHANDRASEKARAN, B.; JAIN, A. K. Independence, measurement complexity and classifi-
cation performance: An emendation. IEEE Transactions on Systems, Man and

Cybernetics, July 1977, pp. 564-566.

MITTAL, S.; CHANDRASEKARAN, B.; FLINCHBAUGH, B. E. Dual representations for know-
ledge-based systems. In: ACM SIGA.T/SIGPLA\ Symposium on AL and Programming
Languages. University of Rochester, Rochester, N. Y., August 1977.

BROWN, D. C.; CHANDRASEKARAN, B. Representing knowledge for a natural language
graphics system, ACM Computer Science Conference, Detroit, Michigan, February,

1978,

LAKSHMANAN, K. B.; CHANDRASEKARAN, B. On finite memory solutiuns to the two-armed
bandit problem. IEEE Transactions on Information Theory, IT-24, No. 2,
March 1978, pp. 244-248.
HSTAO, D. K.; MADNICK, S.E.; KERR, D. S. Computer Security - problems and solutions.
Office of Naval Research, GN RF4115, The Ohio State University, Columbus,
o Ohio, 1978
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HSIAO, D. K.; KRISHNAMURTHI, K. The architecture of a database computer - a summary.
In: Proceedings of the Third Workshop on Computer Architecture for Non-
numerical Processing, Syracuse, N. Y., May 17-18, 1977.

HSIAO, D. K.; Data base computer - why and how. Data Base Engineering, IEEE Com-
puter Society, Vol. 1, # 2, June 1977, pp. 4-7.

HSIAO, D. K.; KRISHNAMURTHI, K.; KERR, D. S. Structure memory designs for a data
base computer. In: Proceedings of ACM '77, Seattle, Washington, October
1977, pp. 343-350.

HSIAO, D. K.; KANNAN, K.; KERR, D.S. A microprogrammable keyword transformation
unit. 1In: Proceedings of MICRO-10: The Tenth Annual Workshop on Micro-
pregramming, Buffalo, New York, October 1977. po. 71-79.

HSIAO, D. K.; MADNICK, S. E. Data base machine architecture in the context of in-
formatirn technology evolution. 1In: Proceedings of the 3rd International Con-
ference on Very Large Data Bases, Tokyo, Japan, October 1977, pp. 63-84.

MANOLA, F.; HSIAO, D. K. An experiment in database access control. In: Proceedings
of 1977 IEEE Conference on Software and Application (COMPSAC '77), Chicago,
I1linois, November 1977, pp. 357-363.

HSIAO, D. K. Future database machines. Future Systems, Infotech State of the Art
Report, U. S. Distributors: Auerbach Publishers, November 1977, pp. 307-330.

HSIAO, D. K. Computer security and privacy. Naval Research Review, Vol. XXXI,
# 1, January 1978, pp. 21-26.

BANERJEE, J.; HSIAO, D. K. Data network - a computer network of general-purpose
front-end computers and special-purpose back-end database machines. In:
Proceedings of the International Symposium on Computer Network Protocols,
Liege, Belgium, February 1978, pp. D6-1-D6-12.

LIU, M. T.; PARDO, R.; BABIC, G. A. A performance study of distributed control loop
networks. 1In: Proceedings of the 1977 International Conference on Paraliel
~ Processing, Bellaire, Michigan, August 1977, pp. 137-138.

L1U, M. T.; OH, Y. K. Interface design for distributed control loop networks. In:
Proceedings of the 1977 National Telecommunications Conference, Los Angeles,
California, December 1977, pp. 31.4.1-6.

LIU, M. T.; BABIC, G. A.; PARDO, R. Traffic analysis of the distributed loop computer
network (DLCN). In: Proceedings of the 1977 National Telecommunications Con-
ference, Los Angeles, California, December 1977, pp. 31.5.1-7.

LIU, M. T.; PARDO, R.; BABIC, G. Distributed services in computer networks: Designing
the distributed loop data base system (DLDBS). 1In: Proceedings of the Computer
Networking Symposium,Gaithersburg, Maryland, December 1977, pp. 60-65.

LIU, M.T.; BABIC, G.; P/RDO, R. A performance study of the distributed loop computet

network (DLCN). 1In: Proceedings of the Computer Network Working Symposium,
Gaithersburg, Maryland, December 1977, pp. 66-75.
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LIU, M. T.; MA, A. L. Control and communication in distributed processing. In:
Proceedings of the 1977 International Computer Symposium, Taipei, Taiwan,
December 1977, pp. 123-138.

LIU, M. T.; WANG, J. T. The hardware design and the operating principle of a
microcomputer-based communication system. In: Proceedings of the 1977 Inter-
national Symposium, Taipei, Taiwan, December 1977, pp. 461-476.

LIU, T T.; WANG, J. T. Queueing model for the mixed voice data transmission system
for multiple channel computer communication. 1Int¢ Proceedings of the 1977
International Computer Symposium, Taipei, Taiwan, December 1977, pp. 477-489.

LIY, M. T.; PARDO, R.; BABIC, G. A. An N—process communication protocol for dis—

ributed processing. Int Proceedings of ithe Symmpusium vu Cumpuier Newwork

rotocols, Liege, Belgium, February 1978, pp. D7.1-D7.10.

"Urt

MAMRAK, S. The design and development of resource sharing services in computer commun-—
ications: A survey. Advances in Computers, Vol. 16, Academic Press, 1977,
pp. 183-219.

MAMRAK, S.; RANDAL, J. M. An analysis of a software engineering failure. The
Ccmputer Journal, Vol. 20, No. 4, November 1977, pp. 316-320.

MAMRAK, S.; DERUYTER, P. A. Statistical methods for comparison of computer services.
Computer, Vol. 10, No. 11, November 1977, pp. 32-39.

MAMRAK, S. A.; AMER, P. D. A feature selection tool for workload characterization.
In: Proceedings 1977 SIGMETRICS/CMG VIII Performance Conferenre, Washington,
D. C., November-December 1977, pp. 113-120.

MAMRAK, S. A.; AMER, P. Statistical methods in computer performance evaluation:
A binomial approach to the comparison problem. 1In: Proceedings Computer
Science and Statistics: Eleventh Symposium on the Interface, Institute of
Statistics, North Carolina State University, March 1978, pp. 314-319.

HUGHES, C. E.; PFLEEGER, C. P.; ROSE, L. L. Advanced programming techniques: A
second course in programming using FORTRAN. John Wiley and Sons, Inc., 1978.

ROTHSTEIN, J. On the ultimate limitations & parallel processing. 1In: Proceedings
of the 1976 International Conference on Parallel Processing, Bellaire,
Michigan, August 24-27, 1976, pp. 206-212.

ROTHSTEIN, J. Toward an arithmetic for parallel computation. In: Proceedings of
1977 International Conference on Parallel Processing, Bellaire, Michigan,
August 23-26, 1977, pp. 224-233,

ROTHSTEIN, J. Generalized orthogonl regression in pattern recognition. In: 1977
Proceedings of the International Conference on Cybernetics and Society,
Washington, D. C., September 1977, pp. 572-576.

ROTHSIEIN, J. Transitive closure, parallelism and the modeling of skill acquisition.
In: 1977 Proceedings of the International Conference on Cvbernetics and Society,
Washington, D. C., September 1977, pp. 232-236.

ROTHSTEIN, J. Optics and Information Theory by F. T. S. Yu. Applied Optics,
Vol. 17, 1978, pp. 845-6 (Book review)
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SONDHEIMFR, N. K. Semantic nets and spatial reference. American Journal of
Computational Linguistics, Vol. 71, 1977, pp. L-67.

SONDHEIMER, N. K. Towards a uniform representation for spatial and temporal reifer-
ence. In: Proceedings of 5th International Joint Conference on Artificial
Tntelligence, Boston, Massachusetts, August 22-25, 1977, pp. 281-2.

STALCUP, W. S. Techniques for the evaluation and improvement of automatic vocabu-
lary control in printed indexes. 1In: Information Management in the 1980's;
Proceedings of the 40th ASIS Annual Mceting, Chicago, Illinois, Vol. 14, 1977,
pp. A7-A8.

YOVITS, M. C., editor, Advances in computers, Vol. 16, Academic Press, 1977.

YOVITS, M. C.; ROSE, L. L.; ABILOCK, J. C. Development of a theory of information
flow and analysis. In: The Many Faces of Information Science, edited by
Edward C. Weiss, Westwview Press, Bonider, Celorado, 1977, pp. 15-351.

ZWEBEN, S. H. An optimal method for d:letions in one-sided height-balanced trees.
(Co~author: M. A. McDonald) "Communications of the ACM, Vol. 21, No. 6, June
1978, pp. 441-445.

PAPERS ACCEPTED FOR PUBLICATION

CEANDRASEKARAN, B.; LAKSHMANAN, K. B. Finite memory multiple hypothesis testing:
Close-to-optimal schemes for Bernoulli problems. IEEE Transactions on Informa-
tion Theory.

HSIAO, D. K.; MADNICK, S. E.:; KERR, D. §. Computer security-problems and soluticns.
ACM Monograph Series. Academic Press.

BANERJEE, J.; HSIAO, D. K. The use of a database machine for supporting relational
databases. Proceedings of the 5th Annual Workshop on Computer Architecture for
Non-Numeric Processing.

BANERJEE, J.; HSI1A0, D. K.. Performance study of a database machine in supporting
relational databases. Proceedings of the 4-th International Conference on
Very Large Data Bases,

H5IAO, D. K.; KERR, D. S.; MADNICK, S. E. Privacy and security of data communication
and data bases. Proceedings of the 4-th International Conference on Very Large
Data Bases.
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KOLAYASHI, Y. A. Simulation of a minficomputer controlled system and
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APPENDIX H

DOCTOR OF PHILOSOPHY DEGREE

1971-72
CAMERON, JAMES S. Automatic Document Pseudoclassification and Retrjeval by
Word Frequency Techniques

EKONG, VICIOR,J. Rate of Convergence of Hermite Interpolation Based on the Roots
of Certain Jacobi Polynomials

GORDON, ROBERT The Organization and Control of a Slave Memory Hierarchy
LANDRY, B. CLOVIS A Theory of Indexing: Indexing Theory as a Model for
Information Storage and Retrieval.
1972-73

DEFANTI, THOMAS A. The Graphics Symbiosis System - an Inter .ctive Mini~Computer
Animation Graphics Language Designed for Habitability and Extensibility

SELPERIN, DAVID H. Clause Deletion in Resolution Theorem Proving
HARRIS, DAVID R. GOLDA: A Graphical On-Line System for Data Analysis

LAY, W. MICHAEL The Doubie-KWIC Coordirate Indexing Technique: Theory,
Design, and impiementation

MATHIS, BETTY ANN  Techniques for the Evaluation and Improvement of Computer-
Produced Abstracts

VEIMAN, CARL ¥F. R. Pattern Recognition by Retira-Like Devices
WHITTEMORE, BRUCE J. A Generalized Decision Model for the Anaivsis of Information
YOUNG, CAROL E. Development of Language Analysis Procedures with Application
to Automatic Indexing
1973-74
CHAN, PAUL SUI-YUEN Apn Investigation of Symetric Radix for Compuler Arithmetic

GILLENSON, MARK L. The Interactive Generation of Facial Images on g CRT Using
a Heuristic Strategy

HELPER, STEPHEN PHILIP Use of Probabilistic Automala as YModels of Human Performan.-c

WANG, PAUL TIING RENN Bandwidth Minimization, Reducibility Decompositicon, and
Triangulation of Sparse Matrices
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1974-75
EEUG, JAMES L. Human Extrapolation of Strings Generated by Ordered Cyclic

Finite State Grammars

DOHERTY, MICHAEL E. A Heuristic for Minimum Set Covers Using Plausability
Ordered Searches

“CJRNIER, SERGE The Architecture of a Grammar - Programmable High-Level Language
Machine

LONGE, OLUWLMI  An index of Smoothness for Computer Program Flowgraphs
HCCALELEY, EDWIN JOHN A Model for Data Secure Systems

PETRY, FREDERICK E. Program Inference from Example Computations Represented by
Hemory Snapshot Traces

SU, HUI-YANG Pagination of Programs for Virtual Memory Systems

1975-76
BAUM, RICHARD I. The Architectural Design of a Secure Data Base Management System

DASARATHY, BALAKRISHNAN Some Maximum, Location and Pattern Separation Problems:
Theory and Algorithms

HARSTON, H. REX Languages for Specifying Protection Requirements in Data Base
Systems - A Semantic Model

JUELICH, OTTO C. Compilation of Sequential Programs for Parallel Execution

KALMEY, DONALD L. Comparative Studies Towards the Performance Evaluation of
Sotftware for Solving Systems for Nonlinear Equations

XAR, GAUTAM A Distance Measure for Automatic Sequential Document Classification
Qyctrm

MOSHELL, JACE MICHAEL Parallel Recognition of Formal Languages by Cellular
Automata

MUFTIC, SEAD Design and Operations of a Secure Computer System
PYSTER, ARTHUR B. Formal Translation of Phrase-Structured Languages
REAMES, CECIL C. System Design of the Distributed Loop Computer Network

RUS30, PHILLIP M. Cellular Networks and Algorithms for Parallel Processing of
Non~numeric Data Encountered in Information Storage and Retrieval Applications

SANTHAZAM, TVISWANATHAN Prefiz Encoding with Arbitrary Cost Code Symbols

SRIHARL, SARGUR N, C-mparative FEvaluation of Stored-Pattern Classifiers for Radar
Alreraft ldentiticatieon ,}.,_.
{
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1976-77
CHENG, TU-TIN Design Consideration for Distributed Data Bases in Computer
Networks
GUDES, EHUD  An Application of Cryptography to Data Base Sceurity

ISAACS, DOV Computer Operating System Facilities for the Automatic Control
and Activity Scheduling of Computer-Based Management Systems

KRISHNASWAMY, RAMACHANDRAN  Methodology and Generation of Language Translators

LEGGETT, ERNEST W., JR. Tools and Techniques for Classifying NP-Hard Problems

1977-78

BABIC, GOJKO Performance analysis of the Distributed Loop Network

CHANDLER, JOHN S. A Multi-Stage Multi-Criteria Approach to Information Systen
Design

COHEY, DAVID Design of Event Driven Protection Mechanisms

COHEN, EDWARD I. A Finite Domain-Testing Strategy for Computer Program Testing
KANNON, KRISHNAMURTHI The Design and Performance of a Database Computer
LAKSHMANAN, K. B. Decision Making with Finite Memory Devices

MARIK, DELORES A, Grammatical Inference of Regular and Context-Free Language

PARENT, RICHARD E. Computer Graphics Sculptors' Studio - An Approach to Three-
Dimensional Data Generation
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