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FOREWORD , .

Kl
<

The Bz--tlelfi=ild Informatioh Systems T :anical Area is a&::e%ned

wizh the dempands of the future ba=t_efielé <or increased man--=achine /
—coémplexity ~ic “transmit, prccess, -Tssemihate; iand to—ize in— -
formation. | ch is focuged on the .nterface problems .r-diinter-
qc:ions wit!rn o) d and contrcl/ centers :ué is concerned vi:i: such
zreas,.as to:; -s.cyapnic products and procedur tactical symbc_~7, user-
z=-iented sy =15, information T agzmenz, :t=ff operations &mz »ro- ‘ . &
c=dures., an # -=nsor. systems in;Zgraf-on anc. Jtilizatign." ) '

e - specidi inﬁééés: iz the ¢ zv2lopment of ‘aid: =: support, .
.formation pyoces=irg and ¢ -isionmaking. The _atroduc-
~i data syszems creat=5 the u<Dortunity for a lerge incre4
ional effec-lveness shirouch . moloitation’ of their potential

#-"2 acquisition,'analysis, V07T”latlon, integraticn, and .

.o lata. ! To achievé this pote zzal ‘current mahual pro-

.- caref uﬂly anj}yzed to ider ifv critical tasks capable

mcuter support bu- rot amer.:icia =- ‘rarid manual process-
=e>oped /in tnlg’co*‘e;‘ mLat = axpsrimentally verified .

- N a

ir e&d se;bﬁngs. , C . ;.; )

7.

, pulot-R +-~ publicatyon dlsc : -5, vz ‘resul=s of a prellmlnary

an: ./l e -:g/computer capabi. ies’ "= i-=el. _.igence processing and’ s
th: de—._ omen - of a protorype anz is .3, 1OVANAID. ,This aid demon- ’
st: tes Tr at _lity of- automatlon'; ass - toe _ntelligence analyst in " .
- o bz gnemy moblllty ca, 1b17 . iles. {:\ v Lo

Al \\;
e the area of probl- sol— ng and decision}éupportvis

cor. .uc=ad .z @ Ln—house gffort au el .y conTredts with organiza—

ticns Zhat heat- Anlque capab111t1~- 7 F: ilities for research in this
area. - The pr: :nt efort was cor..- i i seescanel from Vector Re-
‘search, Iné. _=der contract DAHC.L<- --C-l.3 witn the in-house collabora-
tion oI Stan.ey M. Halpin under .tn szgrz~ dir-:ct.on of Robert S.

Andrsws. ' This effort wds responsi.- =o r: .irements of Army Project
ZQ-_:OA75~ ard.to spec1al requlrem- == ofggne Combined Arms Combat

De--eX opment -zivity, Fort Leaveqmglin Kans ,

” i - ¢
'
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MOVARAID: AN INTERACTIVE AID FOR ‘ANALYSI 3 C= MOVEMENT "APABILITIES

u

* BRIET T o

‘Requz:ement:'vf_ “_"‘ .
S i

.- Y develop an on-line analytlc aid - r use i- the’ prc~=551ng of
tactizal 1nte111gence data, and to lmplemcnt sach an aid - the ARI
Traln—ng and Informatlon Systems Fac111tv (TTsFY.

- . . PO

\ . . - . . . . . v - '“,4
Procesire : . S Co
. . ) o . u" :
.. anzlysis of currsnt doctirine for tactical intelligence prdcéss—'
ing .and¢ a varallel examimation -Z availa=le analytlc procedures in the

mavhem: .==1 and operat1 ‘n3.ressarch 11t~ratura led to the tentatlve
identiZ. -zticn of severa . co—enhlal_y ap zlicable  aids. An evaluatlon
of thesz :ids resulted i:. the sz2lection of an aid for anal- 'sis. of move-
" ment c;:r-ilities_ﬁd: furth: ch'elopment and 1mplementatlon.
L4
- A *
- Produ.:

. £z --_ine ipteractive _I. MOVANAIZ., has been 1mplemented in the
ARI TI ™~ This aid_ provide: == 1nte111g nce analyst w1th-the capablllty
for a .:r-:-examination of ::=ected travel times and route selectlons R
for enes :nits, thus facil. .--ing _he ar alysls of enery capabllltles.
“ ‘ : . . ) . I . ’ o
S Qtilize- oo - ' : LT e 4? '
MOVZNAIL serves.as a prc -type for a general .clasz of 'analytic .
azds, ard, as :uch prov1des tx- pasis for furtheXx develcoment and. evalu-'
-ation. The si-ecific ‘'soiutior —o analysis "of mobility quesilons, as
well as the mcre general forc cf interactive analytic aids that -are
rentesented b+ MOVANAID, has irmediate lmpact on deyeloplng 1ntelllgence
pfnce551ng_s,3tqms. The laboratorv implementation of MOVANAID provides.
a czest bed fer ekaminlng gen=rzl principles” of man-machine’ ‘systems and
“specifié fact . rs 1nf1uenc1nc analysts' use of computer—based a1ds.;

« . o P o : u'l
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MOVANAI™: AN mERACTIVE XID © R ANALYSI, OJF MOVEMENT CAPABILITIES

=AGKGROUN. ANC OBJEC TIVE

~Recent anc ';;;;nuL:gAte;hnc:pgical‘advanceﬁ in’ data collection

" and informatior _.=mange in tactical settirgs have:ﬁaé a considerable
impact on ths tirw=_:ness, Taantiz, and quality of/information that
the commandexr h. ivazlable for :lanning anjvexecuting7his mission.
The advantage c- ~2ss to massiss juantiti=§ of data, however,/ may be
quickly obviatec o the problemé associateé with effective use of the
data. It is cl.== that soms fcrv'>f computer-based storage and re-
‘trieval system be -ecessar I Rrmy ta:tical'operating'units are
to capitalize - :=.2 adwantag=g  >videad‘b. extensive information; the
Army has a var: .- of tzctizal = 2 systems under development that are
intended to mee: .is n=ad. . - o . 2 ,
. Computer-cased inf-rmazicrn ~2rage and retrieval systems.are typi-
cally "input/oucz. :z bound"; that 3, th= centralwpfocessihé unii of the .
~computer spend- - .7 a fractics .- the time_in produgtive opetration,
and spends the -_.. . c? the ~ime «xiting fordidput:d}'butﬁut Bevices to
.perform their respect. -= ta:ks. 3iRI hopes zo develop comgpter programs

and computer—supnortéd croccdur: © that use this "free time," thereby
maximizing the -omruter use ind royiding valuable assistance to tacti-
cal staffs. Th.  =zelligen-2 § ‘tams Program at ARI is exploring yays

of using the devs _cpirg tactica cata systems to support information

processing and o-ner aspects of the intelligence production cycle. The
current project fscuses on the .nalyses conducted #h the process of ’

-transforming raw informatiom tc processed intelligence. The objectives

of'this project are as follows:

> - . R ‘ N
1. To Zurther develoy th- :oncept of analytic aids for intelli-
gence processing a~d - suggest specific¢ aids which might be

of some value; ’ ‘ ' r °

“ -

.2, To select one such analytic aid and to Hevelop'the necessary
algorithms and procadures {or to adapt existing algorithms

and procedures) to sup;-rt the analytic portion of the 'aid; :
and . * : - :

. 3.’ To implement this aid in the ARI Training.and “Information
, ' Systems Facility (TISF). . . : .

»
.

: L . . oL Lo
. 'Fhe aid selected for furtier development was MOVANAID, an on-line
interactive Movement Analysis Aid. This aid incorporates principles
and algorithms for network analysis developed ovey a period of several

years within the operations research community. The concept of MOVANATD

and the details of its implementation are discussed béiow, following a

:,deécriptioh of the process which led to the selection of MOVANAID:

o S B

T

‘
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Conczpt Development . : " : -
_ The development - concepts for computer-based a lytic aids was
appr -acn=d from two-directions: (1) an, examination of the relevant

Arm. fi-:_3 manuals, i~structional materlals from the my- Intelllgence
School, =znd other doctrirmal literature-related to the activities and
_dut.ss of Divisicn G2 .Intelligence). staf{ personnel (coupled with ex- "
e discussicns with experienced Intelligence officers); and (2) an ..
exam.-ztion of technlcues, algorlthms, amd concepts avallable in the. ’

ope: :- ions research iiterature. Many p0551b1e analytic aids were sug-

. ges: arnd evaluated <2r their potential for development within the L
cons—-zizts of the p—: “at project. An "ideal" aid was defined as one
~ha - «>ulid (l)Jb@ rgn-,-vlal (i.e., ‘perform operations faster and/or ‘
net:er't_an could be dc 2 by an unaided analyst); (2) have a reason-
éble <ha~ze of havirg the development phase completed within the re- ~
sour > l..mitations of the projectj; (3) dvoid dealing with special -

catedor: 25 of Ifmtelligance data or products that might require some
lev=. of classifica=.cn for the pro;ect- {4) be applicable withinthe .

. zor cext zF division-level mld-anten31ty conventional warfare- (5) focus
- on1rn llgence processing rather than on‘'collection or ‘dissemination;
an: w) _nvolve matﬂematlcaL, computatlonal, and/or< operations research

S

aryroacnes to informaz ion processing Several potential aids were
ta-alyzed in the prc*e:s 6f selecting an aid for development. This

r vo:: .5 11m1ted + . a discussion of MOVANAID, the analytlc aid se-.
I wcted for developm=nt and 1mplementat10n in the ARI laboratbry
facility.- o . -

. s

Tree dletlngtwshable ‘levels of development are possible for a

-50l -suach as MOVANARID. The’preliminary ver51on, developed’ for demon-
: —rat.cn and testir 3, will be different in detail 'and perhaps in char-
=ztler rom a labor -orv development version structured for ‘test and
-ralu icn. The laporatory version, in turn, will differ from any .
Zinal -'ersion ‘whicr: may be implemented within an Army tactical data
* system.- Change ln the aid will be made from oné level of development
- to the 0 to, inzo account experlence with the aid to that point.
This ~-. de es the second stage or labonatory versiom of the -aid.

. The ccmccter prpgram described 1n Appendix Al - is. the\prellmlnary version
from wmlch the . current program was deyeloped; ‘the computatlonal logic
sremair.: the same, although detalls‘of the 1nteract10n with ,the aid
2 differ considerably in the more recent version. ~ (
- .

) . . e .- s .

’

P o .

. 4
lAppendlxes A and B have been reta1ned in the'master file at ARI,
Alexandrla, Va., and are not included in this paper.‘

Q . . . .‘.
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-Military Movement Analysis Problem

.

- . /

|
[

One of- the cont1nu1ng respon51b111t1es of D1v151on G2 in a tactical
situation is the preparatlon of perlodlc 1ntelllgence estimates? that
include a discussion of 51gn1f1cant enemy capabilities and probable

urses_of action. Estimates of enemy mobility are frequently neces-
sary for intelligence and other estimates.. It is plain, for example,
that if an enemy is not physically capable of maneuvering to a location
by a given time, he will not have the capability to attack that point
at that time. Similarly,-the enremy's capability to reinforce front-line
units by a given time depends strongly on the speed of movement of the
reinforcing ‘units and ﬁhe.distance to be covered.

For an example 1nvolv1ng the determlnatlon of probable enemy
courses of actién, suppose it is known or suspected that an enemy at-
tack is imminent and the G2 therefore wishes to identify the avenue or
avenues of approach that the enemy -is likely to select. It may be pos-
sible for the G2 to eliminate some . of the alternative avenues on the
basis of mobility considerations alone, because the'enemy'would be un-
likely to select an avenue along which his movement would be too slow
to meet the requirements of the tactlcal 51tuatlon

™~ : o

A thorough movement analy51s pequires- exten51ve computatlon, in-
deed, it is doubtful that suc¢ch an andlysis., csild be condncted by 1nte1—
ligence processors within a time consistent with the needs ©of the dynamlc
tactical environment without u51ng a computer—based aid. Thus, MOVANAID -
has ‘the poEential not only.for reducing the burden on the G2 staff but

also for improving the intelligence product.'
%

- . a

LY

MOVANAID: A USER'S VIEW
\ N o )
‘The ARI test facility (TISF——Tralnlng and Information §ystems
Facility) consists of a large laboratory space containing various re-

locatable computer interface devices and other equipment. - Ome portion
of the TSIF is currently arranged to,accommoda$e,SIMTOS a Simulated

SIMTOS

- Tactical Operations SYstem. A SIMTOZ G2 player is’'charged with the :

preparatlon of various eStimatés® of enemy capabllltles within the con-
text'of a dlvlSlon level planning exercisé;” the scenarlo involves &
1, -~ . T

-

. - ( -
QTntelllgenCe estimates are discussed- 1n detall in Department of the Army
Fie}d Manudl 30-5 (Combat Intelligence, ‘Chapter 6 and Appendlx J)’ and in
Department of the Army Field Manual 101-5 (Staff Offlcer s Field Manual.

Staff Organlzatlon and“?rocedures, Appendix - B)

.
N

3In many’ cases, moblllty factors are a primary consideration in theg s,
enemy's choice of avenue of approach (see Department of the Army Fleld
_Manual 30- 102 _(Handbook on Aggré&ssor, Chapter 5)y

o
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preparation for a likely Aggressor attaqk against the 20th (U.S.)
Mechanized Division positions in southeastern Germany. The SIMTO
player is, provided with appropriate maps and\overlays and is conffécted *
to -a computerized data basg via a CR screen. and keyboard and a jele-
typewriter. Although MOVANAID as descriped here has nbt been integrated
into SIMTOS, the developm nt of the aid was’directed toward‘use within.
SIMTOSr,»In -particular, the road network (Figure. 1) is from the SIMTOS -
area, apd all examples of its use are based on questions facing the
SIMTOS player. The approx1mate ocatiom of the SIM'I'OS areaﬁp in--
“dicated on F&gure 1 by appropriate UTM grid cgordinates.

1 ] -
- . - .

, MOVANAID Capabilities . ' ' ~

¢ : [ .

- » ., g Q . e y
Users may call on MOVANAID-.to help them answer two basiclgﬁestions
about enemy movement capabilitieg:

1. How soon and by what path can a undt'of‘tyge X, now located
in location y, maneuver to destinatgon z?

2. How soon and by what paths can units of types XyreoooX s
- now located in locations yl,...,yn, complete a simultaneous .
- maneuver to destinations Zys--es2Zp?
. . ’ <

Variations on each of these questions are passible, but MOVANAID is
‘not 'presently equipped-to treat them all. For questions of the second
type, it is understood that it is not required of any unit i, :

1 s i < n, that,the ith unit travel to the ith gestination z; rather,

a unit hay maneuver through the network to any destination so long as
each unit travels to some destination and each destination is the re-

.Cipient of some unit. " Such a question,vthereﬁore, asks for the assign-—-.

ment of units to destindtions for which the largest travel time lS a
minimum. Note also that simultaneous maneuvers by several units could

13
reqUire two or more units to occupy the same arc or node at the same

time, a situation that’might lead to maneuvering delays in practice.
Such conflicts are heither identified nor resolved_by MOVANAID in its
“present form. A wa§ to expand the capabilities of the+aid .so that it
can take account of such conflicts is suggested in a later section.

e The present MOVANAID is computer driven, and the interface betweéen
user and aid is on-line and interactive. Users interact with the aid
in a hands-on fashion, information is trafsmitted from aid to subject
‘via a cathode ray tube (CRT), and from user to ‘aid via<a keyboard-
Information is t ansmitted in the form wf written text; graphic dis-
plays are not used in this version ‘of MOVANAID)\. A user can input only
a small fraction of the data required by the aid to answer any eligible
‘question. The bulk of the data (including all Anformation about the -

- network of roads to be considered by MOVANAID)/ has been made available

to the aid dn. advance of any use by subjectS. It is expected,that any
operational use of MOVANAID would necessarily involve a similar prepara—
tion of nétwork information. prior to use. (See Appendix B for a

R . > e . 4 '. N ‘tl :J) . E - ‘ .
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. the numbers as they exist in the MOVANAID datb base is made avallable

’ -~

d1scuss1on of the proceqﬂ{e; used for network generation in the SIMTOS L

area.of operatlon~7 '

. Td make 1nputs to (and 1nterpret‘outputs rom) MOVANAID, ‘users-
must be familiar with certain conventions that have been adopted for
identifying nodes. and classifylng arcs of the $IMTOS road network. For
purposes of qulckIy ‘and easily identifying nodes of the network, a

'25 coordinate scheme. resembllng the usual Cartes1an system has been adopted.

PN e

Flrst a~conVenient o?igin of coordinates islseleCted for the area
of 1nterest, thusfestablishlngrﬂfmaginary) horizontal and vertical
"reference axes. Next, the area of operations $ divided 4into square
subareas (whlch we call "sectors") Of side~Tength 10 kilometers.

Next each sector 1s subdivided into 100 'squares (called "subsectors") .

.._of s1de length 1 kilometer. Finally, nodes of the network e -numbered

w1th a flve—dlglt number. - The first two dlglt and "the second two

. digits' of a’ node number -indicate, respectlvely, the horizontad and

vertical coordlnates uf the lower 1eft corner o the subsector-within
which the node lles.,.. v *_ : , : S

It should be noted that in the SIMTOS netw rk, the tens digit of
_these coordlnates denotes "the number".Sf sectors ather than tens of .
kilometers, as fight be supposed.. " This. pecullar tyr is caused by an

’ anomaly in the sIMTOS" map in which all’ sectors hav1ng a lower left

corner 20.kilohidters to the right of- the orlgln are not square and are:

less than 10 kllometers wide.: "

-v

‘ The ‘last dlgut of ‘the flve—dlglt node number is always taken to
be :"0" unléss two or more nodes of the network lle.ln the same subsector;
in the latten case, the dlglts "1",...;"9" aré _ also .used. " For example,

-if two nodes of the network are found to lie in a subsector whose coordi-

' nates are (18, 54), oné of: the nodes would be numbered 18540 and the other

would be: numbered 18541. It is immaterial which node receives which
number. A 1arge overlay of the roadtgetwork such as Figure 1, showing

to users. . . L ¢

2

In computlng travel tlmes,,the a1d uses 1nternally stored infor-

. matlon about: seach : arc of the road network (e. g- Flgure 1) as follows-

1. Length ' ‘
2. Type of route classified-as one of five types: ‘

T . ’ o = T . ’ .~'> »
(a) major hlghway (e g.., autobahn), . . e

. s_./ '
. (b) maln'all—weather road (road w1th hard surface and two or.
more lanes), , , . :

(c)'other all—weather roads. (hard surface and two lanes or'~
L ; less), - '

: e . : R T

\e
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\_urban or open country speeds and three’ cross
‘table isa simple extension of the table given in FM 30-102
vision for a user to change
-~ the speed table except by rev1s1ng the permanent dlSk storageqbefor

" and optlons on the 1ower
-formation, -or otherw1se responds to 1nstructlons by enterinc
’prOprlate data from the CRT keyboard. T

. K s - . = v . . 7 : . PP .,

L . . . n
- ¢

1

‘(d) artificial.route (traveled in zerp time, used by the com-

putational routines. See Appendix B.),

(e)” cross-country route:. 4

3. Speed capability, classified, as:

(a) h1ghway speeds (traveled at speéds typlc l of nonurban . -

areas) , _ _ .

.

(b).city speeds'(traveled.at speeds typical of urban areas),

.

* AN

R

(2) speeds typ1ca1 of. cross- country routes of medium

d1ff1cu1ty, . -
2 B . . .

a
-

. (e) cross—country speeds,lclassfffed‘as‘One of three types:‘

- (1) speeds typical of easy crossfcountry rouﬁes,

(3) speeds typicalvof difficuit cross—country routes.

v

-~

At
- ‘ Vooe

.

Although .the above network deflnltlon is part ofvthe permanent data in=- .f‘/

‘put to the aid prior to use, the user may amend any .of it on"

basis by enterlng new data on an 1nteract1ve basls w1th the aid.

[ DR S,
The remalning 1nformatlon necessary for the computatlon
movement-time$ resides ‘on permanent disk storage in a "speed

a temporary
’

of un1t" // .
table ’ i

i
/

This table describes the .average speed of a un1t of a- glven type - (foot/
tracked vehicles, or trucks) for ‘given condqglons (n1ght, day, wet d;y)

i:ountry speeds) .

for Aggressor movement® times. There is no p;

e

interaCtion with'MOVANAID R A

“

T A d1agram representlng the user's 1nteractron w1th MOVANAID i
‘shéwn -in- Figure 2. The ge

ral format of the ~-nteractlon is

lows: Any glven CRT disp
tions in the upper half o

alf. The user selects an option,

» " The user flrst sees a br1ef series of 1ntrod ctory displays. -
(Figure 3), which are supplemenced by -an oral brit¥fing and instruction I
“on- the use of the system. After progress1ng ‘through these dlsolays, :
sthe user comes to- the "Analysis Options" dlsplay (Figure 4).
user has - s1x optlons from whlch to choose. dec1de

‘modlfy

screen, with. add1t10nal 1nstructlon

'and for each of the nine route condltlons (three ‘highway types: wlth _/

ThlS ) o

i

(chapter’,;22)

r

~

as fol-

znters |in-
the'’ ap

Here the,}.i .

~he map

-

©3
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’ Momm ANALYSIS AID o o
| | L BRLOW I3 A LIST OF SPECIAL CRT mc'rxor; Km
GKNERAL PURPOSE R | [WITH WHICH YOU SHOULD.BE PAMILIAR: .~ w_-..k
1) 9. Dmmm How soon m BY wm PATH A we| |- smmn - : | L
ommx,nowmmcmo” cmnm:uvmwo | - 1mis sk I o
DESTINATION 2, o« ) - | - RESET | .
| | - | - BKSP
.ﬂ(a) 0 DETERMIIE HOW soou AND BY, VHAT PATES UNITS| | - SKIP
| "OF TYPES X(1),4.0,X(N), NOW AT LOCATIONS , |~ SLEW :
" ¥(1), 00, ¥(N), CAN COMPLETE,A SIMULTANEOUS | - SPACE BAR
mzuvm T0 DESTINATIONS Z(l),...,Z(N) I

S| PRESS SEND T0 CONTINUE,

I . DURING THE USE OF 'MOVANAID', YOU WILL BE REQUIRED
7o 10 MAKE NUMGRIC ENTRIES IN FIELDS WHICH MAY BE
T LONGER THATHE NUUBER YOU 'WISH 70 ENTER.

C v | AL SWEEVRES MSTBE.
R P ¢ JUoTIFIED AND HAVE, LEADING LER0S. ol
T ;axwm‘ P R
A3 ISTOBEENTEREDINFIELD o)y .

| CORRECT - (0OD30). - o o o
. N ; . AdAAA : L N '
e | micoRRect - (+30); (30 ),7(030)

rr

- we oLl PRESS SEND O BEGIN MOVEMENT AMALYSIS AID
.I-'E- l : o ‘ s ' . ‘ ‘

2 ]D /- TFigure 3., MOVANAID introductory displays.. .

. !
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ANALYSIS OPI'IONS

SPECIFY CHANGES‘TO‘THE NETWORK BY : _
(1) ADDING OR DELETING NODES AND/OR LINKS

" (2) DEFINING A SUBN RK CONSISTING-OF MAP -
b -  SECTORS - '

(3) DEFINING A ' SUBNETWORK CONSISTING OF A SWATH'

gh) DEFINE MOVEMENT ANALYSIS PROBLEM
5) SOLVE.CURRENT MOVEMENT ANALYSIS PROBLEM

(6) RESTORE ORIGINAL NETWORK -

. R R . © -
D D - - G - . e L e T L L L )

¥

: ( ) ENTER NUMBER OF ABOVE OPTION DESIRED AND -

‘PRESS SEND.

/ . : ¥

Figure.4: Display for analysis optiéhg;

10
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network in one of several ways, define a problem to be solved, wrequest'
a problem solution, or ‘restore the network to‘its original State .(see - -
Figures 2 and 4). As shown in Figure 4, the. choicce of one-of these -
OpthnS involves selecting tha appropriate number from th%‘ menu,

er tering that “number in the indicated spot on the screen, and sagnal— o
1ng the computer by pre551ng the "Send" key on the keyboard

Cue

. To temporar"y add or delete nodes or arcs, tHe user_would choose
Option 1 -~ the Analy51s Options display. MOVANAID then displays a

request - t+e number of the ‘node in the netwecrk that will be affected
)y the ci “igqure 5a) After receiving th:s 1nformatlon,-MOVANAID
displays' “!zrett llnkage data  for that node (Figure 5b), i.e., the
numbers: | ki oth=- nodes connectgd to ‘that "pr imary" node, the: road-

nne.:ing link, fand the dlstance in, kllometers.- The user
Pher o add or delete nodes (or return to earlier option
‘displayg d the appro rlate screen is then d: aplayed (Flgures ‘5¢ - ,
perthe user 1 é information, the new display (Figure 5c)
provides & space to define the data for -a new link from the prlmary
node to another node. When the. useér signals’ the compyter by pressing
the "Send" key, on- the keyboak¥d, MOVANAID readg in the data, chesgs ‘for-
formattlng and otherx. clerlcal errors, and displays the newly modified
current llnkage data" for he same prlmary nodeg.. The user may con-
. tlnue to acd Gr: delete 1nf Tmation or netun@ to sarlier optlon d;splays.,
\ A P .
When tne user selects the deletlon optlon,‘che current llnkage
data for the prlmary ‘node’ again appears.. The user is able selectlvely
to eliminate = link from the primary -node to-one of the other nodes,
“or ‘to complately ellmlnate a node from the network. ..An error in the
- addition of llnkage data woud< be relatlvely simple for the user to
"correct; it would only be necessary+to delete anv .link that® was mis-
. takenl!y added. - However, restoring a link or nod= that was mlstakenly
dele=-d would require the usér to regember or recreate all related
linxzge data. It is zlways possible to restore _he_network to its
original. form by choocing 6 en the Analysis Options display. Howgver,
using this option to correct af inadverten:t deletion would resultjin
the elimination of .all other ““hanges theé user might have made whr}
worxing on a particular problem. Pherefor«. a user request- for dele-
‘tion of a link or node is fo' lowed by a c¢isilay which describes the -
~requested change, and asks the user to verify that this is de51red r
(Figure 5e).

va o

. o> . A v

The lénéth cf time consumed in the ﬁgmputati:n of "a minimum path
or minimax-<assignment problem 1s a furnct: on of’ th: number. ofgnodes"in
the network te be caonsidered. ‘If a usey is inter . .sted in reduc1ng the
~time for MOVANAID to operate, or is interested in 'on51der1ng a re--
stricted area of the network for- reasops related : the tactlcal prob—
lem, then  the user may choose onie of & "suone :work" options on "the
Analysis Options dlsplay, MOVANAID will then consider only that subnet-
work during problem solution. The first of these 3ptlons allows the
.user to define a subrnefwork in terms of 'map sectcrs: Choosing this
~option leads to a dlsplay of the current map- -sectcr subnetwork (if one

11
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. ex1stsf9§n6 allows the user to delete that subnetwork to'specify )
.changes to the gubnetwork, or .to return to the analys1s options (Fig-

~ ure 6a). If the usexr chaoses to‘change the subnetwork, MOVAN?ID agaip

v :dbsplays the current sybnetwork 1nformatlon ant requests th\huser to- .o
¢+ add or delete a map sectot from that subnegwork, or retu to an.d
.earller optigns dlsplay (Figure 6b). Chooshng to add delete a map
sector reéulzs ip a new presentatlon of thlS dlsplay wlt the newly e
revised dist. - SUS S, N o e

.
~ d ‘

) ~ The second subnetwork optlonka user may select from the Analy91s/<\
Options &s referred‘to\gi a:"s 'swath" optlon. Bt there 'is na subnetwork
currently defined in terms of map sectors and if the user chooses the .
swath option;- MOVANAID presents a display.of the clrréent swath (if any ,
Yexists) and prdV1des the use 1tg options to delgte thd” swath, make,k

. .~ changes to the swath, 'or retutn to the Analys1s thlons (Figure 7a) .. a

- A swath is defined in terms of its width and up to.ten turning p01nts..

Dependlng on the ch01ce 1nd1cated by the user, MOVANAID presents' a

display tor swath w1dth definition {or redeflnltlon)sor for turnlng_ Q R

p01nt addltlon or deletlon (Flgures 7b, 7c). . , -

° .
kX - s

When ready to define the. movement problem tp be solved, the user

3 _:chooses the optlon,from the Analysls G%Eions, and MOVANAID presents a s
Y. ‘dlsplay showing the current problem definition- (if any exists)-and,- :
i , providing- addltlonal options for prgblem definitiop . (Flgure 8a) . The.?. 5

ser Jmay choose to delete the current definition entlrely, or to- add, A

or -delete s1ng}e lines of data. A problem is spec1f1ed by 1nd1cat1ng .
aluhit startlnﬁ position, un1t dest1natlon, unit type, and the condl—' :
'f ‘tions. of. movement ‘for up. to ten orlgln/destlnatlon pairs. ,mhe_start—
ing point and destination must be jnodes in the current netyork; the

. Munit type" and "movement conditiens" are codes referring to data . . - .
fravallable to the user as hard-copy tables (see Tables 1 and 2). If - =
the useér enters more than one line of data through success1ve uses of .

'the addition- optlon (Flgure 8b), then MOVANAID will‘solve not only ﬁor
the minimum route from &ach origin to each destlnatlon, but may algo
7. solve the problem of the ‘optimal ass1gnment of units to destlnatlons.
o7 i : {
. when the: user has mod1f1ed the network and defined the problem
. satlsfactotlly; the user may - request MGVANAID to- prov1de thHe" solutlon
. by choosfhg Option 5 from the Analysig Optlions.s A display is prgsented '
“_’ 'g1v1ng a review.of any actions taken (e.g.,  the number of network de- .
» ~’letlons) and of the problem definition; the user has the option to- - - .
! . continue to the solution or to return to modify some aspect of the '
’problem. If.the user choosgs to continue, MOVANAID begins the compu-
] 'tations fer the pfroblem 'sol ion, and a display informs the user that ,
'computatlon is inf progress AFigure 9a). ©Once this step is taken, the’
._usexr . .cannot retuyn to Anal, s1s thlons untll all solutlons have been
obtalned. - :
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POSITION FOLLOWED BY SECTOR NUMBER OR
TO DELETE FROM SUBNETWORK, ENTER 'D' IN
LEFTMOST POSITION, FOLLOWED BY SECTOR NUMBER ;
OR ENTER LETTER OF ONE OF THE BELOW OP'I'IONS

[ IN LEFTMOST POSITION. PRESS SEND:
. U. RETURN TO ANALYSIS.OPDIONS . o
" T. RETURN TO SUBNETWORK OPTIONS ~. - .
% rv —
6 (b) '

Figure 6. Subnetwork options displays.
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(Norx, TURNING POINTS' ARE NOT uncmsmm . E
NQDES IN THE NETWORK; BUT THEY ARE DESCRIBED | -
USING THE SAME FORMAT ) B

S XY DL R R LR LY Yy Py YTy Yy g -‘-h-i----.-----ﬂ--

'_)TO ADD TO SWATH, ENTER 'A' IN [EFTMOST | - -
POSITION,! FOLLOWED BY TURNING POINT NWMBER} - .
OR T0 DKLETE FROM SWATH, ENTER 'D' IN |

~ LEFTMOST POSITION, FOLLOWED BY TURNING
POINT NUMBR; OR ENTER ONE'OF BELOW

o - omons IN LEFTHOST POSITION, PRESS SEND R
T §LTURN T0 ANALYSIS OPTIONS ° |

STURN TQ SWATH OPTIONS .
PECIFY CHANGE T0 ABOVE bWATH WIDTH

| 7(c) . S
B

¥ »

\. - . ' | emamems - on

. Q . . |
-a 7. Swath thibn_s displays. -~ °
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232.8
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C157.0°
©.139.8 6 hr 4 min
26.0 1hr 7min -
"193 . . 47min
36 10 min
59 - 3.0 . s, 9min
5 PRI O B G
XY/ 1 hr 9 min
4.0 ++12 min "
11.7 6.3 . 18 min
35 1.9 'Smin
L2 T 2 min.
1.3+ .8 2 min
316 16,9
2 L
5.7 3.1

029
30.3
6.6 ™

7.4

1 min

N
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N3,

.

0 z R S Wy

| .
Average vehicle length =5 mgters

Travel is iman "open column" mode.

At Cross- country speeds Bn's still ma;ntaln 2 km gap R .

Vehicle’ dlstance, colurin gap ‘as stated in FM 30-102 (Rev1sed)
DlVlSlonS move.in 16 battalions separated by 2 knm.
-4, Rgts. move in 4 battalions separated by 2 km

N ’.‘:)l‘ .
A,‘{,

by : . i \

“ -ggtg: toiumn length eomputatlons are.bjsed on the followxﬂg assumptlons .

v

A}
L
Al

75 min; ..

49 min “1

9 min - -
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| Tréilél Speeds Assumed for MOVANA'ID Demonstration (KMPH) T
: . . ' .( ) - . . ) . . " .
o ,:' — ’ ~ -
B t l_.";,e_- . . . ! . o . .
o Movement condition N

SN . Foot march. . Tracked vehicles = -~ Trucks .

v by - Night: * ~Day’ ~ . Night. - Day . . . Night

e N e

T Dry  Wet Dry Wet | Dry “fet ~Bry . et .Dry. Wet  Dry . Wet-
Tpe of Are = (1) @, () @ . 6B (6 (D ® . (9 @10 1 (12)

‘4
o . i PN
T, . ; X ; -
w2 - ., . - . . .
L = . . , . . .
¥ . v . . . .,
. , a

‘Road type 1 , . L |
Cllcointry 4.0,03.0. 3.0 20 0. 3, 5 . 15 5. 1. 8. 2.
oAzdty o 40 030,300 20 30,0030, M5 15,0 3B 35 8. 25

RoadtyégZ ,'.
2. Comtry *, 4.0 30 3.0 2.0 3. 0. 15, 15 . 3. 28 .24 20,

C22:City 4.0 .30 3.0 2.0 -15. 15, 7.5 1,5 16, . .14, 12, " 10,

Road type 3 ‘ | “ Co o .

- 3L, Comntry - 4.0 3,0.3.0 2,00 25 25 13, - 13. 25, " 20, 18 17, .

2. City ;40 3.0 3.0 2.0 125 125 65 .65 125 10. 9. 85

40 Artificial 999.9 999.9 9.9 999.9 999.9 999.9°999.9 999.9 9999 999.9 999.9 999.9

51, Easy cross- R I o |

Toocomtry . 2.0 10 L0y 0.5 20, 20, 10, 10.% 15 0 12 . 10,¢ 8.

52, Mediaw |, . T E
~cowtry . 1.0 06 05 03 15 15, .8 8 M 9. . 8 6.

53, I{)i'ff'icuit‘f.,ﬁ. o '
- crossecountry 0.6 0.3 . 0.1 0.1 10,

Co

Loﬁ*
[a)}
-

0. 5. 5

O
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, . DISPLAY MINIMAL TRAVEL TIMES CURRENTLY ||  IDENTIFYING ORIG, AND DEST., OR ENTER ONE OF
WAILBLE . BELOW OPTIONS IN LEFTHOST SPACE. PRESS SEND.
- « |:| . OBTAIN SOLUTION FOR NEXT ORIGIN K T, RETURN 0. PROBLEM SOLUTION CPTIONS
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' DESTINATIONS '. . "B, OBTAIN EARD COPY OF ABOVE INFORMATION
, o 3 . - N. OBTAIN OPTIHAL ASSIGNMENT OF UNITS 70 DEST.
' ‘ \ 9 - LR BECE
- | |
. © [ OPTINAL ASSTENVENT OF UNITS T0 DESTINATIONS . |THE MINIVAL TRAVEL PATH FROM NWNNN T0 NWNWN 15: | '
-/ mirar . | N N N + +
. ORIGIN 10 DESTINATION TN MINUTES ; % N
Y NNNW NN NN N . |
bOMNN MW Y L S A
NN ANRN N C | o | ‘
S NN NN wmo I T T S |
. > | S e N W RN NN o \
. NN . NN W N T
L | GO MW NN NN
e 1 T o T T
o NOWN N NN | NN NN :
| ' NI T TO COMPLETE MWEWER IS WWMINTES. |, | bt 4 b4t
c - R ¥
_ e Do fi+) ENTER ONE OF THE BELH CRTIONS D FRESS SED. grremmasecasensane ,
- S| U, RETURN TO ANALISIS OPTIONS (-) ENTER LECTER OF ONE OF THE BELOH OPTIONS AND*
o | 1. RETURN AN, PROBLEM SOLUTION OPTIONS ‘ PRESS SEND. ' '
Lo, e G DISLAl MINDAL TRAVEL TIMES . ' : . RETURN'K)MINIMAL TRAVEL TIMES DISPLAY ’
, "+, | B. OBTAIN HARD COPY OF ABOVE INFORYATION | 6. oeaiw ko copy OF ABOVE INFORAATION.
. ¥ S .
SRR o 94 o ' : 9(e) ‘
A IRTR T o o Pigure 9. | Problem solution display. . : .
. 3




< P T~ - . - - . .
. LA ot ‘

o . s -~ -
= -

MOVANAID sdlves the deflned problem one'"llne at a time. Thus,
_the minimal paths from the first unit origin to all unit destinations
| are obtained first. . When the solutlon is avallable, a display shows
the problem deflnltxon with an asterlsk beside the first line to indi-
%cate that that portion of the problem has been .solved (Flgure 9b). The
__ . user has the option .of displaying the minimal travel. ‘times MOVANAID has
computed, continuing to the next portion of the solution, or, if there
was only one origin, stination palr in the problem, returning to Analy—
sis Options. If tha& user continues to the next line of a problem with'
multiple origin/destl tion pairs, he will again have these options
--1w§en-ﬁhe next set of* fémputations is completed. In addition, if MOVANAID
has completed the las%/1liné of a problem with more than one line, then
the user can request}éhe additional computation of the optimal assignment
of units to destinat}dns. Note that "illegal".options (e.g., a return
. to Analysis Optiods as a request for optimum assignment when there are
poﬁtions'oﬁ,the problem still to be shown) are eliminated from the
- analyst's display. . N

P

<

—~

When the user requests the movement times obtained by MOVANAID,
they are displayed in a mat;ix format (see Figure 9c). From this dis-
play,; the user has the option to obtain a hard copy of the information
(typed on a computer-driven typewriter at the user's work station), to
see the "second page" of information (relevant only when there are more
than eight orlgln/destlnatlon pairs), to obtain the optlmal ass1gnment

~of units (1f all lines of the problem have been solved), or to return
to the problem—solutlon—optlons display. When the minimal path is re-.
‘quested, MOVANAID will display all nodes (up to 49) on the quickest
path from the specified origin' to the specified destination (Figure 94) ;.
a typed hard copy can also be produced. . When the uSer requests the - -~
optimal assignment solution;” the orlqln/destlnatlon palrs are displayed
that minimize the total time for .a simultaneous-maneuver of each of the
¢ unlts to one of the spec1f1ed destlnatlons (Flgure 9e) .

R

s

s

Examples of MOVANAID Use, , S
This 'section contains a series of examples, derived in part from .

the SIMTOS scenario, that demanstrate the material Jjust discussed. .
These examples also show. how the uSer could- ‘prepare a.problem for solu-
tion by MOVANAID. ~ The sequence of examples assumes that the user has_
progressed through the introductory material, has the Analysis Options
displayed, and-has made no changes to the network. » The results shown”
are identical in content and format to those produced on the CRT. Note
that the description of analyst/MOVANAID interactions-in the'examples

- below will not detall each individual step of the process; e.g., re-
turning to Analy51s Options from some point mlght actually require a
sequence of 2 or 3 inputs but may be described as though it were one

2 _ step. . ) ,

-

ERIC
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The 20th (U.S.) -Division.G2 section has just received a message
giving the probable locations of four Aggressor tank units. One of
. these is the’ 34th Medium Tank Regiment, located in the vicinity of
UTM (Univerial Transverse Mercator) map coordinate, UR0682. The G2
" wishes to know the minimum time for this unit to reach the vicinity
— " of "Hill 614 (QA0476);'a key terrain feature. Consulting the 1:50000
~scale .map with network -overlay, the analyst notes that no node ex1sts
at the unit location.. The analyst ‘determines the grid locatioh of the
tank regiment and labels. it 46210 following the method discussed above.
The analyst notes the need for a link from this. node to a nearby main
road, and plans to create node 43200 at the point of intersection. The * -
analyst judges that the arc .between the two new nodes (dashed line on
Figure 10) is paSsable at approximately the speed of an easy cross-
country route, and measures the distancé on the map using a 51mp1e
map—measurlng device. : . -

. Example 1. To make the necessary changes in the network, the
analyst first.chooses Option 1 from the Analysis Options (Figure 4)
and then indicates interest -in-node 46210. MOVANAID responds with an
error message, informing the analyst that 46210 is not currently in
*  the network.' The analyst notes on the map that the new node, 43200

'willbfall on a link between 44180 and 40270, and enters 44180 as the

_ hode to be considered. MOVANAID displays the linkage information for
44180 (Figure.ll). The analyst enters a line of data linking 44180
to 43200, and deletes the link 44180 <> 40270. The analyst then re-
turns to node .selection, indicates 43200 as the node to be con51dered,-‘
and enters a.line of data connecting 43200 with 40270. ' Note that these
last two steps, the ‘deletion of 44180 <> 40270 and the addition of

" 43200 <> 40270, are necessary if the analyst wants to place the new
node 43200 specifically on the link 44180 <> 40270. The analyst must
carefully plan any additions or deletlons to insure that the MOVANAID
network and any solutions based on that network are cons1stent w1th
the analyst s mental picture of that network. >

After replacing 44180 <> 40270 with 44180 <+ 43200 < 40270, the
analyst indicates interest in worklng with 43200. The linkage data
. are displayed and the analyst can proceed to define the 43200 <> 46216

© link. With the network sat1sfactor11y modlfled,‘and with no interest
in restrlctlng the analysis’'to a subnetwork, the analyst returns to
Analysis Options and selects Option 4, Problem Definition. Obtaining
‘the Additions . dlsplay, the analyst enters a line of. data: 46210, 04, .
05, 15150 (spechylng a unit type 04 to move under conditions 05 from -
46210 to 15150). Since the analyst 1s interested in only the one unit,
the analyst then returns to Analysis Options and chooses Problem Solu-
tion. After reviewing the problem deflnltlon, the analyst initiatgs
the computatlons. . . - :

After the, computatlon period, MOVANAID signals the availability
of solution output. " The analyst requests a ‘display of minimal- travel
time (Figure 12a) and of the nodes on this mlnlmaljpath (Figure 12Db).
Tracihg the solution on a map (Figure 10), the analyst is domewhat

. . . R ¥
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Figure 10. Illustratian iOf example ‘1.
: ! D r F
22




.rf

CURRENT LINKAGE DATA

PRIMARY ----LINKAGE DATA--- - )
NODE NODE # RD TYP ' KMS .

SO 44180 . 44150 21 02.3
3 . . ‘48160  © 21.  03.8. .,
: . o . 40270 21’ 10.1

T : (=) ENTER LETTER OF ONE OF THE BELOW' OPTIONS AND
" "PRESS SEND. ‘ .

. RETURN TO ANALYSIS OPTIONS

. RETURN TO NODE "SELECTION

. SPECIFY ADDITIONS TO ABOVE LINKAGE DATA

. SPECIFY DELETIONS FROM ABQVE LINKAGE DATA

wa\a.a

- < . - B .

. o ‘ Figure 1l1. Linkage data for node 44180.

$

23

El{l\C ST . 'S . .

Aruitoxt provided by Eic:




MINIMAL TRAVEL TIMES (MINS) /- DES KEY
ORIGINS ------=- DESTINATIONS --------- /

.+ 1% 3 4 .5 6 7 8 /1-15150

1-46210 133 ' o ) 2= '
rE / 3-

- 13- B ~ : L/ 4=
- - . e s
15 4 . -/ 6-
B CE : - : S - / 7-
7- . / 8-
8- . / 9=
9- / 0-

1(11) TO DISPLAY A TRAVEL PATH, ENTER TWO DIGIT NO.|
IDENTIFYING ORIG. AND DEST., OR ENTER ONE OP
BELOW OPTIONS .IN LEFTMOST SPACE. - PRESS SEND.
T. RETURN TO PROBLEM SOLUTION GPTIONS '
G. DISPLAY 2ND PAGE QF MINIMAL TRAVEL TIMES
B. OBTAIN HARD:COPY OF ABOVE INFORMATION

L . : 12(a)

. .t . ) . -

¥

TﬂE MINTMAL TRAVEL PATH FROM 46210 TO 15150 IS-;

46210 18140 ~ 17150 C N
15 ¢ g + vt v
143200 19140 17350 R g _ '

44180 23130 - 17170 . : - ‘

H R A S 4 SR

44150 261C1 17172 : v

A3130. 26302 “-15150 - . :
A ¥, ﬁ;i_t "j~y . “iff'v g ;_,‘.- Tf§, < SR IR

39090 30100 .. .- LT R &

e ot i, + 4 4 v

39071 ~+ 36080‘ T SN .

(-) ENTER- LETTER OF ONE OF THE BELOW OPTIONS AND

PRESS SEND.
T. RETURN TO MINIMAL TRAVEL TIMES DISPLAY
"G. OBTAIN HARD COPY OF ABOVE INFORMATIOﬂK .

« 12(b) ' ;//’

Figure 12. Example 1 solution displaysf

.o <
. .
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' _analyst returns to the’ B-naly:s_ls, AOEthUS to_reformulate the, probl,em-

. and deletions made for example 1 are ‘still approprlate ‘to the new

dissatisfied'with'this solution because it would require'the Aggressor
unit ‘to €ngage 1n a "cr0551ng of lines" maneuver that would" lead to -
some delays not anticipated by the MOVANAID algorlthms therefore,-thé#»

Example 2. Looking at the map, the analyst sees yhat appears;to
be. a reasonable. route “for. the AQgresSor unit: - a move to the north on
the Aggressor side of the border, as far as the OELSNITZ region, then
a sw1ng toward HOF. on ‘one of several roads. By defining an approprl—

ate subnetwork, the analyst can restrict MOVANA%p s attention to that

4 route and find the ‘relevant minimal travel time. .The analyst chooses -

¥

the Swath option and defines a swath 10 kilometers wide with turnlng
points 46210, 37330, and 15150 (Figure 13). The network additions
problem, as is the prob}em def;nlt;on._ Thus, the analyst noew requests
a problem solution and initiates computation. -MOVANAID again notifies
the user when computatlon is complete for the flrst (and only)-line. of

..thls pfoblem, the user ﬁ;rst looks at the minimal travel time and then
“at the assoc1ated minimal path '(Figures l14a and 14b). The analyst' =~ -

notes that the time for this route is omnly slightly longer than for
.the prev1ous route and.that the new route makes sense given the tacti-
cal situation, requests a “hard copy" of the nodes-on this route for
use in plotting it on' the map, ‘and then returns to Analysis Options.
Example 3. In the previous examples, MOVANAID has had its at-
tention restricted to the original network as modified to connect -the
origin of the unit of interest into. the network. - The basic network
éon51sts only of hard-surface all-weather roads; ‘the solutions produced
have not considered the p0551b111ty of cross-country travel. The ana-
lyst has noted, however, that there appears to be a reasonable cross-

'country route that might reduce the time from.46210 to 15150. The

analyst ‘starts final treatment of the problem by addlng.a link to the
network, 43200 <> 32170, and then requests a problem’solution. Howr

h_n,ever, the analyst notes.that: there is still" a subnetwork defined by a’
'4_,swath and returns to‘&elete the\swath. . The analyst then carls «for a

solution ‘and 1n1t1ates computatadh. In this, case; the’ minimal travel, -

. time is 143 minutes (the shorter distance compensating for -the slower

eross-— country travel times for a portlon of the route) on the path
dlsplayed ¥n Figure 15. . S . -

a
.

‘At this point, the analyst knows of three rodtes from thé current
locatlon of the unit of interest to the anticipated destination: All
routes would take slightly under 2-1/2 hours to, travel, given the as-—
sumptions about average speed in the speed table and 1nc1ud1ng 47 min-
utes closing time for the unit when arriving at the destlnatlon (see
Table 1). No clear-cut advantage can be seen for any of the routes . ,
on the basis of travel time alone, andsthe analyst will be required .,
to consider other aspects of the tactical situation in discussing the

probable enemy course of action. However, MOVANAID has provided him.

w1th a good estimate .of the mpvement time for the .unit in questiqp,
and has allowed h1m to explore several plau51ble alternative.routes in

25 - ' .
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. MINIMAL TRAVEL TIMES (MINS) / DES KEY|-
ORIGINS = —--=--—- DESTINATIONS —--=-== ==/ .
. 'L 2 3 4 'S5 6 7 8 / 1-15150
1-46210 154 2 / 2- '
2~ ; o / 3-
3- PO "/ 4-
4 <. . s
ChA . - ' o/ 8
6- - .. /1= v
iy 7_l N K R /.8_
8- . " s : . -f 9=
- BT A & . /0=

- .

(11) TO DISPLAY R TRAVEL PATH ENTER TWO DIEIT NO.
IDENTIFYING ORIG. AND DEST,, OR ENTER ONE OF
BELQW. OPTIONS IN LEFTMOST (SPACE. R@Ess SEND.
T. RETURN TO PROBLEM SOLUTION OPTIONS'
G. DISPLAY 2ND PAGE OF MINIMAL TRAVEL.TIMES

. OBTAIN HARD COPY OF ABOVE (INFORMATION
N. OBTAIN OPTIMAL ASSIGNMENT OF UNITS TO DEST]

hd L 2
| 14<§

” . ¢ . R -
|(6) ENTER LETTER OF ONE OF THE*BELOW OPTIONS AND

-] -
“ITHE\MINIMAL TRAVEL PATH FROM 46210 TO 15150 IS
6210 1717017172 . >
T L 4 + 4 v
43000 17171 15150 . _ ot
- 4 v N A v
40970 17180 . . S X
‘v -t P + ) 4 4 +
38230 17190 \
1 ov T 4 v T4 v o 4 ¥
39290 18200 : . . : N
i ¥ vt s +
39300 30280 : , ) :
h o+ b + . v 4 o
38310 + 33310 > .-

PRESS SEND.
T, RETURN TO MINIMAL TRAVEL TIMES DISPLAY
/ G. OBTAIN HARD COPY OF ABOVE INFORMATION

, <
14 ¢b¥
Figure 14. Example 2 solution displays.
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.fffa relatlvely short time. A- great deal of thé value of MOVANAID dec-
"pends on its careful use by an apalyst whd is able to define a problem
in such a waywas to obtain splutlons consistent with the realltles ‘of

" the tactical Situation. While MOVANAID may designate one route as
‘"optimal," the analyst should compare that solution .with: the analyst s
own mgphreadlng and, if necessary, create new links and/or: .subnetworks

“to obtain a new MOVANAID solutlon s1mllar to the analyst's own- subjec-
tive® analysis. ‘At that polnt, the analyst may determine which set of
assumptions and results seems most reasonable. The examples'above,
involving three different attempts to obtain a meaningful solution to-
a s1mple Jproblem, should be. cons1dered typlcal of the approach a suc-
cessful user will take. -

w
¢
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N CONSTRUCTION OF MOVANAID-

¢ . . T
’ . . ]

‘Analytic Basis.

v

= The'movement analysis{aid MOVANAIDVhas been discussed. in the
. previous ction in*"black-box" terms, as seen by the user, and the
manner ° ifi which users ‘interact with the aid has,been described. - (We

. ~ do not discuss in this section the’ computer 1mplementatlon of MQVANAID,
_or give detail abou# the data upon which the aid operates; these and
Glmllar matters will be discussed later, in the seéction entitled The . .
Construction of MOVANAID: Computer Implemehtatlon, and Appendlx B,
frespectlvelyt) There are two basic functions whHich MOVANAID performs
in generating answers to questions posed by users:, the ‘computation of-
the fastest paths from origins to destlnatlons, and the computation of
unit ass1gnments to destindtions. These computatlons are performed in-
MOVANAID by algorlthms developed elsewhere.. ' . .

. ¥ - , , ) - -

J€f\Somputatloh of Fastest Paths - | |

Cr '~ Several algorithms for fihdihg fastest paths in a .network ‘have
been discussed in the literature; each Yequires, as data, -travel times

- for the individual arcs of the. network. One. such algorithm, which we
call "MINPATH," has been 1ncluded in MOVANAID for @astesthabh
computatlons. ' » o

.

Although there,are reasonable dgrounds for attrlbutlng the MINPATH

. algorlthm to Dantzig . (see Dantzig (1960) and also Dantzig (1963,
pp.-363-366)), it must be admitted that-the origin of 'the algorithm is
now obscure. ,There aré several similar fastest path algorithms which,_
predate Dant21g s (see, for example, Bellman {1958) and Moore . (¥957)).
Still another algorlthm, that of Minty (1957), is particularly’ inter-
esting. In Minty's algorlthm, one first builds a string model of the
network, ‘with arc lerigths proportlonal to travel .times; then, grasping.

) the network in . one band at the node of destlnatlon, one 51mply stretches
N the network.

'

N4
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The computation of 1nd1v1dual arc travel tlmes is straightforward;

."one simply uses road type, traveling'unit type, ‘weather, and time of

day information to find the appropriate rate of travel for each arc 1h
the speed table (Table-2)," and divides the arc.length by thls rate to.
determine the travel time. Similar remarks apply to the computation-
of the time necessary for the collapse of a, column of maneuvering units
hlch travel in columnar formation. its present conflguratlon,

the MINPATH portion of MOVANAID adds a g%lumn closing time ‘thls being
computed on the’'basis of' the ‘user- spec1f1ed[type of maneuvering unit)

.to the. fastest path time to .obtain the minimum time within which the

last element of a maneuvering column can reach the destinafion by

. traveling thrpugh the network. ). Thus, it Zuffldes for present purposes
. to assume that travel times for arcs, toge

her with unlt closing times,
have already been determlned . ' .

To.lllustrate the MINPATH algorlthm, we will- con51der the. network

"N Of 1ll¥nodes (A through K) and 19 arcs shown in Figure 16. The number

appearlng next to each arc in the figure is the travel time for that
arc. Let us suppose that.node A hassbegen specified by a user as being
the node of origin, and that the user wants to know the fastest travel
tlme and associated path from node A to some node of . destlnatlon, say
node K. - o - .

The flrst step is to form the matrix T of arc,f}avel times for-
the network as shown in Flgure 17. The rows and columns of T are
1abeled with node labels A ‘through K,  and the elements of T are the
travel times between nodes corresponding to,the rows and columns in

which, the elements appear. Arc travel times Jpetween nodes of the net-

work that are riot connected by a single arc are taken to be infinity
(*). Included in the figure are path information c¢olumns and a travel
time row. These will be used in the illustration_of_the‘algorithm.

P P

The convention is that no node is self- -connected; thus the travel
time between any node and 1tself is always w, We could equally well

.adopt the perhaps more natural convent that each node is self—

connected with associated’ travel time zero. It turns out, however,-
that one would gain nothing from thls, and the number of computatlons
requlreqzby the algorithm would be slightly increased. Any. ordering .
of row and/or column . labels .is perm1551b1e, however, if the order in
which the rows are labeled is the same as the order for the columns,
then T wlll have the convenient property of being symmetrlcal with
« appearing everywhere:on the diagonal. Flnally, althotgh the net-
work N is undirected (meaning that travel is. permitted in either direc-
tion along any arc), it is convenlent for.our discussion ‘to regard the
node labels headihg the columns of T &s being points where ‘a traveler
may be at some stage of a journey, and the:row headlngs as belng
places where he may go next.. - :

-
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Figure 17. Travel time matrix for the network of Figure 12.
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The MINPATH algorithm is based on the'continuous expanS1on of a_
set of "active" nodes to which fastest travel times. are® known.- When .
this set includes all nodes), the algerithm terminates. The algorithm
is initiated by performlng the follewing operatlons on the relevant
matrix of travel times: :
1. 1Initialize the set of active nodes by indicating that the
node of origin is active. The rows of active nodes are '
. . eliminated from further calculations;, since fastest travel
- times to these nodes are already known. A circle around
’ _ the column label and a line through the row are convenient.
notatlons for an active node in, illustrations.

—_ ' r~
2. Establish a reference mark for me%suring time (we take the
‘hark to be zero) by writing "O" in the tlme row dlrectly '
o abo%e the node of origin. .
3. Enter the label of the node of origin in the path 1nforma—
tlon column assoc1ated w1th that node
>
. The result of performing these operatlons on the travel time matrix
. of Figure 17 is shown in Figure 18., In operation 1, the active nodes
of N are those .which have already been visited by the traveler on one
of several journeys which the algorithm will ultlmately construct.
Initially, of course, the traveler has "traveled" only to the node of
origin, and this node therefore comprises th& entire initial set of
actlve nodes. The 51gn1f1cance of operation 1 lies in the fact that,
by remov1ng the row of T correspond;ng to the node of origin from
* further consideration, we aré actually ellmlnatlng all pOSSlblllty of
" the traveler's ever refurning to that node once he- leaves ‘it. Indéed,
it is clear that the" fastest path from any node to any Other node can
never involve the traveler's return- to a node already visited; other-
wise, the traveler would *expend travel time without making: progress.
With respect to operatlon 2, we interpret the "O" which has been
written in the time row above the node of origin-to be the. shortest
possible time in wﬁrch the traveler can reach the node of origin, and -
operatlon 3 merely 1nd1cates the correspondlng fastest path.
Féllowing, 1n1t1atlon, the MINPATH algorlthm proceeds 1terat1v¢ly
accordlng to the steps llsted below (see Flgure 19 for MINPATH flow-

chart) -

.

7Step 1. In each column of.T corresponding to an actlve node,
find the shortest travel time fr the .node to any
nonactive node (that is, to any_S}de whose '‘row has not
been eliminated); for each activé node, keep track of
‘the nonactive node so determined. CoE
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Figure 18. Travel time matrix for the network of Figure 12 after

initialization for the fastest path algorithm.
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A flowchart for the MINPATH algorithm.
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Step &. Form the sum of each of the shorté%t travel times 1dent1—

h - fied in step 1 with the time recorded in the time row

~~ . above each corresponding active node, and identify the
smallest of these sums together. with the active node P
and nenactive node Q which are involved in the minimum

sum. ' ' ‘

Step 3. ' Designate node Q as being active, ‘enter the minimum sum
identified in step 2 in the time row immediately above
the new active hode Q, aad copy (in the path column be-.

. longing to node Q) the path 1n the path column belonging
to node P, appendlng to this the symbol of the new active

- node Q. , : . ' . ) y

Step 4. If all nodes of N are actlve, termlnate, otherwise, go'
back to. step 1l. ' ’

A tie encountered in the performance of step 1 may result in al-

ternative fastest paths to the ndnactive/nodes involyed in the tie.
If information of thi¢ ‘type is desired, One must keep' track of all

" the
step 3 aré of no consequence and may be ignored

‘nonactive nodes so tied. ‘Ties encountered 1ﬁ}the performance of
b

Y,making an arbitrary

choice oi}the minimum sum; the ignored cases will reappear in succeed-

ing iter
‘if we count each performance:gf steps 1 through 4 as being one itera-

ions and can be dlsposed of one at a time. Note also that,

tion of the algorithm, theﬁekare precisely n - 1 iteratigns until

termlnatlon for an N, node metwork. T C

beglnnlng with the already initialized trave

We shall now go through the first few 1Eeratlons of the algorlthm

.

For step l, we observe that only node A is active; we therefore

‘look only in column A. We find that the fastest time from node A to’
a nonactive node is 7, the nonactive node involved here .being node B.
There are no ties. : . .

For step 2, we form the sum of the timg 7 just obtained and time O

indicated in the time row in column &, obtadning ;he result 7. Trivf—
ally, we search for the minifhum sum and, there being only one to con-
sider, we determine- that thd minimum sum is 7, active node A and ¢
nonactive node B being the ‘source of’ the mlnlmum sum. ‘

. i
. N

For;step 3, ﬁﬁ/des1gnate node B as béing active (by drawxng &

c1rcle around the column heading "B" as 'shown in Figure 17). We also
.enter the- prev1ously identified mindmum sum of 7 in.column B of the

time row, transfer the path information  "A" ‘contained in the path col-
associated with the new active node B, ard append to this the symbol

."B "

of the new active node.

tifle matrix of Figure 18.
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For step 4, row B is crossed out, theréby eliminatigg‘it from

further consideration and, sinee nonactive-‘nodes still remain, we

return to step 1. .This completes the first iteration of the algorithm;
the travel time matrix and associated: labels shpuld now appear as‘%hown

in Flgure 20, » ‘

"We may conclude at this stage that the fastest travel time through
the network from the origin, nofle A, to node B 1s;7 and that the as-
Sociated fastest path is the direct one: A +’B." ©

Proceeding now with step 1 of ‘the second 1teratlon, we observe
I column A, the fastest
' to node C in time 9,

th t in Figure 20, nodes A and B are active.
trayel time from node A to any nopnactive node_
whereas in column B the fastest tlme is to‘node .in time19.-(In step 2,

we’ form th sums: . | ‘ A ; . i L\

s . 1

9+ 0=29 (active node A to nonactive node C) o N
. . i - "'_

. ) ' ¢
9 +7 =16 (active pode B tq/nonactiv node D)

and- observe that 9 i% the smalles: these. For s 3, the nonactive

node C. 1nvolved in the minimum sum activated; the minimum sum 9 is

entered in columt C of the time row, and path information "A" ‘contained
in. the path column associated with the 0ld 4ctive node A is transferrgqd
to the path column associated with the new active node C, the symbol "C"
then being appended. In step 4, Yow C is crossed out, and we return

~again to step 1. Thls'completes the second iterationi the extent of

labeling of the travel tlme-matrleat this’ stage is shown in' Figure 21.

. - ) .
& In the third 1teratlon, we determine that actlve node C and non- *
active node F produce the minimum sum of 14. Node F is therefore act1—
vated, and the variocus labels are entered in the prescribed way. ‘At
the end of the third iteration, the travel time matrix has the appear-
ance shown in Flgure 22. , 4 . o .

In this example, the algorithm terminates with the activation o
niode K upon completion df e tenth iteration. The travel time matrix
at termlnatlon is shown 1ﬂy;igure 23. Fr the figure, we read of f .
the fastest travel times and paths from the node or origin, A, to the -

other nodes‘of the network: >

To node B: Time' 7/path A - B .
To node C: Time 9/path A » C ' .
. To node D: Time 16/path A > B > D ‘ ‘ '

"To node E: Time 17/path A > B > E
To node F: . Time 14/path A -~ C > F
TS node G: ~ Time 26/path & > C > F»>G . . - -
To node+H: *, Time 34/path A ~ B +>D 3> Hor A->QC=>F > G > H
To node I: Time 28/path A - C »F > I ; .

_ To node Jz . ’Tiaméu/pathz\-»c»l?-»l J o2

)  To node ke e 36/path A > C¥ F - T » J > K.

37 _‘ . : .
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Figure 20. Travel'tiﬁé~ﬁétfix for the getwork of gigure 16 after
) ~one iteration of the MINPATH algorith@c - ”
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Note that there are two fastest: paths from A to H in th1s example, th1s
y result der1ves from a tie ocfurrlng in 3tep 1 of the .ninth 1teratlon. )

-

- o
: We“conclude our d1scuss1on about the algorithm MINPATH by p01nt1ng
~6ut that we havé ‘not formally proved in thds report: €hat the algorithm - -~ -
produces the shortest travel times and paths in any network. However, -
a formal “proof. clpsely follows the logic of the steps of the algorlthm,

and ‘is available elsewhere [see Dant21g (1963 pPp. 363- 366) or Ford and frjd‘
Fulkerson (1962 pp. 130- 134)4 ‘ o _ . e o R
Optlmal Ass1gnment of Units to Destanatlons - ‘ . s ] 3

' d:\?ow turn. to a descr1ptlon of the mefhod whereby MOVANAID com-
ﬁ@iputes solutions to assignment problems Cons1der a situation where
there are n travelers Ui,...,Un at orlglns Oll...,on and n destinations
Tl Dl,...,Dn, one for each traveler. (More general types of ‘assignment
prqplems 1nvolv1ngp for example;Bi/pe than one traveler.to be assigned
to Certaln dest1nat10ns, '‘are po ble and of interest.-. Some -of these
-~ more general problems are discussed below in tpe section. entitled YEx-
. tension of MOVANAID."” As presently structured, MOVANAID computes solu-
.tions only to assignment problems of the type 1ndicated here.) Suppose
that., the minimum time necessaryafor each traveler to reach each destina~
tion is known, and that we wish to assign travelers to destinatlons. in -
such a way .that the 1argest travel timé requlred by any traveler to’ ‘
.rea h his assigned destination,is a: mlnlmum These times.are computed -
by e MINPATH portion of MOVANAID. It 1s~assumed that thereé are no
delays -due . to 1nterference among slmultaneously maneuvering travelers.4

- . ‘; ’ .-

f : . ) .
It is coﬁvenlent t% organlze the 1nformatlon for the problem in'a - ‘
"travel t1me matrix" A ‘whoseé - rows correspond to the travelers and whose .

columns correspond to the dest1 atlons, the ljth element of. the matr1x
4is the time requiredcfor.travel U ‘to reach dest1natlon DJ along tHe

. fastest path. ~ A" €ravel® time matrix for a hypothetlcal asslgnment\prob—
lem 'involving’ s1x travelers ‘and ‘sik destlnatlons 1s showr in Figure?24.

s . . S
It is poss1b1e in panc1p1e td-determlne wh1ch of the ass1gnments
" .minimizes the maxlmum travel time by simply examining all poss1b1e as:
s1gnments, a method of this type 1s called a *solution by eriimeration
vHoWever, applylng *this method to a problem of- even moderate size requires
the examlnatlon of an enormous number of . ass1gnment§-—so much sa that
.solutlon by. enumeratlon.must be regarded as*belng unattractive. (A
. probléem of size 0, for example, would require the examlnatlon of S
, 10*-5 3628800 aséiqnments ) A more: efficient. approach to solv1ng o
: asslgnment problems is awailable and has been used for, MOVANAID : f'. -
L <y S
“An 1terat1ve algorf%hm (which we call "MINASSIGN") for neatly and
rapﬂﬁ&y solv1ng assignment problems of ,our type is described by Gross
in Ford and Fulkerson (1962) Gross's' algorlthm draws heavily on earlier
,dwork by Konlg (1950)" and Egervary - (1931). r1ef1y, the Konig-Egeryary
theorem shows that the ass1gnment problem is equlvalent to a’ problem’ in -

e

k

S S . ) . s e . ' : ' -

. S 4'._.42 58 - | ' -

Q

ERIC

Aruitoxt provided by Eic:



P . ' '
R e ,
’ ‘» .
. .
' B, D, D5
Y , ' :
f . v 01 4 3 5
U, | 1 3 {2°
LT ug et
;.,__wﬂ ’ )
- 8- 3 5
+ - Ua ’
US 1 2 1
‘3 :
s Ug 2 1 16
.‘l. . .
. problelm of size €ix.

S

, Figdte 24. Travel time m@trix.for'a hypothetical assignment. .

!
- <



. - . ) -
network flows; Gross's algorithm uses a "labeling techniqu , normally
! used to optimize- flows in.networks, to solve the ass1gnmentjproblem
The general MINASSIGN technique is illustrated in Figure 257 A full
account of these matters is given by Ford and Fulkerson (1962)

For ~an ass19nment problem of size n, the MINASSIGN algorithm
manipulates an nwx n "working matrix" W, éach of whose cells is in one .
of three states: a cell may be "admissible" and contain the symbol -
"1"; .a cell may 'be admissible and empty; or a cell may be inadmiSSible.
The algorithm, which is complicated at first glance -but whose logic is
more clear after an example, proceeds according to, the follow1ng steps.

Step 1. Choose any feasible assignment by enterihg the symbol
: "1" jin the appropriate rows and columns_of W. An ag-

" signment is called "feasible™ if eachr traveler is as-

signed .to a destination, and each destination is ™
allocated to a traveler; a "1' appearing in theé l] th -

cell of W is interpreted to mdan that traveler Uj is
ass19ned to destination D ote that, in a- feas1bl

a551gnment, ‘one 1 agpears in each row and column of W.

Step 2.. Determine the largést travel time T involved .in the
’ present aSSignment. ' R

Step 3%, Designate all cells of W for wh1ch the corresponding: -
. . _ travel time is 2 T as béing inadmissible, and delete
o all'l's'Which'bccur in 1nadm1551ble cells. -
Step 4. Identify all rows of W which 'de not contain a, l as being
: "jnitial ‘rows" ;. identify all columns of W whieh do not
contain a 1 as.beind “"preakthrough golumns." .t
. . i . . a b
Step 5. If, for any 1 < i, j £ n, . : .

(a),Roy iis an»initial_row'or is labeled,tand “e S

(b) Column j is unlabeled, and * I

(c) Cell. W ij is admissible, A

label column j w1th the number "i."  If, after accomplish- .
sing (a) through (c)'adbove for all 1s<d $n, nocolumn-
has been newly labeled, conclude that the present ass19n—
ment .is optimal and terminate;_otherWisef
kf a breakbnrough column has been 1abeled go to’
. step 7; ' ' ' !

v
3

g o If a breakthrough column has ot been labelkd, go !
to step’6. N oL o _ -

44
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Step 6. If, for any 1 s i,j < n,
. . . . Y
i , (a) Column j is labeled, and " ' o .

(b) Row i-is unlabeled, and o ' : T

(
9 ’ (c) Cell wij céntains al, . . A-; ) _ ‘
label row i with the number #j." After completion of ’
(a) through (c) above for all 1 < j £ n, return %o
step-5.
~ - "Step 7. When a breakthrough column recelves a label "i," do the
ST follow1ngr . » oo -
) wan s th : .
(a) "Enter a "1" in the 1 row -of the breakthrough column.
' - .th . e : : -
(b) If the i row is not an initial row, remove the "1 ..
~ appearing in the column of the ith row as spec1f1ed
4 by the label "j!' on, that row, and go to (c); if the
o ith row is an initial row, go to (d).%
o ] : .. o : o )
(c) Enter a "1" in the'rowlcorresponding to the label "1"
of the jth column just located in (b) above; if this’
. ‘row is not an initial row, return to (b); otherwise
. go to (d). :
(d) Discard-all labels and designations oflinitial'rowsh
and. breakthrough columns; if the number of 1's ap-
L pearlng 1n W is less than n, go back to step 4;
//’ S otherw1se, go back to step 2. \ C

Some comments about the steps will clarlfy the process. First,
although any fea51ble assignment will”suffice .for step 1, the dlagonal
. assignment wherein traveler Ui is assigned to destlnatlon'D for )
1 $i <n is-natural and easily implemented by machine in pract;ce
For hand computations, on the other hand, it is often possible to re-
duce 'the number of computatlons required for termination of the algo-
rithm by making as "good".an initial feasible a551gnment as one can
readlly find. ] . . .
. Referral to the ‘travel time matrix A is necessary for step 2. It
is convenient to regard each passage through step 2 as belng the beg1n-
n1ng of an 1teratfon of the algorlthm B N .

—

.Note that the performance of step 3 always results in fewer than
‘n1l's rema1n1ng in admissible cells of W; -some or all of the cells in-

- yolved in the present assignment are made inadmissible in step 3. Thus:
we might refer tqQ the allocation of admissible 1's that-still remain -
Y. in W after the. performance'of step 3,.if any, as-being a "pdrtial feasi-.

ble a551gnment." In Step#ll any conven1ent symbol, such as "v" dr "x,

T s 6() - \ ;
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will sufflce in hand computatlons to 1dent1fy 1n1t1al rows and break-
L . . through columns.‘ . <. oo

e Steps—5~and-6-are~ther"labelidg-steps"- in step 5, columns -are -
* labeled with row numbers; in step 6, rows with column~numbers, Not
. all rows nor all tolumns need receive labels. Note that in step 5 it
is necessary to keep track ‘of whether" Or not it has been possible to
label any previously unlabeled column with.the row number of any initial
or labeled row, whereas no corresponding procedure is required in step 6.
Note also that, in step 5, all possible column labeling should be ac-
complished. Howeverqygé-a breakthrough columnm .receives a labe
>hay dispense with  the Y»est of step 5, if any remains, and go d
’ to step 7 before formlng any conclu51ons about optimality or g
another step. Similarly, #n step 6, all, possible row- laherlng
be accdmplished before reverting to column labeling in step 5.
One reaches step 7 if and only if a breakthrough column rkceives - .o
a label. When breakthrough. occurs, the various row and coiumn labels
contain the information necessary to reassign travelers“to destinations
. in. such a way that the "partialness" of the partial feasible assignment
(created in step.3) is ingreased by one. If, on, the .-one hand, an in--

crease of one in the partial a551gnmeﬁt 1sé;:i:ifient to change _the

partial feasible  assignment into a full feasible gssignment (1nvolv1ng
_.all the travelers and destinations), one wi ave found a new (full)
feasible assignment that is strictly better\étan the one in step 2.

Thus, in this case, one will wish. to discovey whether there is a still.
better full feasible assignment by repeating Xhe entire process begin-
ning with step 2. If, on the other -hand, the increase of one in the

. partial gfeasible assignment does not result 1n a full fea51b1e assign-
ment, one does not yet knoWw whether a new strrctly better full feasible
assignment. exists, and another repet1t1on oflthe labellng process,

begmnlng with step 4, 1s nece
P "
"ll

' /' ' We will now 111ustrate the¥déiravior of the MINASSIGN algorithm by
applylng 1t to the a551gnment problen whose travel time matrix is.shown
in Flgure 24. Note, incidentally, that a rather good a551gnment ‘has

fj“’.qéteen hidden _in the hatrix of Flgure 21.as follows:

T
[ oo .

Ul -> D4 in_ti@e 1

. : o
, R D i L. .
. | ~U2 1 in tr?e 1 . | . (:
UB;f D3.in tiTe 1 o '
. . » ! oo ',. S e
. K . . ?4 f D5 rg;tlme 1 ., _ o /’
. . ’ o ->'D 2 .
o Qs 2,1n tlme;
v . = 'U63+ D§ 1ojtime 2.

N

:Thus; the algorithm must yield an assignment at least as good as this
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We could, in step 1, try to reddce the number of computatlons
requlred by choos1ng as good an ass1gnment as we gan readllx find, as
'Wﬁuggested above. However, for purposes of 111ustratlon, ‘we choose the
S 1n1tIal assignment to be ‘the.diagonal one, which we indicate by circling
. the appropriate.elements of a copy @f the travegl t1me matrlx at the be-

ginning of iteration 1l‘as shown 1n Figure 26. 4

. 1] _..’ X‘
S
_ Egr step 2, obseruﬁ that the largest travel tlme 1nvolved in the \
present=a551gnment is 6. . It occurs,as a result of as51gn1ng traveler
Uy to destlnatlon Dg. : ! . R U B

.

'/ .. In. step 3,-all cells of the worklng matrf? which cor
tites < 6 in the travel time matrix are made. inadmissible
them out. At this stage, the worklng matrix is 111ustrated"

*+ first tableau for iteration 1 shown in Figure 26 except~for$
~ and coldih labels wh1ch also appear--these are entered n13» ,;" DS .
In step 4, we observe ‘that rows four and five of theef1g§§§tah&eau
ab ‘not -contain a 1; we thereforejde51gnate these rows as Eel 5&§E¢£Lal
rows by affixing to each’ the symbol "*." Similarly, columns’ l“yrﬁand'
five do not contain a 1; hence these are designated as break b
-columns, again through the use of the symbol "*.! o

~ In step 5, observe that only rows four and five are eitﬁd*;labeled )
or initial rows (both are initial rows); hence only these rows way be-
used to label columns. We begin with ro four. It is not possible,to
label colurfa ohe with a "4" since, altjfough- column one is unlabeled,
cell wy; is 1nadm1ss1ble. It is possible, however,,to label column™ two
with a "4," columh two being unlabeled and cell wyp Heing admissible;
thus, column two réceives the label "4." ‘Noting that*column two is not
a breakthrough column, we continue with the labeling process and ob-
sewwe fhat column thre should also be labeled with a "4." Cplumn four
(one of ‘the breakthrough columns) 1s, unfortunately, ineligiple to be
labeled with’'a "4” since, “although column four -is unlabeled,! cell w44
is 1nadm1ss1ble." For column five, however, we,find that not only is
column five unlabeled but also that\| cell w45 is admissibley column five
therefore receives the label "4." . Since column five is one of the Y
. breakthrough columns, we may di\yense with further column labeling
4see the comments on step/5 above) and go’ dlrectly to step 7 to con- - s
struct the second tableay.for iteration l=~ The flnal'f%rm for the S
first. tableau for 1terat on l is shown in Figure 26. _
* o ~ N _ ‘ '
Observe, in step 7 that'one of the breakthrou columns of the-
_ flr;¥ ‘tableau (column five) is labeled with the labed "4." .Hence,
- according to- 7a, we enter a 1 in the fourth row of that column (as.
is $howh in the second tableau for iteration 1 in Flgure 26) and,
since the fourth row 'is one of the initial rows, we skap ahead to 7d.
o . In 74, we observe that the .number of '1's 'which now appear in the second
' "tableau is five, and since 5 < 6, we return to step 4 to continue with _
iteration 1.. The appearance of the worklng matrix at this stage is . </
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gnment problem of Figure 12,

Operation of the MINASSIGN'algorifhm for the assi




shown in the second tableau for iteration 1 in Figure 26 (except for
the row and column.symbols and labels) . ‘
‘¢“‘M'7”h”4<”P}oceeéln§1withrstepf4 on the second tableau, row five does not
contain a 1 and hence is designated an initial row. Similarly, column
four is designated a breakthrough/?ylumn.
T : v ’ :
h

]
-

. In step 5, columns one, -two,/ three, and six receive theﬁlabel "s5."
Sincé none of these columns is aébréakthrough column, and since further
labeling of columns is not possible at this polnt, we are dlrected to

step 6. =~ e PO f

C. In step 6 we note that columns one, two, three, and six are, the
only labeled.columns; hence, these are thé only columns which may be
used. to labéd rows., In column one, a 1 appears in row one; hence row

- one is labeled "1." After similarly labeling rows two, three, and six,
- i+ ; respectively, with Tabels "2," "3," and "6/" we revert to colugn label-
ing in step 5. oo o ° ‘ F : .

In step 5, we observelthat rows one, two, three, and six have
~ been newly labeled, so thdt further ¢olumn labeling may rffow be possi-
.ble. With row one, we observe that although.cell w;; is admissiblé,

“.column one has already been labeled with the label "5"; we do not change

the label on column one but rather skip ahead to column two and. then
"to column three, both.of which have also alréady been labeled. Column
. four, however, is ellglble to receive the label "1" and, column four
' being ,a. breakthrough column, we may omit further column labeling as
before and go directly to step.7. The final appearance of the second

tableau for iteration 1 is- shown in Flgure 26. R S
- Obse;ve,_in step 7, that the ‘breakthrough column (column four) has ',
_the label-"1." We therefore insert .a 1, 1n row ,one of. column four. Row

one is not an initial row, and we therefore look for a label on row one
and find that the label is "1"; is is the number of the column of
row .one where we, Wlll nd a 1. " After removing. the 1 so kocated, we
‘are dfrected té -insert a 1 in the row of column one indicated by the
* lapel on column one,. here "5. Because row five is an initifal row,*
the movement of 1's 'is complete. Furthér, there now being gix 1's In
) the ~working'matrix for iteration 1, we conclude that iteration 1 is
also -.complete and that there is a better assignment than the one which
was&used at the beginning of the iteration {(in our Ease, the diagonal
assfgriment). This assignment, which lis the initial assignment for
iteration 2, is indicated by the patfern of 1's which appears in the
third and final tableau ,for iteration 1 shown in Flgure 26.

. R .
. l et

. 'Iteratlon 2, for'whlch 3USt two tableaux are rEqulred is ac-<
compllshed in a 51m11ar fashloﬁ After completion of, 1teration"2 we
- flnd that the.: new a551gnment created at #he end of iteration I~ (whlth .
is shown in Flgure 26 by.¢i¥cling approprlate elements of the time
matrix at the beglnnlng of iteration 2) is still not optimal, and we
. obtain a_.better assignment in the pattexn of 1's which appears in the

“
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'ufin ableau of 1teratlon ‘2; the latter is the 1n1t1a1 assignment for
1terat10n 3. L

Iteratlon 3 proceeds as before until we reach the p01nt of 1abe1—
ing. rows and columns in the second tableau. - 'All possible rows and
columns are then labeled, yet ‘no b’i‘eakthrough column r3¥ceives a label. -

« We conclude at that” p01nt (step 5), therefore, that the- 1n1t1a1 assign-’
’ ment for, iteration.3 -is optimal, and we terminate. The optimal a551gn3
ment is as follows:

U +D4'in time 1
U. - D_ in time 1

time 1

e e € . 4
This is the aggaghmeht mentioned earlier.

e :

- . ' Optimal assignments need not be,unique. For the example problem,
a dlfferent,a551gnment as good as the one 1dent1f1ed by the algorithm
“is as follows- . - . i .

R | v -
{ U1 > D4 in tlme 1 &$ :
- ¢« U, » D, in time 1 ! '

U, ~ D. in time 1
. U. *D_ in time 2

- D_1i i .
U6 5 n time 2 ,

) P ¢ : ‘ ’ . - ¢
{ The choice of initial; assignment for iteration 1, together with cer-
tain other factors, determines- the optlmal assignment to which the

- algorlthm will converge. . ’ . . - R
=5 Ly o

-

Computer Iﬁplementatidn;

A . .

In the prev1ous sectl n, we have descrlbed in some detail the S

theoretical basis for MOVANAID. -In the translat;}g~o£ apcb theoret1ca1~
T

developments into practice, it is net uncommon to cd&Hter one or more
" A pracéﬂcal dlfflculties arising from .the env?ronment in whlch the theory’

P o
51

R \Q
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is being applied. In 'the present section, we.discuss the most signifi-

cant such practical consideration which arose, in the implementation of
- MOVANAID--namely; -a constraint on computer Storage- space. We-also . = .
describe the effect of this constrain® on the structure and operation

of the aid. C o . C :

. : . o

MOVANAID was constructed for use in the Training and Informgtioh

. 'Systems Facility (TISF) at/ARI. The TISF consists of a CDC™model 3300

o

-

RN

'computer'connected to labdratory equipment, notably CDC 210 CRT dgsplpy_
terminals and .IBM selectric typewriters used fordthe SIMTOS experiments.
Of the total amount of core storage available in the CDC 3300, only ~
about half is usable for the programs which control laboratory experi-
ments. If the aid were to be used in conjunction with SIMTOS (or some
other experiment with its -own computer support requirements), only a- '
small portion of this memory space would be available at the time a
subject might call upon the aid for his experimental ﬁasks.' Thus, the
‘hecessary. strategy in this case was to be conservatiye with comgdter

the use of Storage technigues designed for sparse matrices for nétwork
data. - By data packinéf’&e mean simply that several items of data in
‘decimal integer form are compressed for storage in a single 24-bit-word
of computer memory. Binary patking of ,data %an be: used to increase
speed of computation. However, packing of decimal data has compensatp
ing benefits, *such, as readability of the data base. Each link attached
to any given nodé’&s described by one data word in which is coded the.
mode number of the attached node, the length of-the -1ink, and.the "type"
of link (see Appendix B for a detailed description of 1ink type); this .
-coding saves about 8n_words.of stbrage)&where n is ;heihumper of nodes).
. L o . » o

_ In the theoretical .discussion  of MINPATH, linkage infgrmation was
presented in an n x n matrix (whereyn is the number of .nodes), The o
use of.a sgpare array, of datzf;o stoye this information is clearly waste- . .)

storage space. -
- [ ] - . -
. Two techniques were used to conserve storage: déia packingﬁand T

’

ful of storhgg in a network which gpdes are connected to only a few
others, i,e.: a sparse matri Instead, we assume a constant four links

sper. node and store the information if® a,linear array. ‘This procedure

causes no loss of generality, because nodes with more than four links

are easily accommod#ted by the use ®f artificial nodes as described In

Appendix B. The numbér four was chg&gn'beéause it adequately reflects;' .
the SIMTOS networﬁ."Other numberg{bfflink§.per'node may be appropriate’ '
" for other networks. ’At-present, netWork data are stored such that all

-

_arcs are two-way connections, i.e., s @n undirected network. Even

more .storage could be sated if dnly_the,OQe—way link information yerej

stored, but.greatly increase computati@é?%i&e. Thus, the network . oL,
1inkages are stored in §pproximatelyz4@fwords of memory rather than '
the n4 needed for, the square ‘array. .~ 7~ i - ) ,
gt Aet Y S SN N '

e Ce . "h.‘ . v h S L’J)
: «— o . x~~ w0 L s . o



)] . -
The Uise of these storage conservation [measures is not without
® drawba’cks. . They affect the operation of e aid in two slgnlflcant
...~ .. ways._ First, they effectxvely limit the-size of the networks: with-
- ~ which MOVANAID can be used because the data packing scheme chosen im-
' S a limit on the size of the data being packed. Other packlng
Es)tmes could be used and would result in different constralnts on -
{the size of the data bélng packed. - Because three decimal digits  in
the packed word are allowed for the node number and three for the .arc
length, there can -be.at most 999 sequéntidlly numbered nodes; and arcs -
v may be 99.9 kilometers in length (individual length%ﬁ%&e specified in
* - tenths of kllometers)., ] . v \ -

. l -
The other dlfflCultY w1th the sStorage conservatlon procedures 1;,.'
. that théy s1gn1f1cantly increase the computer time required to solve.a
problem The packed words must be unpacked by MOVANAID before the in-
formation can be processed. However, fdr networks of the siz$ produyced
for SIMTOS (approx1mately 400 nodes), the tradeoff has been reasonable.
To understand this, cdnsider- the graph of Figure 27,7 Although'avalla—
-vble .resoyrces have not permitted extensive computatlonal experlments .
with the ‘full-scale MOVANAID, preliminary experiments ‘were conducted
® with the MINPATH routine alone in its elementary form. —
N . . L )
These results, shgwﬁ in Figure 27, are exclusive of input/output
or .any data preprocessing.” They ar® based on a model implementation
us1ng\unpacked data, as might be the case if stdrage space were unlimited.
The data show ¢hat w1thout the storage conservation measures, networks -
of the largest type ‘that MOVANAID, can treat could be solved in approxi- ]
. mately 2 m;nuteS(‘whlle networks of the current size of the data. base N . -
. could/be handled in ‘about 15 second§" Experience (though llmlted)'fzgéf
MOVAMAID FKas shown that small networks (less than 200 nodes) require
on sllghtly greater solution. times than those in Figure 27 show, and = =~
that networks of the s$fze of SEMTOS reguire about twice as much time . -
as Figure 27 shows. “The latter case results in times -of about 30 seConds
ather than 15 for the SIMTOS network, but this is still within reasgn.
The rate of increase in computatieon tlme appatently. grows rap1dly w1th
'network slze, however, so that the tradeoff for storage space may not .
be as attractive for netwokrks of the largést type that MOVANAID can -
treat. Experrmeﬂ;al conflrmatlon is needed‘ . _ . //”

. . . '
& .
EXTENSIOK. OF MOVANAID

.

»

- In this section-we suggest some ideas for enlargement of the~
scope, for quality improvement of the-dinformation now provided to »'
~users by MOVANAID. Most remarksSrare directed toward poss1ble direc--
tions for extension of the two bas1c modules of MOVANAID- MINPATH
and MINASSIGN _ . g ' - : Al

» . ‘v v ! . . - N
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Generaiizations for MINPATH

r

.- e e > . -

T MﬁItiple'shortest path information may occasionally be of interest
"to gptelllgence processors. Such ipformation might be useful, for ex--
ample,'ln a case- where the friendly force is consi erlng the interdic-
tion of roads. Ag presently- c%nflgured however, the MINPATH madule
of MOVANAID does not disclese such information to’users. ' Path infdrma~ . -
tion of this type could be prpduced (at the expense of an 1ncreasé:1nv ’
computer st e requirements) by makxag minor changes ir the present .

. structure®of NPATH. . gimilarly, analysts might also wish to identify, .
rin addition to fastest tlmes and paths, the sgcond and third fastest
times and paths, ard so on. Algorithms eXist and could. be included in

. MINPATH to produce information of these types} if desired. _ Y.

Another interesting direction for generalizing MINPATH would in-_
f‘ volve relaxing the assumption (heretoforé implicit]) that a military unit
can move along a road en.masse. The movement filitary units along
roads does not normally tdke place en masse for at least two-reasons. .
First,. the tagtical situation may dictate that movement be accomplished .
in a columnar formatjion of gap-separated segments or "serials." Second
" columnar movement along a road may be forced -on a unit whosé size 1s
.- large compared to the capacity of the road. The remarks below address
.. only the ‘latter phenomenon. . . - : \

-

g

Consider a network, each of whose arcs is associated, in addition: °
to a travel time (which we integprat to be the time regpired for an
"1nd1v1dual"——perhaps a foof soldier or.a truck--to,move from one end . i

*“_of the arc to the other), with an arc capaclty4 repéesentlng the maxlmum
number of individuals who can enter the arc per unit.time. A network:
* of this type is shown in Figure 28,\th the figure, the flrst number as—
e soc1ated with an ‘drc.is the travel time for that darc, and the second
. numbgr is the arc capacity,. We take our problem:to be the determina-
' tiQn of the path which the undt- should: take in order to move from a
prespecified node of origin*to a given node of des&igation in as short |,
a time’ as possible, subject to the constralnt that it,movement rates .

should not exceed any of the arc capac1t1es. : N o . ;

v

As an example of the sort of: d1ff1culty one jnay encounter in the .
generallzed problem, assume that the arc capac1t1es shown in Flgure 28
represent the maxi, mum numBer. of tanks per hour that the arcs éan accom-
modate, and suppose. that we wish know how soon, and‘’by wh path,”a '«
tank battalion at nede "A" could Tove 1n its entirety tog a ‘destination

at node ug " Cons1der two paths jOlnlng node "A" to node "Z" as- follows-

S '

’ ) : [ .
4Deflnlte procedures for computlng nﬁpd capac1t1es have al&eady been
established by the Army. Road capacitles are'computed as functions
of surface type, surface and shoulder width, maximum curvature and
gradlent, amount of moisture,-and certain other parameters. See De-
partment of -the Army Field Manual 55115 (TranSportatlon Reference .- s

. DataJ Chapter %) for more ‘details. ;

.
: » . . ’ . . K
- . ‘e . . i \ .
- . . . R S - . . .
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. Figure 28. - A nétwork with arc capacitiss in addition .to travel times. .. .
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P.: A>C~+E~>Q->K~> 3% g e
. ‘ ' 1 v s : ‘ .
oo ’ .. "\',Pz: A—L\B—»F—»G—»_M—»'Z., ‘_..‘
o Tt may. be confirmed that the sum of thé travel times along path Plf;s_7$

26,  whereas the correspondlng sum for P, is 33. Thus, path Pj ﬁbuldﬁ;/
be preferableato Py Af it were possable for the battalion.to move ‘en .
masse along each arc of: Pl' However,rlf the size n- of'the battallon;‘
, were larger than ‘the smallest arc capacity of any of the arcs of Py, .
it may happen that the .unit could arrive at node: "Z" sooner us1ng Py
»- '(all.of, whose. arcs have rather 1arge capac1t1es) than it couId us1ng Pl-
- -ﬂ It may be shown that the generallzed problem we W1sh ,to solve 1s'
' . the follow1ng Determine : . LI

. . . " . . . — l-. . . , . 'P \ - ‘ , .
;/f«//‘- : C | obper . I

where . ¢
¥ ; -~ [ 2 " N .
-, . VR - R S o . o Y
A is the node of origin o e — EE _
T i . ,
- Z is the nodé of destination e , . s
o L . Pis a path joining A to 2

Y

V

-: : " t(X xl > 0 is the traVel[time associated with arc (X,Y)

c(X Y) 2 0'is the capac1ty asspc1ated Wlthpfﬁg (%,Y)

1 j n is .the”™ number of 1nd1v1duals in the sdq{ce at A ’ .
) = max n__ -y, 0. L = C
) ,—’;\ ’ . N \)\ . i . 'n, . ' Q(XIY) . .I -. . ) -4 . ‘ . ,
e : ) L )_ o i . T
. The units in Wthh the. t(X Y), c(X Y)Aand ‘n araﬂ“basured must’ be
° compatlble.. N L A m T . : B
. . o . . y o A N . -
T " 7 This problem, though perhaps formldable at flrst glance (due to

the presence ofythe term.d(P) inside the square brackets),'may be solved.
by an»alg rlthm,slmllar to MINPATH . e v

v LI F a [ . .

: S Note, LnCldentally, that 1n the special case where- all arcs of '
thé network have.the samé® capacity ¢ égm, we have Coe- .
. ' : . < . ! l v
. ' . . ~ N
Y ‘:‘ ...'.ﬂ- 57 W 1 ; - .
- 7 ‘A- . yd . { 4 . .
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o In this case, therefore, the optimization problem'involvedfis identical QP
\’;,a ‘to the one considered earlier: Find the path joining the origin to the :
destinatign for which the sum of ‘the arc. travel times is a minimum.
v, Here, the additlﬁe constant (n/c% - 1 is the column closing time .imposed .
on a manéuvering unltfhy .reads whose capaclty is inadequate to permit
movement en masse. ?v_ : ' .
. |

W

'
[l

> ) . BN
. - Another potentlally important generallzatlon of the MINPATH al- =
gorlthm arises-from the fact that all of the precedlng development and
discussion. has Qeenf@arected toward :‘the computatlon of fastest times
and" paths through a road -netwok¥k for one unit at a time. Nowhere have v
we .admitted the poss1b111ty that two or more unlts, moving ‘'simultaneéously
through the networ, might interfere with'each’ other by occupying the
'samé'arc ‘or node sﬁm:ltaneously. In rejlity, of couxse, delays might
'well ensue in such, Circumstances, and. we therefore’iiink it proper/to
cons1der enlarglng the model to - take into account this phenomenon,.
such -an enlargement mlght lead ‘to changes jor even abandonment,‘of the:

/;, - MINASSIGN portlon of MOVANAID. ~ . =

\

3 : o L R
It appears that tHe enlargement of»the iodel to take into account
_interunit interference mlght be accomplished through the 1mpos1tlon of
node capacities on¥®%ome JSr all nodes. of the network. A .node capacity
isf of course, an upper bound on ‘Ee rate at/which traff;c, fram what-
‘ever source,\ca;tpass through the ode. A technique “whereby networks

- with hodé capactties mayrbe ‘converted ‘to equivalent but larger. networks
" with only-arc tapac1t1es}1s suggested«by Ford and Fulkerson (l962,

. Pp. 23-26). : . '

-

.

v . . . . B

~

e , éeneralizations for MINASSiGN LS
.1 C There are two minor .ways_in which the MINASSIGN portion of MOVANAID
mlg t be refined. Flrség it may be des1rable to arrange for the\algorlthm
to dlsclose alternative optimum ass1gnments when such exist. Second,

may be desirahle to arranje for MINASSIGN to optlmlze ass1gnments w1th

b ,respect not on o,largesﬁ as51gnment time (asvls “now done), but also
with respect ) e remalnlng/ass1gnmeat times. Although these nodifi-
cations would be relatively easy to 1mplement, we feel that the added_
capablllty would not be nec sary. - : : :

>

[} ) L] . « - . ‘-
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The aSSignment riodel to which the ‘present version of MINASSIGN—is -
applicable assumes that there hill always be the same number of- travel—“f“?
ers as destinations, each traveler being assigned to exactly one des -
nation and each destination receiving precisely oné traveler. -A number -
of interesting va%iatiohs on this, theme.are poSSlble. SuppOSe , ®or ex-
ample, that we generalize ‘the model ‘to allow the poss1bility of having

more travele than - destinations % retaining; (for .the moment) the

notion that fach destination should be’ the ‘recipient of pretisely one

;vtraveler., e relevant’ objective would be, "as” before,.the optimal .ag-
Signment of bne travele% to «each destination and, -in addition, the opti—"
- mal selection of a subset of travelers to be so assigned. A military

applicafg f a model of this type would arise in cases where the eng my
had avail le. in the rear of the battle area a larger number of reinfrce-
ment units than there were front line poSitions to be reinforced.

In another variation of the present asSignmeQ model, we might wish
to requireé that some or all of ‘the destinations be \recipients of motre
than one traveler. An enlarged model® of this type ould be applicable,
for example, in cases where it was thought that the enemy.would like to

-‘reinforce front-line units with more than one reinforcement unit, with

some front-line units perhaps mqre heaVily reinforced than others.

.
” .

It appears - that these and otherﬁvariations of the aSSignment model
may all be treated by a gemeral modéi involving m potential travelers - -
and n’ potential destinations’ together with the freedom to require that
destinations be . aSSigned a prespecified number of travelers. The rele-

vant objective, Of course, would be the optimal selection and assignment

of a subset of the travelers to a subset of the destinations, subject to
side conditions.

.

In view of the fact that the generalized assignment model suggested
above is substantially moye general than the model to which the present
MINASSIGN dlgorithm is applicable, it is perhap; surprising to find that
MINASSIGN can, with relatively minor modifi@ations, solve any of the
problems which might arise in the more general model. One such modifi-
cation would involve the use of artificial travelers and/or .destinations.
The revised algorithm would proceed iﬁ’much the same fashion as before.

. . .. . '. 9 ’ ' ¥ } P
' ' ' SUMMARY AND CONCLUSIONS - T
°  ‘The initial purpose of this. project was tojdevelop ~implement.-

some form of computer-based analytic aid in the ARI laboratory. The .
implemented ‘aid was expected to serve as a test bed for research on, .

- general printiples of man- -machine interaction.  As the,project moved

from the general conSideration of a number of aids to the speCific ‘de~
velopment. of :MOVANAID, it became apparent that the; process ‘of developing

‘interactive,aids NS a, nontriVial task. -Given' a relatively simple; ‘intel-

E

ligence processing task and readily available mathematicaf”techﬁiques,
it required a_large effort to implement a preliminary version of

*MOVANAID. This report provides a- description of the results of that

effort. ' : .

L - B ,?:f'\ f59 B , __. f' . .
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. MOVANAID has value beyond its 1ntended role as a research vehicle.
f&i}studylng man-machine 1nteractlon It serves as a demonstration ana-
‘a prototype of the large class of potential intexactiye AEQ&Yth aids.

e

.

o -It also prov1des ‘a baseline for further development and tual im-
: plementatlon of a movemen@ ang1y51s aid 'to.support tadtical intelligence
analysis. . The requirements for such aids aAd the form which they take -
_‘WIll be clarj fled throu;b an iterative proCess of test and revision. S 7K
- e L, L . o . - o : °
g _ - S /
e
o ‘ »
- X A ) )
.:;-_\,__‘_{\: - . )
’
£ e
. s ?
»
® . -
1
\
s g
A — E ‘
N _— . L
- @ )
. / . o
7 L . i€, . - ) )
i . ‘ "L
v
\\ -

i 4 -

"\\.4

. =3

e .

=3

. )‘P.',

Q o )

ERIC

Aruitoxt provided by Eic:



. ~ - . , \ o o ) ) - .. o N .
' ot _‘ ; " ) . ,,-:l:lw . ¥ l- ) 3 ) . ‘ - ° ’
' o O ba o , St o
o ‘ o . . 'REFERENCES L
.Bellman, Richa d.. On-a Routing Problem. Quarterly'of Apﬁlied Mathe- f"
matlcs,‘ 58, 16, 87-90. - ’ . .
(\ 0. . .
, - Dantzig, G. B. On_the Shortest Route Through a Network. Management
Science, ‘1960, 6, 187 190. . o e
‘ T — . T - .
Dantzig, G. B. . L1near Prggrammlng and Ex€2§21ons; Princeton, N J.:
o PpincetOn University Press, 1963. : . .

. Department of the Army. Combat Intell&gence. Fie Manual No. FM;3Q—5,
. 1971. . ‘ S

, ' Department of the Army. Handbook on Aggressor. Field Manyal No.

- FM 30-102, 1973. . , L v - k

[}

4 , . .
‘o Department of the Army. *Staff Officer's. Pleid Manual: Staff Organiza-
~ tibn apd Procedures. Field Manual'No. ‘FM k01-5, 1972.
Departmen ofvthe Army. Tfansportation Reference Data. Field Manual
‘ ' No. FMNQ5-15, 1963. ‘ . L e
"Egervary, J. Matrixox Kombinatorikus Tﬁlajonségairoi Mat. és Fiz., .
¢ ' , 1931, Lapok 38, 16-28; translation by H. W. Kuhn, On Comblnatorlal N
Properties of Matrices. George Washlngton Unlver51ty LongthS A
Papers, 1955, 1ll. - _ . o -
. g ot t , o i L.

.
. . \ .
> . . e . ¢ . . n ., .
. . - . . . - .. . . .

«Ford, L. R., Jr., & Fulkerson, D. R.,_ Flows_in Networks. Princeton,

"\, N.J.: 'Princeton University Press, 1962;'x “'; . S
\' . Konig, D. »Theorle der Endllchen und Unendllchen Graphen. New York:
' Chelsea,_l950 . - - ;
e S o :

ﬂ?” - Mlnty, G. J. ¢ A Comment on the Shortest Roufe Problem. Operations Re-
searawg 1957, 5, 724. ~ ‘

. ; 3
Moore, E.IF.-'The‘Shortest Path Through a Maze. (Unpublished peport).
Bell Telephone Laboratories, 1957. _ S : ‘ S ’j4
. ,
' S - o .
- % \_L/
i o
. 61
&

Aruitoxt provided by Eic:



