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MOVANAID: AN'INTE

4h BRIE=
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CTTVE AID FOR ANALYSIS' Cw MOVEYZNT 2APARILITIES

76 develop.an on-line analytic aid ;1- :.se

tacti=a1 intelligence data, and to itplemeht such
Traipe.ng and Information. Systems Facility (TISF)

in theprcressing.of
an aid ar the ART.

Procee.ure:

--- analysis of current doctrine for tactical intellioence protess7.
ing.anc a rarallel examination = availa=le analytic procedures.in:the
mathem-: and-operatips-,resaarch literature,led to the tentative
identit_..atior of severe_ potentialLrapilicableaids.' An evaluation
of thesa lids resulted i:. th,,, selection of an aid for analysiS'Of Move-

ment furth, CJelopment and implementation.-

Produr:

-_ine interactive
API TI"- This aid .,provide:

for a - a-examination of
for ene= _mats, thus facilL

MOVANAI:.,., has been, implemented in .the

intelligance:Analyst-withthe*capability.
:r.tacted travel times and rrute Selections
s-ing the analysis.Of enery-Capabilities.

MOC-7NAIL serves as a prc :type for a general class of 'analytic
ands, and, as ;uch provides tr- oasis for furthetdevelcoment an4HeValu-
ation. The sr-ecific sOiutior to analysis 'of ntobili.ty gueStions; as.,
well as the mere general for= of interactive analytic aids that:are:.
reotesented MOVANAID, has immediate'impact on deyeloping intel,ligence

'processing ..s-:stems. The laboratory implementatiorOpf MOVANAID. provides.
a test bed ler examining general:. principles" of *am-machine systems and
'specific fact:.-rs infltencinc analysts' use of Obmputerbasedaids.)
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MOVANP-.1_.:: AN liTERACTIVE AID F R ANALYST:. DE MOVEMENT CAPABILITIES

AKGROLTN:. ANC OBJEC=VE

Recent any -a=ainuing techm:_oqicaladvancesin data collection
and information L=ange in tact- =al settings have had a considerable
impact on the tizi-,._aness, a-uantial-, and quality ofjinformation that
the Commander h av-aalable for ani executing his mission.
The advantage c- Hess to massa-_,F., quantitie of data, however,' may be
quickly obviated the problem associated with effective use of the
data. It is cl,== that some fca-7''of computer -based storage and're
trieval system be -ecessar f Army tactical operating Units are
to capitalize aaa.e ach:antages Dimied'by extensive information; the
Army has a valL7 of tactical a_ a systems under development thatare
intended to tree : .1s need-.

.-

CoMputer7.cased information -Drage and retrieval systews,are typi-
cally "input/oua,:::. bou.7x1"; that s, central_processing Unit of the
computer spend a fractic:-. the time.in-productiVe operation,

, 4 .

and sends the cf the -Liting for input:Or'outPut devices to
.perform their respect_ SRI hopes 70 develop computer programs

,

and computer-sup:aorted -zrocc,dur: that ustE this "free- time,' thereby
Maximizing the -=cuter use and .royiding valuable assistance. to tacti-
cal staffs. T1-: .:telligenza S. toms Program at ARI.is exploring layS
of. using. the dev.E.Lcoing tacica. rata systems to support information
processing and ot7ler aspects of the intelligence production cycle. The
current projec-z focuses 'on the _nalyses conducted kl the process of .

:transforming raw lnformatio7.: tc processed intelligence. The objecti'Ves

of this project are as follows:

1. To furth,ardevelo t :oncept of analytic aids for intelli-
gence processing a:-.d suggest specific aidg which might be
of some value;

To select one such analytic aid and to 'develop the necessary
algorithms and -procedures (or to adapt existing algorithms
and procedures) to-=;up;-7rt the analytic portionofthe'aid;
and .

. 3.' To implement this aid in the ARI Training.and °Information
Systems Facility (TISF).

.The aid selected for further development was MOVANAID, an on-line
interactive Movement Analysis Aid. This aid incorporates principles
and algorithms for network analysis developed over= a period of several
years within the operations research community. The concept of MOVANATD
and the details of its implementation are discussed bAow, following a

',description of the process which led o the selection'of MOVANAID.

1
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Concsbt Development

The development _f concepts for computer-based a lytic aids was

apps -ac-va-d from two-directions: (1) an examination of the relevapt

Arm. fiLd.manuals, i-.structional materials froM the my-Intelligence

School, and other doctrinal literature related to the activities and

_dutes.......Divisicn G2 ,Intelligence).staff personnel (coupled with ex- .

discussions with experienced Intelligence officers); and (2) an

exam..;ation of technicues, algorithms, and concepts available in the

ope-ioms research literature. Many possible analytic aids were sug7

gesI. and evaluated -TC.ctheir potential for develdpment within the

r.'onF.-77.1-aizts of the r;--at project. An "ideal" aid was definecfas one

7.ha: (1)be (i.e.,perform operations faster and/or

bet= -sr than- could he do e by an unaided analyst); (2) have a reason-

ably 711a-11a of havinc tne development completed within the re-

sour 7,
1.:zdtations of =he projecto (3) Avoid dealing with special

cateorl::s of intellicence data or products that might require some

of classification for the project; {4) be applicable withinthe
.

co! :EN= division-level midiinten.eity conventional warfare; (5) focus

on in eLligence processing rather_than on'collection or dissemination;

,an: InvolCie mathematical, computational,, and/or operations research

-a:T-T1-7ac.-les to inforna-Lion processing. Several potential aids were

in. the pro:ess Otselecting an aid for development. This

r moo_- _s limited a discusSion of MOVANAID, the analytic aid se-.

::-cted for developnsnt and implementation in the ARI laboratbry

ree distinguishable'levels of development are possible for a

-col -S-.1ch as MOVANA:D. The'preliminary version,,developed'for demOn-
s-_ratidP and testim will be different in detail and perhaps in char -

_.:4e1 from a laboracory development version structured for test and

yell_ j.on. The laboratory version.; in turn, will differ f5om-any,

Line.: :ersion whic.71 may be implemented within an Army tactical data

system.- Change in the aid will be made from one level of development,

to the i7ct td into account experience. with the aid to that point.
. .

This -, da es the second Stage or laboratory version-of the aid.

The conuteieprIgqram. described in Appendix Al is. .the`..Preliminary version

from 14:r.ich the.current program was developed; -the computational logic

.iremain.L the same, although details ,of the interaction with,the aid

4 differ considerably in the more recent version. -- i

3
.

. z-
-)

.
I

AppendixesA and B have been retained in the master file at ARI,

Alexandria, Va., and are not included in this paper.

2



_Military Movement Analysis Problem
.."

One of-the continuing responSibilities of DiviSion G2 in a tactical
situation is the pieparation of periodic intelligence estiMates2 that
include a discussion of significan.t enemy capabilities and probable
OfIrses of action. Estimates of enemy mobility are frequently neces-
sarysary for intelligence and other estimates._ It is plain, for example,
that if an enemy is not physically-capable of maneuvering to a location
by a given time, he will not have the capability to attack that point
at that time. Similarly,-the enemy's-capability to reinforce front-line
units by a given time depends strongly on the speed of movement of the
reinforcing'units and hedistance to be covered.

For an example involving the determination of probable-enemy
courses of acti6n, suppose it is known or suspected that an enemy at-
tack is imminent and the G2 therefore wishes to identify. the avenue or
avenues of-approach that the enemy is likely to select. It may be pos-
sible for the G2 to eliminate some.of the alternative avenues on the
basis of mobility considerations alone, because the enemy would be un-
likely to select an avenue along which his movement would be too slow
to meet the requirements of the tactical situation. 3

A thorough movement analysis requires extensive computation; in-
deed, it is doubtful that such an analysis .cerild be Conducted by intel-
ligence processors within a time consistent with the needs of the dynamic
tactical environment without using a computer-based aid. Thus,. MOVANAID,
has the potential not only.for reducing the burden on the G2 staff but
also for improving the intelligence product.

MOVANAID: A USER'S VIEW

SIMTOS

The ARI test facility (TISF--Training and Information Systems
Facility) consists of a large laboratory space containing various re-
locatable computer interface devices' and other equipment. 011ie portion

of the' TSIF is currently arranged to accommOdaeSIMTOS, a Simulated
Tactical Operations System. A SIMTOS G2 player is'charged with the
preparation,of various etimates°of enemy capabilities within the con-

..

text'of a division level planning exercise; the scenario involves
s -

-21ntelligente estimates are discussed in detail in Depaitment of the Army
Field...Manual 30-5 (Combat Intelligence, ChaPter 6 and Appendix J) and in
Department of.the Army Field Manual 101-5 (Staff Officer's Field Manual:
Staff Organization'antrprocedures, Appendix B).

3-
In many'cases, mobility factors. are a primary consideration in the

enemy's choice of avenue'of approach (see Department of the Army Fidad
4anual 30-102 '(Handbook on Aggrgssor, Chapter 5).

. 3
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preparation for a likely Aggressor attaik against the 20th (U.S.)
Mechanized Division positions in southeastern Germany. The SIMTO

player is,provided with appropriate maps aneAoverlays and is con 4cted°

to a computerized data bas via a C9 sCreen: nd keyboard and a tele-

typewriter. Although MOV AID as described here has not been integrated
into SIMTOS, the developm nt of the aid was directed toward use within.

s

SIMTOS. particular, g, road network (Figure 1) is from the SIMTOS'

area, and all examples of its use are based on questions facing the

SfMTOS player. The approxiniate llocation of the SIMTOS'areatot in-'

dicated on Figure 1 by appropriate UTM grid'c ordinates.

A

MOVANAID Capabilities
°

(Z.

Users may call on MOVANAID-to help them answer two besialqtlestons

about enemy movement capabilities:

How soon and by what path can a unit of type x, now located

in location y, maneuver to destination z?

2. How soon and by what paths can units of types x1,...,x n ,
now located in locations yl,...,yn, complete a simultaneous.

maneuver to destinations z1,...,zn?

Variations on each of these. questions are possible, but MOVANAID is

not presently equipped-to treat them all. For questions of the second

type, it is understood that it is not required of any unit i,

1 5 i 5 n, that ttie ith unit travel to the ith destination, z; rather,

a unit may maneuver through the network to any destination so long as

each unit travels to some destination and each destination is the re-

,cipientof some unit. -Such a question, therefore, asks for the assign-.

ment of units to destinations for which the largest travel time is a

minimum. Note also that simultaneous maneuvers by several units could

require two or more units to occupy the same arc or node at the same

time, a situation that'might lead to maneuvering delays in practice.

Such conflicts are fleither identified nor resolved by MOVANAID in its

present form. A w.4 to expand the capabilities of the,aid,so that it

can take adcount of such conflicts is suggested in a later section.

. The present MOVANAID is computer driven, and the interface between

user and aid is on-line and interactive. Users interact with the aid

in a hands -on fashion; information is transmitted from aid to subject

via a cathode ra tube (CRT), and from user to aid viad'a keyboard-.

.
Information is tiansmitted in the form Of written text; graphic dis-

plays are riot used in this version'of MOVANAID. A, user can input only

a small fraction of the data required by the ai to answer any eligible

'question. The bulk of the data including all nformation about the

network of roads to. be considered by MOVANAID) has been made available

to the aid in_advance of any use by subjects. It is expected that Any
..operational use of.MOVANAID would necessarili, involve a similar prepare:
tion of,network information. prior to use. (See Appendix B for a
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Figure 1, MOVANAID: Basic.:Oad, network,



disbussion of the proced res used for network g
area.of operation.

TO make inputs to (arid interpret outputs
°m1Zt be familiar with certain -conventions ttlat
identifying nodes and classifying arcs of the
purpoSes of quickly and easily Identifying nod
coordinate scheme. resembling the usual Cartesi

.'

.First, a convenient Origin of coordinates
ofinterest, thusestablishin4,-Iihaginary) hor
"reference axes. Next, the area of operations
subareas: (which weCall'sectors").Of side=ten
Next,,eadh:sector is subdiVided into 100sqUar
of side-length 1 kilometer. Finally, nodes of
with a five-digit number... yrhe first two digit

digits,of anodenumberindicate, respectively,
vertical coordinates of the lower left 'corner o

. which the node lies

nera'tion in the SIMTOS

rom) MOVANAID,'users,
have been adopted for
IMTOS road network. For

s of the network, a
n system has been adopted.

is' seledted for the' area

zontal and vertical
s divided into square
th 10, kilometers. .

s (called "subsectors"),1
the networkAre.numberpd
and r'the second two .

the horizontal and
the subsector-within

It should. be noted that in:the SIMTOS netw rk, thetens digit of

.these coordinate* denotes-the number".4 sectors ether than tens of

kilometers, as Might be supposed.- -.This peculiar'tpiS caused byan
anomal'y in the SIMTOS'map in which all sebtors having a lower left

corner 20-AildAte*s to the right of-the origin are' not square and'are,
.

-

less than 10 kilcoMeters

The-last digit of the five-digit node nuMberis always taken to .

be "Cr unless two or'more nOdesofthe networklie.in the same subsector;

in the latter case, the digits "1",....,"9" ardalso.used% 'For example,

if two nodes of the netwOrkare found to lie in a subsector wIlOse coordi-.

nates are (18,54), one ofrthe nodes would be numbered 18540 and the other

would be'numbered 18541.. It is immaterial which node receives which

number. A large overlay of the road%etwork,.such as Figure 1, showing

the numbers as they exist in-the-MOVANAID-date base is made available

to users.
. -

In computing travel,times.,the aid uses internally Stored'infor-
oration about each arc of the road network (e.g., Figure 1)-as'folloWs:.

_ .

1. Length

2. Type of route claspified.as and of five types:

(a) major highway (e.g autobahn),

(b) main'all-weather road
more lanes),

(road with hard surface d two or

(c) other all-weather roadsAhard.surface angl two lanes or



(d) artificial.route (traveled in zerp time, used by the com-
putatiOnal routines. See Appendix B.),'

(e)° cross - country route;

Speed capability, classified, as:

(a) highway speeds (traveled at speeds typical of nonurban
areas),

(b) city speeds (traveled- at speeds typical_af urban areas),

. (c) cross-country speeds,'classifled'as one of three types:

(1)_ speeds typica -L of 'easy cross- country routes,

{2) speeds typical of cross- country
difficulty,

routes of medium

(3) speeds typical of difficult cross- country routes.

Although.the above network definition is part of the permanent data
put to the aid prior to use, the user may amend any:of it ona temporary.
basis,by entering new data on an interactive tesis Vith.the aid.. -

,

The remaining information;necessary.for the computation of unit'
movement on permanent disk storage in a "speed-tabie."
This table descrIbes the average .sped of a\unit of a given type -(foot!
tracked. vehicles, or trucks) fok giver; cond'tions (night; day, wet, .417)
and for each of the nine route ' conditions (t ree.highway typ8 with /

urbanorCPen cOuritry, speeds and three cross country speeds). This
table is a simple extension of the table giv n in FM 30-102 (chapter,22)
for Aggressor' movement'times. There is no p vision" fora user to change
the speed table.except by revising the-permanent disk storage befor use

0

Interaction with MOVANAID

A diagram representing the user's interaction with MOVANAID i
:shoWn in..Figure 2. The ge ral format of the .interaction is as fo
Lows: Any given.CRT.disp contains informatiOnandjor a list of 011q.-:
tions in the upper half o t screen, with:additicinal instruction
and options on the lower alf. The user selects an option, enters in-:
-formation or otherwise responds to instructions,-by enterinc the'ap
roPtiabe data from the CRT keyboard:.

The'user-first Sees a brief Series of.introd ctory-dispiays.
(Figure 3r, which are supplemented by-an-oral. brit ing and instruction
on-the use of theSystem. After progressing throw h these. displays.

_.the user comes to the "Analysis OptiOns" diSplay IF gure 4). Here: the.

user has:six,optiOns-from which to chOase :. decide modify The map .
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MOVEANT ANALYSIS AID

GENERAL PURPOSE:

ib,DETEEKENE ,HOW 'SOON AND BY WHAT PATH A UNIT

OF TYPE X, ;NOW, AT LOCATION,Y; CAN MANEUVER 'TO

DESTINATION Z.

(? ).,TO DEl'ilMINE HOW SOON AND BY, WHAT PATHS UNITS

OF TYPES X(1);,..,X(N), NOW AT LOCATIONS

Y(1), ...,Y(N), CAN COMPLETE ;A SIMULTANEOUS

MANEUVER. TO DESTINATIONS Z(1),

SS SEND TO CONTINUE.

a

BELOW IS, A LIST OF SPECIAL CRT iuNcTipli

WITH WHICH YOU SHOULD BE FAMILIAR:

- SEND

- LINE SKIP

- RESET

BKSP

- SKIP
SLEW

- SPACE BAR

PRESS SEND TO CONTINUE,

, CURING TB USE OF 1MOVANAID1 YOU WILL BE REQUIRED

MADE N IN' IC ENTRIES IN FIELDS WHICH MAY BE

.CONGER T. THE NUMBER YOU `WISH' TO ENTER.

ALL SUCH ENTRIES MUST BE _

RIGHT JUSTIFIED AND HAVE LEADING, ZEROS

XAMPLE4

A '30' 13 TO BE ENTERED.IN FIELD - ( )

AAA/A

cORRECT - (00030)
. AA4.11

INCORRECT" - 10f, (30 ( 030) .

AAAAA, ALAA1

pr

PRESS SEND !i0 BEGIN MOVEMENT ANALYSIS AID

;

FiguIe 3., MOVANAID introductory displays.



ANALYSIS OPTIONS

SPECIFY CHANGES' TO `FIE NETWORK BY :
(1) ADDING OR DELETING NODES AND/OR LINKS
(2) DEFINING A SUBNETWpRK CONSISTING OF MAP

SECTORS.

0) DEFINING A SUBNETWORK CONSISTING OF A SWATH

(4) DEFINE MOVEMENT ANALYSIS PROBLEM
(5) SOLVE CURRENT MOVEMENT ANALYSIS PROBLEM

(6) RESTORE ORIGINAL NETWORK

).ENTER NUMBER OF ABOVE OPTION DESIRED AND
TRESS SEND.

Figure.4: Display for analysis options.

4

10



-

network in one of several ways, define a problem to be solved,Trequest
a problem solution, or testore the network, to'its original state .(see
Figures 2 and 4). As shown in Figure 4, the,choice Of oneof these
options involVes selecting. tbei appropriate number from thet'"menu,"
entering that number in 'the indicated spot on the screen; and signal-
ing the computer by pressing the "Send" key on the keyboard.

To temporarily add or delete nodes or arcs, the user would choose
Option 1 -n the Analysis-Options display. MOVANAID then displays a
request t-e number 'of the node in the network that will be affected

the c 7-idure 5a) .. Aftet receiving this information,-MOVANAID
displays nrent lihkage data for that node (Figure 5b), the

numbers' otl--r nodes connected toAhat,"primary" node, therOad7
-"type of ne_:inglink,zand the distance in,kilometers. The user

er to add .1- delete nodes (or return to earlier option
'display d the apPro riate screen is then displayed (Figures '5c
and 5d). the user 1 - g information, the,new display (Figure 5c)
Provides a space to define the data foi.a new link from the "primary"
node to another node. When the user signals:the computer .by presSing
the "Send" key,on-the keyboa 'rd, .MOVANAID .ready in the data, .che,}c.s.:for--

formatting and other,clerical errorsand displays the newly modified
Pcu"urrent linkage` data" fr,,Vie same primary nodq.. The user may con-

t
. tinue to add or:ddlete_infd'imation Or etUpici to earlier option-displays.

. ,., . . .

, .

When the user selects the deletion option, the current linkage'
..

. data for the primary 'node agAh appeats.=...The user is able selectivelY'
to eliminate a link from the primary node toone of the other nodes,
or to completely elimina'a node from the network. An error: in the

addition of linkage data wouflc: be relatively simple for the user to
*correct; it would only be necessary ,to delete any link that.was mis-
takenly added. However; restoring_alink or node that was mistakenly
deletr!d would require the user to reweMber or recreate all related
linkage data. It is always possible to restore the.network to its
oridinal.'form by choosing-'6, On the Analysis Options display. How ver,

using this option to correct all inadvertent deletion would result in
the elimination of all other changes the.user midht have made whilie

working on a particular problem. iherefor. a user request-for dele-
tion of a link or node is folcA'red by a. disllay which deScribes the
requested change+ and asks the User to verify that this is desired
Widure 5e) .

The length cf time consumed in the :Aoimputatir., of a minimum path
or minimax'assignment.problem,is a funct:on of the numberofgnodes'in
the network to be considered. If a use is inter-.sted in reducingthe

_timeforMOVANAID to .operate, or is interested in -7onsidering a re--
stricted area bfthenetwork forreasop related . the tactical ptob-
lem, then.the user may chooSe one of t. "suPne:work" options on the
Analysis Options diSplay; MOVANAID will then consider only that subnet-
work during problem solution. The first of these options allows the
:user to define aSubnefwork in terms of -Map sectors:" Choosing this
option leads to a display of the current map-sector subne'work (if one



assopeaara

) pTER NODE NM TOBE COMMIE; OR

121TBrIATEI OF ONE OF Tifl BMW OPTIONS

IM-MOST SPACE. PRESS SEED,

41.

U. MN TO ANALYSIS OPTIONS

5(a)

CURRENT LINKAGE DATA

pPRIMARY

NODE ODE '# RD TYP KMS`.

!anti NNIINN NN 'NN.D

7t11NNN

NI NN

NN1NN UN ,NN.D

) BTU OF NE ,OF,TEE BETA OPTIONS AS

\i,PL'03.SEND.

I

U. RETURN p rip sis ontos
T. NEIN TO NODE SELECTION

G. SPECiFLADDITI NS TO ABOVE LINKAGE DATA

& SPECIFY DELL NS FROM ABOVE MACE DATA

Il

CM; IICA02 DAifT..;

PRIMARY ---LINMI,DATA

NODE 'NODEsi, RD TYP

ICRINN NNNNN NN NN,D,

ININNN NN

NNW NN

NUNUN NU NU

J7

a

.) ONE OF TIE Am NODE MIRE

IN LUNN!) ffia,p TO .1)1LYIE TIIAT

NODE FROM 11Z,101K, OR ani NO OF

TEC ABOVE NOV:: litiiiBMS TO'DEL4E'TIN: ,LINK

BMEEN !WOW, OH 1 rITI,1i Oh OF THli BELOW

OPTIOL IN Lt1"1'410ST SPACE: PRE'ii, SEND,

U . TO 14243 OPTIONS

T RETURN TO NODE SliUZTION e

scylrf APPULLAjloyl11111a0k.Dblik

5(d)

Figure 5. , Network ch 'ge

OURRENT LENKACE DATA

PRIAM w-LINKAGE DATA

NODE EqDE # RD rip os.

NNNIN ,pNNN KID

NENNN UN NN,D

,NNNNN Nh NN,D

INNNN NN.D

) NU LDIKAGE DA/A'FOR

ABOVE PRWRY NODE, OR ENTER

LITTE.4 OF ONE OF TEE BED ORION

IN tal.NsT SPACE. PRESS

U RETURN TO ANALYSIS OPTIONS

ti

T RETURI,TO NODE SELECTION

G SPECIFY DELETIONS FROM ABOVE LINKAGE

5 (e)

YOU HAVE REQUESTED THE FOLLOWDMORK CEAVOI:

DELETION OF NEN FROM CURRK NENORK

DELETION OF LINK BETWEEN 1DNNN AND INI011 FRO

CURRENT NENORK.

) ENT6,l LITTER OF ONE OF TIC BELOW OPTIONS AID

' PRE4
'

Oi.IS.CORREET - MAKE CHANCE TO NEN

G C GE II. INCORRECT - RETAIN molt(

w sae CHANGE

(e)
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existsPAnd a'lloWS the user to delete that subnetwork, to specify
,.changes to thee gubnetwork, or'tO return to the analysis options (Fig-

.
tre6a).. If the user chooses tokchange the suSnetwofk, MOVANID agaip
displays the ,current stlbnetwork information 'ant requets t euser to %.

add'or delete a map-sector from thasubnermork, or retur to ap,A
t

, a

earlier opti ns diiPl'ay (Fiogure .6.13).. ChoosiAg to add delete a map"

sector reSuL`s i a new Presentation of this drsplay wit
.

the newly

revised .k-list.
:

.

.

' The second subnetwork option a. user_, select from the

,

Optiohs referred toNaLa,",swath" option. If thereds ne subnetwork
currently defindd in teuis of map sectors and 4.f the user chooses the. .

-.q,

swath option;. MOVANAID presents a display.of the current swath (if any ,
Nr:

exists.) and prdVides the user,,with options to delete th(swath, make
changes to the SivaOlor-retuilntb the Anlysis Options (Figure 7a). a 1. ' 4

A swath is defined-in terms of its width and up to ten turning PoInt.
Depending on the chOiceindicated by the user, MOVANAID presents a
display for swath width definition (or redefinitiOn)lor for turning. t./

point addition or deletion (Figures 7b, 7c).

,
When re ady to define the movement problem to be solved, the user

Chooses the option,"from the Analysis 'Ceti-9ns, and MOVANAID presents .a
display' showing the current probleMdefrEition (if any exists) -and,"
prOyiding-additional optionSfor prgblem definitiopAFigure 8a).. The

uSermay chooSe,to delete the current definition entirely, or to add,
or delete Single lines of data. A problem is specified by indicating
a'uttit startini position, unit destination,' unit type, and the
tions of, movement 'for up. to ten origin/destination pairs. 1,,heg.tart-

.

ing, point and destination must be erodes in the current network; the
type" and "movement conditions" are codes" referring to data

vaNiaiiable to the user as hard-copy tables (see Tables 1 and'2). If

the user enters more than on2 line of data through stccessive uses of

the addition option (Figure 8b), then MOVANAIDwill'solve not only for
the minimum route.fromeach origin to each destination, but may alqo
solve the problem of theoptimal assignment of units to destinations.

1

When the user has modified the network and defined the problem

satisfactOtily; the user mays request MOVANAID to provide tne-solutiori
by.choosing Option 5 from the Analysis' Oplions./. A display is prqpented

teviewof any actions taken (e.g.,-the:number.of network de-
; letions) and of the problem definition; the user has the option td-
Continue to the solution or to return to modifysoMe aspect of the

problem. If,the user choog s to oontinue, MOVANAID begins the compu-
tations for the p blem sol ion, and a display informs the user that

computation is i progress Figure 9a). Once this step is taken, the'

,,useroannot return to Ana sis Options until all solutions have bee'

obtained,

13
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SUBNETWORK OPTIONS

URRENT SUBNETWORK SECTORS' - --

;
r

li I

I .

0 '

I op p .
- 4.

'1110 1

,

YENTER LETITER OF OVA OF THE W olu'IoNa AND
PRESS SEND.

,

U. RETURN TO LANALYSp OPTIONS
T. DELFT ABOVE SUBNETWORK
G. SPECIFY CHANGES TO ABOVE SUBNETWORK

6 (a)

6

SECTORS

CURRENT SUBNETWORK
,

.s

,

( ) TO ADD TO SUBNErilSJRKI.ENTER 'A' IN LEFTMOST..
POSITION FOLLOWED BY SECTOR NUMBER; OR
TO lW4L-TE FROM. SUBNETWORK, ENTER 'D' IN

SUBNETWORK OPTIONS --.

LEFTMOST POSITION,FOLLOWED BY SECTOR NUMBER;
OR ENTER LETTER OF ONE OF THE BELOW 'OPTIONS
IN-LEFTMOST. POSITION. PRESS SEND:
U. RETURN TO ANALYSIS-OPTIONS.

1

T., RETURN TO

6(b)

Figure 6. Subnetwork options displays.
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1#4.11 IN 11. NO r Ot WO* 0.P AI=im
SWATH .OPTIONS

CURRENT SWATH ---

win ow): ..,

TURNING POINTS:.

0

)

9

.6

'8666,1
' o C

11;000

SI

ENTER LETTER OF on:Or THE BELOW OPTIONS AND

PRESS Sin.

u, RETliN TO ANALYSIS OPTIONS

TqaDELET3ItOVI SWATH t

ic...smIFT CH4OCT0,40EIWATH4W/DTH '.

a .,"(SPEO'r CHANGES T ABOVi SWATH TURNINGL . )

. ,ponitts , .,,

r,-

11111401111.440444
A

1

4

4

I

7(a) 4

4

CUM& SWATH www

0

WIDTH (w):

TURNING POINTS:

4

g.

'01

09004

4,

....
44444

( ) ENTER DESIRED SWATH WIDTH It KMS, OR INTER

"/ LETTER OF ONE OF T. BELOW.MIONS IN THE

,-LEFTMOST,POSITION. PRESS SENP.

u. RETUROO-ANALYSISMTIONS

T. RETURN TO SWATH OPTIONS "

q. SPECft,CHANCES TO' BOVE SWATH TURNING'

OPINTS.
ft.

7(b)

CURRENT SWATH ---

' (KMS):'

TURNING POINTS: ,

'4

4

I 11'

4

4,

o co .1

oof

('NOT : TURNING puns' ARE NOT NECESSARILY

NQDES IN THE NETWORK) BUT THEY ARE DESCRIBED

USING THE SAME FORMAT.)

a

TO ADD TO SWATH, ENTER 'A' IN LEFTMOST !

POSITIOOOLLOWED BY TURNING POINT NUMBEH

OR TO'DELETE FROM SWATH, ENTER 'D' IN

LEFTMOST POSITION, FOLLOWED BY TURNING

POINT NUMBER; OR ENTER ONE4OF BELOW

OPTIONS IN LEFTMOST ktrioN. PRESS SEND

u. 4 TURN TO ANALYSIS OPTIONS

T. ETURN TO SWATH OPTIONS

G. PECIFY CHANGE TO ABOVE SWATH WIITH

Figure 7. Swath optiOns displays,

7 (9,),

,_2.7

r

0



Table 1
.

Unit Types

.'7,.:110.VANAID -. Unit Number of Column' length (open) Closing time

Unit tode 7 identification vehicles _32 1(.PH 12 KPH
'c,

(32 PH)

01. Mtz Rfl OW 2334

02 Tank Div 2028, ',

03':. Mtz,Rgt

-:
O4 0 Mdm.Tk Vgt

05:. MtZ Dn._

Maim' Tk Bn ,

_.

14t.z: Div. HHC

.,.9.9 . ':
Dit, Arty

.69 - Recoil Bn

10' ,.. Engt Bn .

.'. 11'
,

Sig 'Bri:. .

.

12'

..

Cm1 Co '

13 Intel Co

'14 Div Svc. Blem

15 y. Almph Tk Plc

16 Arty`.Regt Arty :,..

. , "-!.''....4.04!,::
..)1(.

265.2 157.0 1(,6 hr 5401in

232.8 '.139.8 6 hr 4 pin

26.0 1 hr 7 min

*19.3 47 .min

3.6 10 min

3.0 9 min

369

250,

..
, 61"

51

. 35

427.

72

114
38'

14

.4; 17'

42.9..''.

.30.3

6.6'

5:9

.3.3 ,

4,4
.

7.4

11.7

3.5

1.2
,

1.3 t

1.8
.

' 5 min

4 ,2L 7 1 hr 9 min
, .

4.0 -12 min

6.3 18 min

. 1.9 , 0 5 min

.7 2 min.

.8 2 min, ',,

49 min '1

, 1 'min

9 min
\ 0

,

/ 304

5

59 .

131,6 16.9

.2 ' .1

5.7 3.1

)

Note:' LoiUmn length somputatiOh's are, bised on the folios.* assumptions:

Average vehicle length = 5 meters..

2. ,Vehicle 'distance 1 column gap 'as stated in 'FM 30-102 (Revised).

* 3. Divisions move in 16 battalions separated by 2 km.

4. Rgts, move in 4 battalions separated by 2 km.

5. Travel is i3 an -"open column" mode.

'6. At cross - country' speeds, It's still maintain 2 km gap.,



'Table 2

TriVel Speeds Assumed for MOVANAID Demonstradon (KMPH)

:r'
Movement condition

F6ot march.

:Day Night.

Dry Wet Dry Wet

(3)Type of Arc (1) ,

Road type,1

Country 4.0 3.0.

12. City , 4.0 3.0

Road type 2

21. Country 4.0 '3.0

22. City 4.0 .3 0

Road type 3

`144

31. Country 4.0 3'.0

432. City 4.0 3.0

40,. Artificial 999.9 999.9

451. Easy cross-

country .2.0, 1.0

52. Medium ,

cross-
o

, country 1.0 0.6

53. Difficult

cross-country 0.6

3.0

,3.0

3.0

3.0

'4'3.0

3.0

999,9

1.0*

;0.5

Tracked vehicles Trucks

Day' Night' Ley Night

Dry Wet -Dry ( ,Wet Dry, Wet Dry

(8) (9)(4) (5) (6) (7)

2.0 30. 30. 15.

2.0 30. -30.

2.0 30. 30. 15

2.0 15. 15. 7.5'

2.0 25. 25. 413.

2 0 12,5 12.5 6.5

'999.9 999.9 999.9 999.9

0.5 20. '20. 10.

0.3 15. 15.

15. 35.

15,f 35.

15. 32.

7.5 16.

13. 25.

6.5 12.5

Cs \

(10) .(11)

35. 28.

35. 28.

'28.. 24,

.,.14. 12)3

20. 18.

10. 9.

(12)

25.

.25.

'120.

10.

17.

8..5

999.9.,999.9 999.9 099.9 999.9

10. 15. 12. 10.

8. I2.



MB IMO Soo oNAII11101=01141

PROM DIFIcilTION OPTIONS.

MDT PROBLZDIFZITIOL

IT UNITIVNT plc 8 UNIT. UNZIVNT UNIT ,

RIG TYPE -OED DIST' // ORIG TYPI COED DST

44444 IS ' .. ; .. 11110

01161 11,

//

URREK PROBLEM DuINTrION

IT- 'UNIT ma UNIT // UNIT viirnwk arr
RIG TYPE COD DEBT // ORIG TYPE COED DST

11

1

lo Of 11140

) ENTER LItiSTNfi OF ONE OF ,THE BILOW. OPTIONS AND

PR1St SIND,

U. RETURN TO ANALYSIS OPTIONS

T. DELETE ABOVI PROBLEM DEFINITION

G. SPECIFY ADDITIONS TO ABOVE PROBLEM ,'

.'--42111TION'

'131 SIICIFY...D IONS FROM ABG

EF.DITIOA

' r,. 51

0.110

,

8(a)

Figure .81 Problem definition play.

ENTER NEW LINE OF DATA FOB

PROBLEM DEFINITION, OR ENTER

LETTER OF -ONE OF THE BMW

OPTIONS IN LIFTMOST POSITION;

PRESS RIND,

u; RETURN TO'ANA4SIS ONIONS

T,'RETURN TO PROBUM DEFINITION OPTIONS

G, SPECIFY DILETIONS FROM ABOWBUBLIK

DEFINITION

alb)

CURRENT PROBLEM DEFINITION

UNIT UNIT MOT UNIT UNIT UNIT MVAT UNIT

ORIG TIPS COED DIST 'ORIG TYPE COED DIST

(1) .1 . (6)

(2) (7)

11 II

11 1. 41114

(J).., 11 11 , (8)

(4)11.11 11 1. 11111 (9)11111

(5)10" II 1.15" (a) 1 1111.5

it

) ENTER NUMBER OF ABOVE ENTRY TO BI METED/FRO?

PROBLEM DEFINITION, OR ENTER LETTER OPPONi OF

'THE BELOW OPTIONS. 'PRESS SEND;

1], RETURN TO ANALYSIS OPTIONS

1,1 'RETURN TO PROBLEM DEFINITION' OPTIONS

SPECIFY ADDITIONS TO ABOVE FROBLIK'

DEFINITION

8(c)

a



***************************

* COMPUTATION IN PROGRESS

***************************

- TAKE NO ACTION AT THIS TIME-

91e

PROBLEM SOLUTION OPTIONS

PROBLEM DEFINITION ---

UNIT UNIT MINT UNIT

ORIG TYPE COND DEST

UNIT UNIT MVNT UNIT

ORIG TYPE COND DEST

(-) ENTER LETTER OF ONE OF THE BELOW OPTIONS AND

PRESS SEND.

U. RETURN TO ANALYSIS OPTIONS

T. DISPLAY MINIMAL TRAVEL TIMES CURRENTLY

AVAILABLE -

G. OBTAIN SOLUTION FOR NET, ORIGIN

B. OBTAIN OPTIMAL ASSIGNMENT'OF UNITS TO

DESTINATIONS

OPTIMAL ASSIGNMENT OF UNITS TO DESTINATIONS

UNIT AT

ORIGIN TO DESTINATION IN MINUTES

NNNNN NNNNN NNN

NNNNN NNNNN NNN
.

NNNNN NNNNN NNN

NNNNN NNNNN NNN

MEN .NNNNN

NNNNN NNNNN NNN

NNNNN NNNNN, NNN

NNNNN NNNNN NNN

NNNNN NNNNN NNN

MINIMAL TIME TO COMPLETE MANEUVER IS NNN MINUTES.

( -) ENTER ONE OF THE BELOW OPTIONS AND FRESS SEND,

U. RETURN TO ANALYSIS 'OPTIONS

T. RETURN at)JROBLEM SOLUTION OPTIONS

G. DISPLAY MINIMAL TRAVEL TIMES

B. OBTAIN HARD COPY OF ABOVE INFORMATION

'9(d)

91b)'

MINIMAL TRAVEL / DES KEY

ORIGINS DES.' NATIONS /

1 2 3 5 6 7 :8 /1.-NNNNN

1 -NNNNN NNN NNN NNN .10 NE NNN S 2-

2- /3-
3- / 4-

4- /57
5- / 6-

6- / 7-,

7- /a-
8- / 9-

9- p-

(-) TO DISPLAY A TRAVEL PATH, 'ENTER TWO DIGIT NO.

IDENTIFYING ORIG. AND DEST., OR ENTER ONE OF

BELOW OPTIONS IN LEFTMOST,SPACE. PRESS SEND.

T. RETURN TO PROBLEM SOLUTION OPTIONS

G. DISPLAY 2ND PAGE OF MINIMAL TRAVEL TIMES

B. OBTAIN HARD COPY OF ABOVE INFORMATION

N. OBTAIN OPTIMAL ASSIGNMENT OF UNITS TO DEST.

9(c)

THE MINIMAL TRAVEL PATH FROM NNNNN TO NNNNN IS:

NNNNN NWIN4NNEN 4 4

t i t

NNNNN,

; t ; t ; t

NNNNN NNNNN

; t i t ; t

NNNNN NNNNN

4

NNNNN NNNNN

; t ;

NNNNN NNNNN

; t ; t i t

NIINNN 4 NNNNN

(-) ENTER LETTER OF ONE OF THE BELOW OPTIONS AND"

PRESS SEND.

T. RETURN TO MINIMAL TRAVEL TIMES DISPLAY

G. OBTAIN HARD COPY OF ABOVE INFORMATION

Figure 9. Problem solution display.

9(e)

a



'MOVANAID sOlves the defined problem one "line" at a time. Thus,

the minimal paths from the first unit origin to all unit destinations
are obtained first. : When the solution is available, a display shoWs
the problem definition with an asterisk beside the first line to indi-
cate that that portion of the prOLlem has been solved (Figure 9b). The

userjlas_the_optIon of &splaying theminimAl travel:times_MOVANAID has
computed, continuing to the next portion of the solution, or, if there

only.was only one origin stinationpair in the problem, returning to-Analy-
sis Options. If th 4er continues to the next line of-a problem wIth
multiple origin/deti tion pairs, he will again have these options
when the next set of' mputations is completed. In addition, if MOVANAID
has completed the las line of a problem with more than one line, then
the user.can requestikthe additional computationOf the optimal assignment
of units to destinati-Ons. Note that "illegal".Options (e.g., a return
to Analysis Options as a request for optimum assignment when there are
portions of_the problem still to be shown) are elibinated froM the
analyst's display.

When the user requests the movement times obtained by MOVANAID,
they are displayed in a matrix format (see Figure 9c). From this dis-
play; the user has the option to obtain a hard copy of the information
(typed on a computer-driven typewriter at the user's work station), to
see the "second page" of information (relevant only when there are more
than eight origin/destination pairs), to obtain the optimal assignment
of units (if all lines of the problem have been solved), or to return
to the problem-solution-options display. When the minimal path is re-.
quested, MOVANAID will display all nodes (up to 49) on the quickest
path from the specified origin' to. the specified destination (Figure 9d);
a typed hard copy can afro be produced. When the user requests the,
optimal assignment sOlution"the origin/destination pairs are displayed
that minimize the total time for.a simultaneous-maneuver of each of the
units to one of the specified destinations (Figure 9e).

Examples of MOVANAID Use,

This:section contains a series.of examples, derived in part from
the SIMTOS scenario, that demonstrate the material just discussed.
These examples also show.how the user could prepare a.problem for Solu-
tion by MOVANAID. The sequence of examples assumes that the user has
progressed through the introductory material, has the Analysis ,Options
displayed, and has made no changes to the network.. The results shown'
are identical in content and format to those produced on the CRT. Note

that the descriptionof analyst/MOVANAID interactions-in the examples
below will not detail each individual step of the process; e.g., re-
turning to Analysis Options from some point might actually require a
sequence'af 2 or 3 inputs but may be described as though it were one
step.

20



The 20th (0.S.)-Di'visionG2 section has just received a message
giving the probable locations of four Aggressor tank units. One of

these is th2/34th Medium Tank Regiment, located in the vicinity of
UTM (Univer%al Transverse Mercator) map coordinate, 0R0682... The G2

wishes to know the minimum time for this unit to reach the vicinity
of "Hill 614 (QA-0476)i-a key-terrainfeature. Consulting the I:50000
scale.map with network-overlay, the analyst notes that no node exists
at the Unit location.- The analyst determines the grid locatioh of the
tank regiment and labels -it 46210 following the methoddiscutsed above.
The analyst notes the need for a link from this. node to a nearby main
road, and plans to create node 43200 at the point of intersection. The-

analyst judges that the arc,between the two new nodes (dashed line on
Figure 10) is passable at approximately the speed of an easy cross-
country route, and measures the distanCe on the map using a simple,
map-measuring device.

Example 1. To make the necessary changes in the network, the
analyst first. chooses Option 1 from the Analysis Options (Figure 4)
and alien indicates interest-in node 46210. MOVANAID responds with an
error message, informing the analyst that 46210 -is not currently in
the network."The.analyst note's on the map that the new node, 43200,
will fall on a link'between 44180 and 40270, and enters 44180 as the
node to be considered.. MOVANAID displays the linkage information for
44180 (Figure.11). The analyst enters a line of data linking 44180
to 43200, and-deletes the link 44180 -(-. 40270. The analyst then re-
turns to node selection, indicates 43200 as the node to be considered,-
and enters aline of data connecting 43200. with 40270. Note that these

last two steps, the'deletion of 44180÷ 40270 and the addition of
43200 4-*- 40270, are necessary if the analyst wants to place the new
node 43200 specifically on the link 44180 H 40270. The analyst must
carefully plan any additions or deletions to insure that the MOVANAID
network and any solutions based on that network are consistent with
the analyst's mental picture of that network.

After replacing 44180 < > 40270 *ith 4410 A77* 43200 A--* 40270, the

analyst indicates interest in working with 43200. The linkage data
are displayed and the analyst can proceedto define' the 43200 4-+.46210

link. With the network satisfactorily modified, and with no ,interest
in restricting the analysis-toe subnetwork, the analyst'returns to
Analysis Options and seleots Option 4, Problem Definition. Obtaining
the Additions.display, the analyst renters a line of.data: 46210, 04,

05, 15150 (specifying a unit type 04 to move under conditions 05 from
46210 to 15150). .Since the analyst is interested in only-the one unit,
the analyst then returns toAnalysis'Options and chooses Problem Solu-.
tion. After reviewing the problem definition, the analyst initiates
the computations.

After the computation period, MOVANAID signals the availability
of solution output. The analyst requests a display.ot minimal travel
time /Figure 12a) and of the nodes on this minimaljpath (Figure 12b).
Tracifig the solution, on a map (Figure 10), the analyst is Somewhat
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.MinimUth Path.from Node 46210 to Node"15150

444ure 10. Illustrationlof example 1.
*
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CURRENT LINKAGE DATA

PRIMARY - LINKAGE DATA--
NODE NODE # RD TYP KMS

44180 ,44150 21 02.3
48160 21. 03.11.

40270 21' 10.1

(-) ENTER LETTER OF ONE OF THE BELow.opTIONs AND
PRESS SEND,

U. RETURN TO ANALYSIS OPTIONS
T. RETURN TO NODE "SELECTION
G. SPECIFY ADDITIONS TO ABOVE LINKAGE DATA
B. SPECIFY DELETIONS FROM ABQVE LINKAGE DATA

it

Figure 11. Linkage data for node 44180.
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MINIMAL TRAVEL TIMES (MINS)
ORIGINS DESTINATIONS

.1 .12 3 4 5 6 7

1 -46210

3-

4-
5-

6-
7-

8-

9-

DES KEY

1-15150
2- 0

3-

4-
5-

6-

7-

87

97
0-

(11) TO DISPLAY A TRAVEL PATH, ENTER TWO DIGIT NO.
IDENTIFYING ORIG. AND DEST., OR ENTER ONE OF
BELOW OPTIONS IN LEFTMOST SPACE. PRESS SEND.
T. RETURN TO PROBLEM SOLUTION OPTIONS
G. DISPLAY 2ND PAGE QF MINIMAL TRAVEL TIMES
B. OBTAIN HARD.COPY OF ABOVE INFORMATION .

N. OBTAIN OPTIMAL ASSIGNMENT OF UNITS TO DEST

12 (a),

i

THE MINIMAL TRAVEL FROM 46210 TO 15150PATH. IS:,

46210. 18140t->- 17150 -4. -4.

4. tr" t t y t 4.

43200 19140 17',.60 t

4. t 4. . t 4. t 4.

44180 23130 17170
4. t 4. 1- k t 4.

44150 26101 17172
4- t 4. t 4. t

4.
3130 2610 1150

39090 10100 . . .

4.- t
''.

t y t

39071 -)- 36080, -4.

(-) ENTER LETTER OF ONE OF THE BELOW OPTIONS AND
. PRESS SEND.

T. RETURN TO' MINIMAL TRAVEL TIMES DISPLAY
'G. OBTAIN HARD COPY OF ABOVE INFORMATION

4 12(b)

Figure 12. Example 1 solution displays.
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dissatisfied' with this solution because it would require the Aggressor
unit-to engage in a "crossing of lines" maneuver that would-lead to
some delays not anticipated by the MOVANAID algorithms; therefore,.the

V
analyst returns to the. Analysis' Options to reformulate the problem.

Example 2. Looking at the map, the analyst sees yhat appears,to
be a reasonable route-for the Aggressor- unit: a move to the north on
the Aggressor side of theborder.as far -as the OELSNITZ region, then
a swing toward OF on one of several roads. By defining an appropri-
ate Subnetwork; the analyst_can restrict MOVANAID's attention to that
route ana-fnd tAe:relevantminimal travel time. .The analyst chooses
the Swath option and defineS a swath 10 kilometers wide with turning
'points. 46210, 37330, and 15150 (Figure 13). The network additions
and deletions-made for example 1 are still appropriate to the new
problem, as is the problem definition: Thus, the analyst now requests
a problem solution and initiates computation. MOVANAID again notifies
the user when computatiOn'is complete for the first (rid only)-line of
this:problem; the user first looks at the minimal travel time and then
at the associated minimal path '(Figures 14a and 14b). The analyst
notes that the time for this route is only slightly longer than for
..the previous route and,that the new route makes sense given the tacti-
cal situation, requests a "hard Copy" of the nodes on this route for
use in plotting it on'the map, and" then returns .to Analysis Options.

Example 3. In the previous examples, MOVANAID has had its at-
tention restricted to the original network as modified to connect the
origin 9f the unit of interest into. the network. The basic network
consists only of hard-surface all-weather roads; the solutions produced
have not considered the posSibility.of cross-country travel. The ana-
lyst has noted, however, th'at there afTears to be a reasonable cross-
country route that might reduce the time from.46210 to 15150. The
analyst'starts final treatment of the problem by adding.ia link to the
network,'43200 32170, and then requests a problem'solution. How,-

ever, the analyst notes:thatZhere is still' a subnetwork defined by. a
;swath, apd-return8 to'aelete the, swath. TheanalySt then-Calls.for a
solution 'and "Initiates bomputatddh.. In this,case,t.he2minimal -travel.
time is 143 minutes (the shorter distance compensating for-the slower
cross- country travel times for a portion of the route) on the path
displayed in Figure 15. . -

At this point, the analyst knows of threerodtes from the current
location of the unit of interest to the anticipated destination: All
routes would take slightly under 2-1/2 hours to;travel, given the as-
sumptions about average speed in the speed table and including 47 min-
tes closing time for the unit when arriving at the destination (see
Table 1). No clear-cut advantage can be seen for any of the routes .

on the basis of travel time alone, andSthe analyst-will be required
to consider other aspects of the tactical situation in discussing the
probable enemy course of action. However, MOVANAID has provided him
with a good estimate of the movement time for the .unit in questiqp,

.

and has allowed him to explore several plausible alternative_ routes in
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---- Minimum Path from Node 46210 to Node 15150

Figure 13. Illustration of example 2.-
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MIN;MAL TRAVEL TIMES (MINS)
ORIGINS DESTINATIONS

1 2 3 4 .5 6

1-46210 154

2-
3-
4-
5-

DES KEY

1 -15150

2-
3-

4-

5-

7-"
8-

9-

(11) TO DISPLAY A TRAVEL PATH, ENTER TWO DIGIT NO.

IDENTIFYING ORIG.,AND DEST,, OR ENTER ONE OF
BEL2W,OPTIONS IN LEFTMOST1SPACE. PRESS SEND.
T. RETURN TO PROBLEM SOLUTION OPTIONS'
G. DISPLAY 2ND PAGE OF MINIMAL TRAVELS TIMES

.408. OgTAIN HARD COPY OF'ABOVE(INFORMATION
N. OBTAIN OPTIMAL ASSICpN.MENT OF UNITS TO DEST

14( )

HE MINIMAL TRAVEL PATH FROM 46210 TO 15150 IS:
6210

4.

3000

0970
4,

38230

39290

39300
4,

8310

17170,-)-

, f

11171

17172
4,

15150

f

17180
f 44 t

17190

18200

30280
f 4,

-)- 33310 -)- ,

-). . -)-
1

4, f

4, 4,

(6) ENTER LETTER OF ONE OF THE BELOW OPTIONS AND,
PRESS SEND.
T. RBTURN TO MINIMAL TRAVEL TIMES DISPLAY
G. OBTAIN HARD COPY OF ABOVE INFORMATION

. .

Figure 14.

14tb,

Example 2 solution displays.
4
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---- Minimum Path from Node 46210 to Nodp 15150

Figure 15. Illustration of example 3.
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-.a.relatively short time. Agreat deal,of the value of MOVANAID de-
pends on its careful use by an analyst whb is able to define a problem
in such a way,Os to obtain splutions consistent with the realities'iof
the tactical Situation. While MOVANAID may designate one route as
"optimal," the analyst should compare that solution.withthe analyst's
own mwreading and, if necessary, create new links and/or-subnetworks
to obtain a new MOVANAID solution similar to the analyst's own-subjec-.
tiveanalysis. At that point, the analyst may determine which set of
assumptions and results seems most reasonable. The examples' above,
involving three different attempts to obtain a meaningful solution to-
a simple problem, should be considered typical of the approach.a suc-
cessful. user will take.

:Analytic Basis.

F

CONSTRUCTION OF MOVANAID

The movement analysis aid MOVANAID has been discussed.in the
:previousection in*"biack-box" terms, as seen by the user, and the
manner'kEwhich-users interact with the- aidhas,been described. (We
do not discuss in this section the computer implementation of MOVANAID,
or give detail abopti-the data upon which the aid operates; these and
similar matters will be discussed later, in the section entitled The

.

Construction of MOVANAID: Computer Implemehtation, and Appendix B,
`respectively.) There are two basic fundtions which MOVANAID performs
in generating answers to questions posed by users:, the-computation of
the fastest paths from origins to destinations, and the computation of
unit assignments to deatindtions. These computatibns are pertormed in
MOVANAID by algorithms developed elsewhere.

Computation of Fastest Paths

Several algorithms for finding fastest paths in a.networkhaVe
been discussed in the literature; each 1equiresas datai.traVel'times
for the individual arcs of the network. One:such plgorithm which we
call "MINPATH," has been included in MOVANAID for fastest path
computations. '

Although there.are reasonable grounds for attributing the MINPATH
algorithm to Dantzig.(see'Dantzig (1960) and als6 Dantzig (1963,
pp. 363-366).), it:must be admitted that -the origin of:the algorithm is
now obscure. ;There are several similar fastest path algorithms which
predate Dantzig's"(see, for example, Bellman .(1958) and Moore_(1957)).
Still another algorithm, that of Minty (1957), is particularly:inter-
esting. In Minty's algorithm, one first builds a string model.of the
network, with arc lengths- proportional to travel times; then, grasping.
the network ,insone band at the node of destinationi'one simply stretches
the network.

11-
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The computation of individual arc travel times is straightforward;
one simply uses road type, traveling unit type,'weather, and time of
day information to find the appropriate rate of travel for .each arc in

the speed fable (Table-2),*and divides the arc length by this rate to.

de,termkne the travel time. Similar remarks apply to the computation
of the time necessary for the collapse, of a.coIuMn of maneuvering units
Which travel in columnar formation. (I its. present configuration,

the MINPATH portion of MOVANAID adds a Molumn closing time this being

computed on thetbasis oethe'user-sPecifieditypeof maneuvering unit)

' to the. fastest path time to.obtain the minimum time within which the

last element of a maneuvering column can reach the destination by

traveling thrpugh the network.), Thus, it uffies for present purposes
to.assume that travel times for arcs, together with unit closing times,

Pave already been determined.

To, illustrate the MINPATH algorithm, we will consider the network
N of 11,thodes (A through K) and 19 arcs shown in Figure 16. The number

appearing next to each arc in,the figure is the travel time for that
arc. Let us suppose that.node A hasbegn specified by a.user as being

the node of origin, and, that the user wants to know the fastest travel

time and associated path from node A to some node, of:destination, say
node K.

The first step is to form the matrix T of arc/t4avel times for..

the network as shown in Figure 17. The rows and columnS of T are
labeled with node labels Athrough K/ and the elements of T are the
travel times between nodes corresponding to,the rows and columns in

which. the elements appear. Arc travel times between nodes of the net-
work that are not connected.bya single arc are taken to be infinity

(0'). Included in the figure are path information Columns and a travel

time row. These will be used' in the illustration of the-algorithm.
.

iThe convention is that no mode is self - connected; thus the travel
''time.between any node and itself is alwys co. We could equally well

.adopt the perhaps more natural convent" thatthat each node is self-

connected with assOciatedttravel time zero. It turns Out, hOWever,

that one would gain nothing from this', and the number of computations

requireokby the algorithm would be slightly increased.' Any, ordering,

of row and/or column.labels ds permissible; however, if the order in

which the rows are labeled is the sate as the order for the columns,

then T will have the convenient property. of being symmetrical with

co appearing everywhereon the diagonal. Finally, although the net-

work N is undirected (meaning that travel is permitted in either direc-

tion along any arc), it is convenient forour discussion *to regard the

node labels headi -g the columns of T ds being points.where a traveler

may be at some stage of.a journey, and the'row headings as being'

places where he may go next.,

30
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Figure 16. A simple .network.



path information col tmms

travel tide row -> .

A 8 C D E F G H I J K

A 40 9 410 40

7 40 9 10 40

C 9 9 5 40

D .9 8 13 18 40 40

10 9 8 . 8 10

F 5 . 8 12 14

G 13 10 12 11

H .......( 18 . 8 13 9

I 40 14 11 3

13 3 411

K 9

Figure 17. Travel time matrix for the network of Figure 12.
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The MINPATH algorithm is based on the'continuous expansiori of a

set of "active" nodes to which fastest travel times are-known. When

this set includes all nodes, the algorithmiterminates. The algorithm

is initiated by performing the following operations on the relevant

matrix of travel times:

1. Initialize the set of active nodes by indicating that the

node of origin is active. The rows of active nodes are
eliminated from further calculations, since fastest travel
times to these nodes are alreadyknown. A circle around
the column label and a line through the row'are convenient

notations for an active node in, illustrations.
'

2. Establish a reference mark Tar measuring time (we take the
'Mark to be zero) by writing HO" in the time row.directly
above the node of origin.

3. Enter the label of the node of origin in the path informa-

'
tion column associated with that node

The result of performing these operations on the travel time matrix

of Figure 17 is shown in Figure 18., In operation 1, the active nodes

of N are those ,which have already been visited by the traveler on one

of several journeys which the algorithm will ultimately construct.
Initially, of course, the traveler has "traveled only to the node of

origin, and this node therefore comprises th8 entire initial set of

active nodes. The significance of operation 1 lies in the fact that,
by removing the'row of T corresponding to the node of origin from
further consideration, we are actually elithinating all possibility of

the traveler's ever returning to that node once he leaves It. Indeed,

it is clear that the fastest path from any node to any other node can
never invo;ve the traveler's return-to a node ,already visited; other-

wise, the traveler would*expend travel time without making progreSs.

With respect to operation 2, we interpret the "0" which has been
written in the time row above the node of origin:tobe the., hortest
possible time in wpch the traveler can reach the node of origin, and

operation 3 merely indicates the corresponding fastest path.

F011owing,initiatibn, the MINPATH algorithm proceeds iterativqly
according to the steps listed below (see Figure 19 for MINPATH flow-

chart)::-,

.Step 1. In each column ofT correspOnding to an-active node,

find the shortest travel time fr the node to any
nonactive node (that is, to any ), n de whose.row has not

eliminated);eliminat); for each activ node, keep track of
the nonactive node so determined.



cC

0

F G H 1

8 7 111-.

C 9 . g 5, .

8 . 13 18

IS10 9 . 10 K -

8 12 . 14

13 10 12' 8 11

18 8 13 9

14 11 la 3

13 3 5

K. ISas 9

Figure 18. Travel time matrix for the network of Figure 12 after
initialization for the fastest path algorithm.
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'GET INPUT DATA .

Figure 1

FPR EACH ACTIVE NODE,

FIND CLOSEST NON-ACTIVE

NODE q

111.11....11111111

NO

r.Immpo.....E.M"ft

ARE ALL NODES ACTIVE?

YES

TERMINATE

FIND NON-ACTIVE NOTE

CLOSEST TO NODE OF0'

`ORIGIN

4

ACTIVATE' CLOSEST

ION-ACTIVE NODE; ENTER

MINIMUM TIME & PATH INFO

1

A'flowchart for the MINPATH algorithm.
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Step 2. Form the sum of each of the short4kt travel times identi-'
fled in step 1 with the time recorded in the time row
above each correspOnding active node, and identify the
smallest of these sums together with the .active node P
and nonactive node Q which are involved in the minimum
sum.

Step 3. Designate node,Q as being active, enter the minimum sum
identified in step 2 in the time row immediately above
the new active hole Q, aid copy (irithe path column be
longing .to node Q) the path in the path column belonging
to node P, appending-tO this the symbol of the new active
node Q. 4

Step 4. If -all node of N are active, terminate; otherwise,
back to.step I.

g9.

A tie encountered in the pekTormance of step,l may result in al-.
ternative fastest paths to the nOnactivejnodes involNed in the tie.
ef information of.this type is desired, one must keep track of all
the'nonactive nodes so tied. 'Ties encountered i the performance of
step 3 are of no'consequence'and may be ignored bi making an arbitrary
choice ohe minimum sum; the ignored cases will reappear in succeed -.
ing iterations and can be disposed of one at a time. Note also that,
if we count each performandllOf steps 1 through 4 as being one itera-
tion of the algorithm, thOlei.are precisely n - 1 iterations until
termination for an 'N node metwork.

We shall now go through the first fewd,terations of the algorithm
beginning with the already initialized travel tide matrix of Figure 18.

For step 1, we observe that only node A is active; we therefore
look only in column A. We find that the fastest time from node A to

.

a nonactive node is 7, the nonactive node involved here.being node B.
There are no ties.

For step 2, we form the sum of the tin l 7 just obtained and time 0
indicated in the time row in column A, obtatningthe result 7. Trivi-
ally, we search for the minithium sum and, there being only one to con-
sider, we determinethat theif minimum sum 1,s 7, active node A and
nonactive node B being the'source of'the minimum sum.

Fork step 3, w4designate node p as,being active (by drawing .d
circle around the column heading "B" as shown in Figure 17). We also
enter the previously identified minoimumLsum of 7 in.column B ofi the
time row, transfer the path information-"A"contained in the path cor-
urg9 associated with the new active node B, and aj5pend to this the symbol
"B" of the new active node.

50
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For step 4, row B is crossed out, thereby eliminatipq it from
further consideration and, since nonactive -nodes still remain, we
return to step 1. This completes the first iteration of the algorithm;
the travel time matrix and associated:labels shpuld now appear as' 'Shown
in Figure 20.

We may conclude at this
the metwor)c from VItie

bociated fastest path is the

stage that the stest travel time through
note A, to node B is., 17; and 'that the as-
direct one': i, B.

Proceeding now with step 1 of the second
the,in Figure 20 nodes A and B are active.
trAttal. time from node A to any nonactive node.
whereas in column B- the fastest time is to no
we form the sums:

9. +. 0 = 9 (active node A

9 + 7 = 16 (active ilode B tl/nonactiv

and observe that 9 is the smalles these. For stp 3, the nonactive
node Cinvolved in the minimum sum activated; the minimum sum 9 is
entered in columh C.of the' time row, and path information "A" 'contained
in. the path column associated. the Old active node A is trnsferrqd
to. the path column associated with the new active node C, the symbol "C"
then being appended. In step 4, 'tow C is crossed out, and we return
again to step 1. This-completeg'the second iteration; the extent of
labeling'of the travel timematrixtat this stage is shown in Figure 21.

iteration; we observe
:I column A, the fastest

to node C in time 9,
e in time 9. in step

to nonactive anode C)

node D)

le;

S

In the third iteration, we determine that active node C and non
active node F produce the minimum sum of 14. Node F is therefore acti-
vated, and the various labels are entered in the prescribed way. At
the end of the third iteration, the travel time matrix has the appear-
ance shown in Figure 22.

In this example, the algorithm terminates with the activation o
code K upon completion df e tenth iteration. The travel time matrix
at termihation is showm.i Figure 23. Frog, the figure; we read off
the fastest travel times and paths from the node or origin, A, to the
other nodes of the network:

To
To
To
To
To
To
To
To
To
To

node B:
node C:
node D:
node E:
node F:
node G:
node 'H:

node 1:
node Jr
node K1

.-S

Time 7 /path. A -.- B

Time 9/path A i C
Time 16/path A 1- B i D
Time 17/path A i B i E
Time 14/path A i C i F
Time 26/pathA-)-C-)-F+ G
Time 34/pathA-tB-)-DH
Time 28/path A C I

Tim 31/pathA-)-C-)-F-)- I
36/pathA-.C-.F+ I

37
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C D F H I K

4

9

EF
G

H

I

1

K

9

10

010

9

.40

8

5

13

10

/18 010

8 12 14

'13 10 12 m « 8

18 . 8 13

« 14 11 3

13 3 5

9

a

Figure 20. Travel time matrix for the etwork of Figure 16 after

one iteration of the MINPATH algorithm.
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Figure 21. Travel time matrix for the notwork of Figure.12 after
two it atioris of the MINPATH algorithm.
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0 7 4

E H J K.

F

9 ea A 8 or 13 18 -
10 9 8 8 10 -

a 12- 14 . .

-

13 .9.

3

410

G

H

1

K

.

. 13 10 12 is. 8 11

. 18 8 .
rir OD O r 14 1 1 ' -

- SD 00 13 3

Oa W OS SD SO 9

Figure Travel time matrix forthe network of Figure 12 after
three iterations of the NPATH algorithm.
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Figure 23. Travel time matrix for 'the :network of Figure 12 after
termination of the MINPATH al ithm. .
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Note that there are two fastest paths from A to H in this example; this

result deriveS from a tie occurring in Step. 1 of the-ninth iteration.:
.

- .
4'

Wefconcldde our discussion about the algorithm MINPATH by pointing
out that wehave-not formally proved in-tbiSrepoftthat-the.algorithm
proddqes the shortest travel times and paths in any network. However,

a fOrmal'proof.closely follows the.logic of the steps of the algorithm,
and is available. elsewhere [see Dantzig. (1963, pp. 363 -366) or Ford .and

Fulkerson (1962, pp: 130-134)4 .

Optimal Assignment. of Units to Destinations
.

We ow turn.to. a 'description of the method whereby MOVANAID com-

putes so utions to assignment-problems. Consider a situation-where
there are n.t.ravelers Vi,:.Un at origins 011..: ,On and n destinations

one foreachtraveier. (More general types of assignment
&01eMs.involing,; for exaMple,,mope than one travelerto.be assigned

tocertaindestinations, 'are poseible and of interest--..Some-of these.
more general problems are discussed below in tpe section. entitled "Ex-

tension of MOVANAID." As presently structured, MOVANAID Computessolu-
,tions only to assignment problems of the type indicated.here.) Suppose

that, the .minimum time necessaryyfor each traveler to reaCh each destina-

tion is known, and that;we wish to assign travelerS to.destinations.in
such.a. waTthe the largest travel time required by any traveler to
reach his asslgned destination,. .is a minimum. These times-are computed

r

'by the MINPATH portion of. MOVANAID. ,Xtis-assdriled that there are no

delays.due.toAnterference among..,Sioultaheously maneuvering travelers,.

°
.-

.

Itis coryenientto organizthe.information for the problem in a

"travel time matrix" A4WhoSe rZWS correspond to the travelers and whose

0014*SCorrespondto the destitionSi, tbe.iith element of the matrix

rlis the time requiredfor.traveler:b1,.to reach destination Di along the
path. ,A"fraveltiMe.MatriX for a hypothetiqal assignmenProb-

lem travelersand-sik destinations' is Sh°Wn in Figureq24.

_ .

It is poSsible:,in princiltde to*determine which of theassignmentS
. _

minimizes the.MaXimym,travel time by simply examining all possible as..-

signmentS; a method of this type iScalioleda .1'solution .by enumeration'
However, applying' his method to a firdblem of-even moderate size requires
the examination of an enormous ndmISerof.asiignmenti--so much sct that
solitiOn by. enumeration .must be regarded astheing unattractive.

problem of size 0, for example, would requite the examination of

101-= 3628800 aseitunmepts.) .A more,efficient.approach to solving
asstinment problems is available and has been used for MOVANAID.'

NT iterative algorithm (which we cell "MINASSIGN") for neatly.and
ra.4a.y soliiing assignment problems of,our type is described by Gross

in Ford and FUlkerSon (1962). Grosss'algoiithmdraws heavily on earlier -

Work"bIKonig (1950)' and Egervary11931).- Briefly, the Konig- Egerrary
theOrem'shows that the assignment problem is equivalent to a'problem'in
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network flows; Gross's algorithm uses a "labeling" normally ,..-

3I used to optimize 'flows in.networks, to solve the assignment problem.

The general MINASSIGN technique is illustrated in Figure 25. A full

account of thesematters_isgiven by D'ord and Fulkerson (1962).

.t )
For-an assignment problem of size n, the MINASSIGN algorithm

manipulates an ntx n "working matrix" W, each of whose cells is in one

of three states: a cell may be "admissible" and contain the symbol

"1"; a cell maybe admissible and empty; or a cell may be'inadmissible:

The algorithh, which is complicated at. first glancebut'whose logic is

more clear after an example, proceeds according to the following steps:

Step 1. Cho.W.ose any feasible assignment by entering the. symbol.

"1" in the appropriate rows and columns.. of W.. An ap-

signment is, called "feasible" if eacirtraveler is as
. ..

signed .to a destination, and each destination 'is
allocated to a traveler; a "1" appearing in the ijth

cell of W is interpreted to m an that traveler Ui is
assigned to destination.Di. ote that, in a feasibl
assignment,.' one 1 appears in each row and column of W.

Step .2.. Determine the largest travel time T involved.in the

present assignment.
t

Step 31* Designate all cells of W for which the corresponding:

. travel time is T as being' inadmissible, and delete
all '1's-which tocCUr in inadmisSible cells. '

Step 4. Identify all rows of W which do not contain a.1 asloeing
"initial'rows"videntify all columns of W which do not

contain a 1 as being 'breakthrough oolUmns."

. )

Step 5. If, for any 1 S i, j s n,,

ta) ,Row i is an initial row or is labeled,.and

(b) Coluhn j is unlabeled, and

(c) Cell.W. t.is admissible,, i .

1.pei column j With the number "i." after'accomplish-
ing (a) through (c) above 'for all 1 < i < n, no column

has been newly labeled, conclude that the present assign-

ment is optimal and terminate;,otherwise;:

a breakbrough column has been labeled, go to

step 7;

If a breakthrough column has hot been labeAd, go'''

to step:6.
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Figure 25. Flowchart for the assignment algotithm MINASSIGN.,

5(J

LABEL ROWS



Step 6. If, for any 1 5 i,j s n,

(a) Column j is labeled, and

(b) Row i is unlabeled, and

(c) Cell W. contains a 1,
ij

label rowi with the number l'j." After completion of
(a) through (c) ahove for all 1 < j n, return to

step 5.

Step 7. When a breakthrough column receives a label "i," do the
following:

z

ith(a) Enter a "1" in the i row of the breakthrough Column.

(b) If the ith row is not an initial row, remove the "1"
appearing in the column of the ith row as specified
by the.label on. that row, and go to (c); if the
ith row is.an initial row, go to (d).'..

ro.

(c) Enter a "1" in the row corresponding to the label "1"
of the jth column just lOcated in (b) above; if this
'row is not an initial row, return to (b);. otherwise
go to (d).

(d) Discard alL labels and designations of initial rows_
and.breakthrough columns; if the number ofl's ap-
pearing in4W is less than n, go back to step 4;
otherwise, go back to step 2-

Some comments ab0ut the steps will clarify the process. First,

although any feasible assignment will r-suffide for step 1, the diagonal

assignment wherein traveler Ui is assigned to destination'D. for

1 i5 n is-natural and easily implemented by machine in practice.
For hand computations, on the other hand, it is often possible to re-
duce`the number of computations required for termination of the algo-
rithm by making as"good".an initial feasible assignment as one can

readily find.

Referral to the'traveltime matrix A is necessary for step 2. It

is convenisent to regard each passage through step 2 as being the begin-,

ning.of an iteration of the algorithm.
,

Note that the performance of step 3 always results in fewer;than

n l'S remaining in admissible cells of W;sothe Or all of the cellS'in

volved in the present assignment are made: inadmissible in step 3. Thus,

4. we might refer to the allocation'of admissible l's that, still remain

in W attar the.performance'of step 3,,if'any, as -being a "partial feasi-.
. .

ble assignment." In stele, any convenient symbol, such as "V" Or "*,"
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will suffice in hand computations to identify initial rows and brea-
through"columns._ e.

Steps- 5 and-6-are-the "labelink-steps"; in step 5, columns -are
labeled with row numbers; in step 6, rows with column - numbers, Not

. all rows nor all Columns need receive labels. Note that in step 5 it
is necessary to keep'track'of whetheror not it has been possible to
label any previously.unlabeled column with:the row number of any initial
or labeled row, whereas no corresponding procedure is required in step 6.,
.Noe also that, in step 5, all possible column labeling should be ac-
complished. Rowever64-a breakthrough column receives a labe , one
"ay dispense .with the l'est of step 5, if any- remains, and go d rectly
to step 7 before forming any conclusions about Optimality or g ng to
another step. Similarly, in step 6T'all.possible row-la4eliling ould

)(-Be accomplished' before reverting to column labeling in step 5.

.-...

,

One'reaches step 7 if and only if a.breakthrough column r ceives

ta label. When breakthrough occurs; the various row and column labels
contain the information necessary to reassign travelerssto destinations
in-such a way that the "partialness" of the partial feasible assignment
(created in step.3) is increased by one. If, on.theone hand, an in
crease of one in the partial assignmett is suffi ient to change., the
partial feasible.assignment into a full fe sible. ssignment (involving
all the travelers and destinations), one wi eve found a new (full)

-\feasible assignment that is strictly better than the one in step 2.

\l,Thus, in this case, one will wish. .to discove c 'whether there is a still.
better full feasible a'ss'ignment by repeating :he entire process begin-
ning with step 2. If, on the other hand, the, increase of one in the
partialifeasible assignment does not result in a full feasible assign-
ment, on does not yet knoW whether a new strictly better full feasible
assignment exists, and another repetition of the labeling process,
beginning with step 4, is nece r Y

'.,

7 0

We will now illdltrate the. .vior of the MINASSIGN algorithm by
applying it to the assignment pr...lerti- whose travel time matrix is.shown
in Figure 2A. Note, incidentally-, that a rather good assignment has
been hiddenjn'the 'Matrix of Figure,21,as follows:

'Thus;

one ..

D
4

in time 1

D
1

in time 1

U
3 =

D
3

in time 1

U
4

-> D
5

in. time 1

U
5

D2 ,in time 2

U
6

D
6

in 'time 2.

the,algorithm must yield an .assignment at least as good as this
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We could, in step 1, try to redJce the number of computations
required by choosing as g9od an assignment as we gan.readily find, as

suggested above. However, for purposes of illustration; we choose the
initial assignment to be the.diagonal one,. Which we indicate by circling
the appropriate.elements of a copy 9f the travel tithe .matrix at the be-'

ginning of iteration l'as shown in Figure 26. .

Fr. step 2, obserA that the largest travel timeinvolved.-rin the
present =assignment is 6. It occurs.as a result of assigning traveler.,
U4 to destination D4.

..In step 3,-all cells of the working matrix whiCh cor
ti es s 6 in the traver time matrix are made. inadmissibel
them out. At this stage, the working matrix is illustraled
first tableau for iteration 1 shown in Figure 26 exceptfdri-
and col, labels which also appear--these are entered*

In step 4, we observe.that rows four and five of
d().not.contain a 1; we thereforeidesignate these rows
rows by affixing to each2the symbol "*." Similarly, c

-.,.;

theme tati.,eau

.,.as 134-itt 141
olumns - ..1,10 Ta"nd-

five do not contain a 1; hence these are designated as breaks
columns, again through the use of the symbol "*..!:

In step 5, observe that only rows four and five are eit .labeled

or initial rows (both are initial rows); hence only these rows hiay be-

used to label columnS. We begin with,r(0...tdur. It is not poss-rbietb"

label coline one with a "4" since,altgOugh-column one is unlabeled,

cell w41 is inadmissible It.is possible, however,_t? label coluinn'two
with a "4," coluAri two being unlabeled and cell w42. bring admissible;

thus, column two receives the label "4." Noting thaecolumn two is not

a breakthrough column, we continue with the labeling process and ob-

senwe fhat column thre should also be labeled with a "4." Column four

(One of the breakthrough Columns) iS, unfortunately, ineligible to be

labeled with "a "4-7 since, 'although column four-is unlabeled, cell` w44
is inadmissible. For column five, owever, we,find that not only is

column five unlabeled but also that cell w45 is admissiblef column five

therefore receives the label " ." ince column five .is one of the

breakthrough columns, we ay dis ense with further column labeling
(see-the comments-on step ;5 above) and go directlyto step 7 to con-

struct the second tablea .,for iteration 11.- The finallfOrm for the

first.t4ileaU for iterat 'on 1 is Shown in Figure 26.

Obsetve, in step 7/ that oneof the breakthrou columns of the'.

firs tableau (column five) is labeled with the lab "4," .Hence,

according to 7a, we enter a 1 in the fodrth row of that column (as.

ls'thmK in the second tableau for iteration 1 in Figure 26) and,
since the fourth roul'is one of the initial rows, we skip ahead to 7d.

In 7d,we observe that the number of.l'sWhich.now appear'in the second
tableau is five, and since 5 < 6, we return to step 4 to continue with

iteration 1.. The.appearance of'the working matrix at this stage. is

, g
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Figure 16. Operation of the MINASSIGN algorithm for the assignment problem of Pigure 12.
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shown in the second tableau for iteration 1 in Figure 26 (except for
the row and column symbols and labels).

Proceeding with step 4 on the second tableau, row five does not
contain a 1 and hence is designated an initial row. Similarly, column
four is designated a breakthrough lumn.

In step 5, columns one, two
Since none of these columns is a
labeling of columns is not possi
step 6.

three, and sib receive theJabel "5."
rgakthrough column, and since further
le at this point, we are directed to

In's.tep.6, we note that columns one, two, three, and six are, the
only labeled. columns; hence, these are the only columns which may be
used to labe.1 rows., In column one, a 1 appears in row one; hence row
one is labeled."1. After similarly labeling' rows; two, three, and six,
respectiVely, with labels "2," "3," and "0" we revert-to coluilin label-
ing ifi step 5. ff

In step 5, we observe' that rows one, two, three, and six have
been newly labeled, so that further column labeling may Prow be possi-

.able. With row one, we observe that although cell w11 is admissible,
column one has already been labeled with the label "5"; we do not change
the label on column one but rather skip ahead to column two.and.then
to column three, both.of which have also already been labeled. Column
four, however, is eligible to receive the label "1" and, column four

, being.a.breakthrough column, we may omit further column labeling as
before aid go directly to atep,7. The final appearance of the second
tableaU for iteration 1 is shown in Figure 26.

-.-

Observe, .in step 7,' that theobreakthrough:column (column four) .has
the label-"1." We therefore insert .a.,1,iAroW.one Of column four. Row

one is not an initial row, and we therefore look for a label on row one
and find that the label is "1"; is is the number of the column of
row one Where we'will in a 1. 'After removing the 1 so Nocated, we
are dATcted to insert a 1 in the row of column one indicSte by the

lapel on colunin one,. here "5." Because row five is an initi 1 row,r
.the movement of l's 'is complete. Further, there now being ix l's in
the working-matrix for iteration 1, we conclude that iteration 1 is
also..00mplete and that there is a better assignment than the one which
was(usedat the beginning of the iteration (in our ase, the diagonal

asskgriment). This assignment, which the initial assignment for
iteration 2, is indicated by the pattern of l's which appears in the
third and final tableau for iteration 1 shown in Figure 26.

Iteration 2, for which 1.ust two tableaux are requixed, is ac-L:
complished in ,a similar faahio.. After compjetion of_iteration2, we
fin(that the new assignment created at the end of iteratigh r(whith
isshown in Figure26 by.arcling appropriate elements of the time
matrix at the beginning of iteration .2) is still not optimal,.and we

`obtain abetter assignment in the pattein of l's which: appears in the



1
final tableau of iteration 2; the latter is the initial assignment fo
iteration 3.

Iteration 3 proceeds as before until we reach thepoint of label-
ing.rowt and columns in the second tableau. All possible rows and
columns are then labeled, yet no breakthrough column f4ceives a label.-

.We conclude at that point (step 5), therefore, that the-initial assign.-
'Ment for.iteration.3 ds optimal, and we terminate.. The Optimal assign -0
went is as follows:

D
A

in time 1'

D
1

in time 1

U
3

D
3

in time 1

U
4

me 1

U me 2
i ,

U
6

i time 2; J

. - -7.'CL

This is the eAlgnment mentioned earlier.

7.4 Optimal assignments need not be,unique. For the example problem,
a differeAtiassignment as good as the one identified by the algorithm
is as follows: _

U1 in time 1

U
2

-> D
1

in time 1

U
3

-> D
3

in time 1

U
4

-> D
5

in time 1

U > D in time 2
5 6

U
6

D
2

in time 2.

The choice of initia 'assignment for iteration 1, together with cer-
tain other factors, d ermines tAe optimal assignment to which the
algorithm will conver e.

Computer Implementatftion4

In the previous secti n, we have described in some detail the
theoretical basis for:moV -In the translatio $D;theoretdcal
developments into practice', it is not uncommon tO: 6cOtifer one or more
practical difficulties arising from the environment in whiCh the theory'

e

51



is being applied. In'the present section, we.discuss the most signifi-

cant such practical consideration which arose.in the implementation of
:MOVANAID--namely;-a constraint on :computer-stcaage space. We,,also

describe the effect of this constraint on the structure and operation

of the aid.

MOVANAID was constructed for use in the Training and Information

SyStemd Facility (TISF) 1/ARI. The TISF consists. f a CDClode1'3300

'computer connected to lab ratory equipment, notably CDC 210 CRT display

terminals and:IBM selectric typewriters used forlthe SIMTOS experiments.

Of the total amount of core storage available in the CDC 3300, only

about half is usable for the programs which control laboratory experi7

ments. If the aid were to be used in conjunction with SIMTOS (or some

other experiment with its -own computer support requirements), only a

small portion of this memory space would be available at the-time a

)subject might call upon the aid for his experimental tasks. Thus, the

necessary. strategy in this case was to be conservative with comRuter

storage space. 4 ,

Two techniques were used to conserve storage: d to packing and

the use of Storage techniques designed for sparse matiices for network

data. By data packin4rige mean simply that several items of data in

decimal integer form are compressed for storage in a single 24-bit-word

of computer memory. Binary pa-eking of.data aan beused to increase

speed of computation. However, packing of decimal. data has compensatj

ing benefits,,suchwas readability of the data base. Each link attached

to any given nodd'is described by one data word in which is coded the.

cnOde number of the attached node, the length ofthe -link, and.th4 "type"

of link (see Appendix B for a detailed description of link type); this

-ar coding saves about 8n words. of storage (where n is the.lnut;ber of nodes).

In the theOretical4discussion-pf NIINPATH, linkage infilpmationwas

presented in an n:x n matrix (where is the number of.nodes)7 the

use of.a sqpare array, of data o st e this information is clearly waste-

ful of storage in a network which Npdes are connected to only a few

others, i.e., a sparse matri Instead,we assume a constant four links

.J.,pernode and store the inforMation in'ailinear array. This procedure

. causes no loSs of generality, because nodes with more than four links

are easily accommodated by the use if artificial nodes as described to

Appendix B. The number four was chosen because it adequately reflects;

the SIMTOS network. Other numbersqOT:links.per 'node may be appropriate'

for othet networks. -At-present, network data are stored such that all

arcs are two7way connections, i.e.,v4s-&-nundirected network. Even

more.storage could be sailed if only theOne-way link information were,

stored, but greatly increase computattimilaie. Thus, the network .

linkages are stored in approximatelywords of memory rather than '

the n2 needed for the square array. .!

52 Ge,::.;-4-

4111



L

The use of these storage conservation measures is not without
41(

draWbgcks.
. They affect the operation of e aid in two significant

ways-____First, they effectively limit the-size of the networks with
which MOVANAID can be used because the data packing scheme chosen im-

s a limft on the size of the data being :packed. Other-packing .

th

1ps es'could be used and would result in different constraintson
i size of thesdata b8ing packed. Because three decimal digits,in
the packed word are allOwed for the node number and three for the, arc
length, there can -be.at most 999 sequentially numbere nodes; and arcs
may be 99.9-kilometers in length (individual lengthre specified 'n
tenths of kilometers): - -

I ..

The other difficulty with the storage conservation proCedpres ill
,that thef signilicantlyiricrease'the computer time required to solve.a
problem? The packed words must be unpacked by MOVANAID before the in-
formation Can be proCessed. However, fdr networks of the silt prodpced
for simTpg (approximatel'y 400 nodes), the tradeoff has been reasonable.
To understand this, consider-the graph of Figure 27.1 Althoughfavatla-..

-c;b1eresources have not permitted extensive computational experiments
with the full-Scale MOVANAID, preliminary experiments'were conducted

°with the MINPATH routine alone in its elementary form. "0-,

These results, debowA in Figure 27,'are exclusive of input/output
or.any data preprocessing.' They art based on a model implementation
using\unpacked data, as, might be the case if storage space were unlimited.
he data show that withOut the storage conservation measures, networks
of the largest type that MOVANAID, can treat could be, solved in approxi-
mately 2 minutes `while networks of the current size of the database %.?" .

could- e handled in 'about 15 seconds'. Experience (though limited) w. 117

OV AID has shown that small networks (less than 200 nodes) require
on slightlygreater solution.timeS than those in Figure 27 show, end

.

that networks of the size of SMTOS require about twice as much time
.

as Figure '27 shows. 'The latter case results in times of about 30 seconds
r er than 15 for the SIMTOS network, but this is still within reason.'
The te of increase in computation.time apparently,grows rapidly. with
network size, however, so that the tradeoff for storage space may not
,he as attractive for networks of the largest type that MOVANAID can
treat. Experimemgal confirmation is needed

EXTENSION OF MOVANAID

In this section-we sugge'st some ideas for enlargemerit.of the
scope, for quality improvement of the-information now provided to
users by MOVANAID. Most. remarkSrare directed toward possible direc-.
tions for extension of the two basic modules of MOVANAID: MINPATH
and MINASSIGN.
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Figure 27. Minimum path computation times as a function-
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ii

Generalizations for MINPATH

MUItiplePhortest path infoimation may occasionally be of interest
'to iptelligence'prOcessors. Such information might be useful, for ex-
ample;in a CaseWhere the friendly force is consi'Vring the interdic-

r tion of roads. AS presently-configured, however, the MINPATH module
of MOVANAID does not disclose such information to'uers. Path informa-
tion of this type could be prpduced (at the expense of an increas4in
computer stioz4le requirements) by making minor cha'nges in the present

_structurelbf MtNPATH. .4imilarly, analysts might also wish to identify.,
in additiOn to fastest times and p'aths, the s cond and third fastest
times and paths, and so on: Algorithms exist dhdcould.be iricluded in
MINPATH to produce information of these types if desired.

Another interesting direction. for generalizin MINPATH would in-.
volve relaxing the assumption (heretofore implicit that a Odlitary, unit
can move along a road en.maSse: The movement ilitary units along
roads does not, normally take place en masse format least two.reasons.
First,. the tactical situation may dictate that movement be accomplished
in a columnar formatOn of gap-separated segments or "serials." Second!'
Columnar movement along a road may be forced .on a unit whose size is
large compared to did capacity of the road. The remarks below addreSs
only the'latterphenomenon.

Consider a network, each of whose arcs is associated, in additions.'
to. a travel time (which we interpret' to be the:time req.lAred for an
"individual"--perhaps a foot soldier or,a truck - -to move from one end/
of the arc to the other), with an arc capacityi repesenqng the maximum
number of individuals who can enter the arc per unit,time. A network.
of this type is shown in Figure 28;`11.1 the figure, tHe firs,number as:
sociatld with an:arc,is the travel time for that arc, and the second
number is the arc capacity. We take our problem,tO be the deterMina-
tiQn of the path which the un4.t^should take in order to move from a

.

preppecified node of origin'to a given node of des nation in as short
a timeas possible, subject 'to the constraint thatIThit movement rates
should not exceed any of the arc capcities.

iAs an example of the sort of. difficulty one may encounter- n'the ,

generalized problem, assume that the arc capacities shown in Figure 28
represent the maximum number cif tanks per hour that the arcs Can accom-
modate, and'suPpose.that wg wish .19 krw how soon, and'by wAP/path, a
tank battalion at node "A" could:Kove in its entirety to a destination
at node "Z'." ConsidertwO pa'ths joining node "A" to node "Z" asfollows:

'

.4
Definite procedures for computihg xmli-Od capacities have at6ady been

.,,

established by the Army. Road capaCities ere'computedas functions
of surface type, surface and 'shoulder width, maximum'curvature and

-41.1"adient, amount of moisture,-and certain other parameters. See De-
partment,of the Army Field Manual 55-15 (Transportation Reference --

g

'Dataj_Ohapter 3) for more details.
.

.
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Figure 28.. A 'network with arc capaciti::s in addition to travel times.

76
7 . 4



P
2"

A +B+F+G+M+ Z.

It may. be confirmed that the sum of the travel times alOng path P1is
.26,' whereas the corresponding sum for P2 is 33. Thus, path PI Ilbuld,LJ
bepreferableto P2A.f it were possible for the battalion.to move:en.
masse along each arc of- P1.' 10.1everif the size n ofthe.battalion
were larger than the smallest arc capacityof any of the arcs of. Pi,- 4

it May happen that-thp unit could arrive.t node "Z" sooner using. P2'
`(all.of,whose arcs have rather large capadities) than it could using pl.

It may be shown thatthe generalized problem we wish,to splve is
the following: Determine

where

a

P
C, :thin

P.
t

A is the node of origin

Zis the node of destination

+ dcP

1

r.

P is a path joining A to

t(x,y1. a 0 is the travel time associated with arc '(X,Y)
.

c(X,Y) a Vis the capacity assigociated.with" (X+,Y)

n is the'numberbf individuals in the sa4Ece at A

4\,d(P) = max(min .

n
c(x,y)) 1, 0).

(X,Y)0.

, The 'Units in which the,t(XiY), c(X,Y)
compatible:.

4

This problem, thoUgh per )iaps formidable at first glance (due
the presence of the term.d(P)inside the square brackets), may be

7

by an-lg rithm,siMilar tOMINPATH. ,

t .

. :

Note, iiiCidentally, that in the s ecial case where.alr arcs-of
the network 11.avethe same°capacity c < , we have

7 ,

n eivanieasured_ must be

O

to )

solved.



LE t(X,Y) + (Up]

(X,Y7cP

4.

= ELI_ 1 .4:min
c P

E. t(,,y).:,
(X,Y)ci, -,0

,,

)

In phis case, therefore, the optimization. problem ihvolvedis identical P
',_,-.,-- to the one considered earlier: Find the path joining the origin to the

destinati n for which the sum of the arc.. travel times is a minimum.

4 Here, the additiVe constant .(n/c),,-- 1 is the column cloSing time.imposed
on a man uvering unit b .reads whosik capacity is inadequate to permit
movement en masse.' ,r.

r
.

,J.
....

Another potentially important generalization Of 'the MINPATH al-
gOrithin arises.froM the fkct that 211 of the preceding development and
discussion.has 1Reenilpirected towaid:the computation 'Of faStest times '..'

and paths through a road.netwoi-k for one unit at a time. Nowhere have
we admitted the possibility that two or more unit"s;moving.simultaneouSly'
through the,networ , might interfere with'each other by occupying the '

:sem& arc or node s multaneouSly: In reality, of co e, delays might
.well'ensUe in such, c'rcumstances, and therefore'th'nk it kopetito
donsiderenlargin4 the model to 'take into account this Phenomenon,.
Sudh an enlargement might iead.o changes, forteven abandonment,;of the
MINASSIGN portio,h of MOVANAID, .'

,
.

. ,
..

.

.

. .

. jt appears that tke enlargemeh.tof.the.r ttiodel to take into account
.interunit interference might be accomplished through, the imposition of
node capagities on ;some or all nodes ok the hetwork. A,node capacity
is,/, of course; an upper bound on

, ,

Ne rate at:which traffic, from what-
everever source can 19ess through the ode. A technique-whereby network
with node capa&l-ties.mays4Oe:converted'to ,equivalent'but larger.netwOrks
with only-arc tapacities iiS.suggestedoby Ford end Fulkerson (1962,

'pp. 23-26), ' g/' ' :

il . -.

Gehe4elizations for MINASSIGN 4

There are two minor.ways,fin which the.MINASSIGN portion of MOVANAID
migiPt be refined. FirstI.it may be desirable to arrange for 1.1e algorithm
to disclose alternative 6ptimum assignments,when'such exist. Second, it

,

maybe desir le to arrarleft7 MINASSIGN to optimize assignments with ...

,respect not on oelarges assignmenttiMe-(as-is`now doneY, but also
.

.

with respect e remainihg-assignineat times. Although these rodifi-.

cations would be relatively easy to implement, we feel that the added,.
capability would not 'be nec- -sary:
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The assignmentAdodelto which the present verSiodoIMINASStGN-.1s
applicable ,assumes that there will always be the same number oftravel=''
ers as destinations, each traveler being assigned to exactly one des,-7

nation and each destination receiving, precisely one travelet A cumber
of interesting variatiohs on this thema:ard possible. Suppo8e,1Por ex-
ample, that we generalize the Model. to allow the possibility of having

more travele than -destinations gl1 retainingfor.themoment) the
.

notion that achdestinatienshouid'be the recipient of precisely one
traveler.. e releVant'objective Would be;-as"beforefitheoptimalagr
signment of ne traveler to each destination .and,-in addition, the opti-
-MaL selection of a subset of travelers to be so assigned. A military..

.
:

Opthe rear of the battle area a larger number of reinf rce-
applicataoy-ora model of this type would arise in cases where
had avail le in
ment units than there were front-line positions to bereintorced.

In another variation of the present asSignmen model; we might wish

to require that some or all of the destinations be ecipients of Mote
than one traveler.. An enlarged modelof this type ould be applicable,
for exaMple, in cases where it was thought that the nemy.would like to

reinforOe front-line units with more than one reinforcement unit, with
some front-line units perhapS more heavily reinforced than others. -

It Sppearsthat theseand Other;iyakiations of the assignment model
may all be treated by a' geheral mod&i involving m potential travelers .

and potential destinations' together with the freedom to require that
destinations be assigned,a prespecified number of travelers. The rele-
vant objective, Of course, would be the optimal selection and assignment
of a subset of the travelers to a subset of the destinations, subject to
side conditions.

In view of the fact that the generalized assignment model suggested
above is substantially mo4e general than the model to which the present.
MINASSIGN algorithm is applicable, it is perhaps surprising to find that
MINASSIGN can, with relatively minor modifiCsations, solve any of the
problems which might arise in the more general model. One such modifi-

cation would involve the use of artificial travelers and/or.destinations.
The revised algorithm would proceed ineUch the same fashion as before.

s

SUMMARY AND CONCLUSIONS

The initial. purpose of this. project was to develop 4implement-

some form of computer-basdd analytic, aid in the ARI laboratory. The

implemented aid was expected to serve as a test bed for resdarch,on.
-general prineiples of man-machine interaction. As the project moved
from the general consideration of a number of aids to the specific db-

velopment of MOVANAID, it became apparent that theqproceSS'of developing.

interactive.,4jds.S a. nontrivial task. -Given'a relatively simple:intel7
ligence'procesSing task and readily available mathematic4techfliques,
itrequiredalarge effort to implement a preliminary version'of
MOVANAID. This report provides-adescript-ion of the results-of that

effort.

59

Yi3



. MOVANAID has value beyond its intended-role as a research vehicld.
f& 'studying. man-machine in,teraction. It seryes as a demonstration and'
a prototype of the large class of potential interactiye adytic aids.

It also provides a'baseline for further 8eyelopment and e tual im
plementation Of a movement analysis aidto.suppor'ttaCtical intelligence
analysis. The requirements for such aids aAd the form which they take
will be claryied.throu an iterative process of test .and revision.

O

60



41-

-

..

'REFERENCES

*Bellman, Richa d. On a Routing problem, Quarterly of Applied Mathe-

matics, 58, 16, 87-90.

Dantzig, G. B. On_the Shortest Route Through a Network. Management
Science, .1960, 6187-190.

Dantzig, G. B. Linear Programming and Extions. Printeton,-N.J.1

PvInceton University Press, 1963.

Department of the Army. Combat Intelligence. Fi;Jed Manual No. FM

1971.

Department of the Army. Handbook on Aggressor. Field Manual'No:
FM 30 -102, 1973. .

Department of the Army, 'Staff Officer's Fieild Manual: Staff Organiza-

. ton a d Procedures. Field ManualNo.'FM 101-5, 1972.

Departmen of. the Army. Transportation Reference Data. Field Manual
No. FI 5-15, 1963.

Egervary, J. Matrixox Kombinatorikus Tulajons6gairol. Mat. es Fiz.;
1931, Lapok 38, 16-28; translation by H. W. Kuhn, On Combinatorialf .

Properties of Matrices. George Washington Universi4.ty Logistics
Papers, 1955, 11. .

we

'Ford, I... R., jr., & Fulkerson, D. R. FlOWS,,,,in Networks. Princeton,

N.J.: Princeton University Press; 1962:',

Konig, D. -Xhoorie der Endlichen and Unendlichen Graphen. New York:

.0 s

Minty, G. A Comment on the Shortest Route Problem. Operations Re-
'searailt.1957, 5, 724.

Moore, E. F. The Shortest Path Through a Maze. (Unpublished report).

Bell Telephone Laboratories, 1957.

61


