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Abstract

This erticle compares three theories of transitive inference applied
to the solution of linear ayllogisms: a spatial theory, a linguistic
theory, and a nev mixed 11n€uistic—ugatinl.thg@:y. Each theory 13'&:ﬁrg:§ed
1n'terms of an information-processing (flow-chart) model, and a n;themiéie;l
iﬁdel that quantifies the information-prncessing model. The mathematical
models are tested in their ability to account for latency data from four
experiments. The tests overwhelmingly suppor: the mixed tgegfy. This
support holds over varied modes of problem presentation, adjectives, sessions,
and subjects. The duration of each component process in the mixed theory
is estimated, and its contribution to total solution time assessed, Then
the mixed theory 15 shown to account for most patterns of individual-1ifferenca
data. Finally, the theory is ;havn to be consistent with m variety of dat:

obtained in previous investigations o transitive inference.
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Representation and Process in Transitive Inference

In a transitive inference Pf@bliﬁi‘iﬂ individual 15 presanted with
tvo or I@f!\pfiﬂil!!‘ each descridbing a relation betwveen tvo items. At least
one of the itin: overlaps between premises. The subject's task is to use
this overlap to determine a relation between two (or more) items not oc:ur-
ring in the same premise. An example of such a problem is
Mighty Joe Young is mightier than King Kongz.
King Kong is mightier than Magilla Gorilla.
Who i{s mightiest?
This prablemgillugtrgtes a simple form of transitive inferance problem,
the linear syllogism (or three-te:= series problem, as 1% is oftes called),

In general, the terrs o A linenr svilo ogism form a linen: arrayv of iter-,

say, (é, B, C). Each g "~ 1 ..ses describes a 1elati~n betwveen one pai .-
of adjacent items, su ., (A Yy B), (R r, C). To'solve the p-oblem, an indi-
vidual must ccmbine {Lfr..0° n ¢ the twn premises in order to Astermine
xthe relatisn between ile tw nonadjacent items, (A ry Z). . Solution 3f the
example sroblem ab: ¢ . s uires the indiv{ Jual to: infar the relation betwveen

the two n.aaajace..t itens, Mighty Jre Y .u.w and Megilla Gorilla.

Transitive inerence¥ are widely usea in evefjdsy life., Comparisons and
decisions of almost every kind that wve make on a daily basis usually involve at
least an implicit transitive inference. Cags;ier. for example, éhe g}ight of
a customer eating at a restaurant. The customer is f;ged vith vhat may well ?e
a bevildering choice of meals. The customer “as neither the time nor the pa-
tience to compare every poasib.e pair of ne;lg, and to order the meal that is
preferred to every other. More typically, the customer will narrowv down his
or her prgferene:i to a fevw pe::ible eheice:. a=suming that if the eliminated

L)
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choices are less desirable than the minimally acceptable choice, they are less
desiratie than any other acreptable choice as wvell. Next, the customer will
probably pick one of the, say, four semifinal cholces as the final cholce.
Again, the customer eachevs making all poasible paired compariacons, saix in
the case of four choice . Instead, the customer assumea transitivity of
preferehces, and infers that if his or her first cliolce is preferred to the
secon? cholce, {(t is preferre! 1 every other choi~e ag well, W{thnut the
use of t;msi‘;iv‘: inferense, mas. F aver oyr alimbieal decisions Wnull ke ce
unmsﬁ%gg;bly complex.

Paychologiats hnve lon~ recopnized the funlamental {mp~~tance of tran-.-
tive inferences in evervdav cosnitinn, as a resul:, transitive {nferenca has
played a key role in psvchelegical thesry. Recearch on grnnsitive inferen~a
has appeared i, diverse psychelogical literatures, ani under a numbe- of dif-
ferent siisen. Differential pavchologists have recogn!:zed the transitive
inference problem as a useful psychometric tool since Burt's (1919) use o
the problem in a battery of mental tests, althoush our knowledge of the psy-
chometric propertie: of the problem as a test item remains rudimentary (Bu=+,
1919, Shaver, Pierson, & Lans, 19T4). Developmental psvchrlorists have
investigated the transitive infercnce problem exiensirely, E;ﬁy of them in
response to Plaget's {19021, 1928, 1955, 1970) claim that prgaperntia%gl chil-
dren are unable to perform the rea;aning necessary to infer & transitive re-
lation. Trabasso (Bryant & Trabasso, 1971; Riley & Tradasso, 197L), ‘e~
example, has t;gen {asue with Piaget's inerpretation of the data, and {n a
seriés of ;ngeniaus experiments has found evidence suggesting that memory ,
rather than ressoning limitations are responsible for much of .ae difficulty
young ehilérgn encounter in attempting to solve transitive inference problens.

Ry
v
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Cognitive-experimental psychologists have alsc devoted a great deal of atten-
tion to the transitive inference probles, and have engaged in a vigorous de-
bate regarding the representations and processes subjects use in solving
such problems (Clark, 1969a, 1969v, 1971, 1972a, 1972b; DeSoto, london, &
Nandel, 1965; Handel, DeSoto, & London, 1968; Hunter, 1957; Huttenlocher,
" 1968; Huttenlocher & Higgins, 1971, 1972; Huttenlogher, Higgins, Milligan,
& Xauffman, 1970, Fattg & Schnlz, 1975). In this article, a nev resolution
of the debate regarding rerresenta’i~n and process will be proposed. In
particular, the article vill address three important theoretical questions:

1. Howv is information represented during the course of a sublect's
solution of l-tf;ﬁ;it1VE inference problem?

2. What processes act upon the representation(s) from the time the
subject first vievs the problem to the time he or she indicates a responc~?

3. How, {f :; all, do the representations and processes used in the
solution of transitive inference problems vary as a function of (a) mode of
problem presentation, (b) adjectives, (c) sessions, and (d) individual sublects”

The article is Aivided into six-major parts, of which the first is this
introduction. ,The second part presents a discussion of previous research on
the three theoretical questions posed above. The third part offers three
detailed information-processing models that purport taidizeribe hov subjects
solve transitive inference problems vith three terms (linear syllogisms). The
fourth part presents results of four experiments addressed to the theoretical
questions yosed above, and vhich are intended to diltinguiih AMONg
the three information-processing models. The fifth part of the article contains
tests of the models on previously published data. The sixth and final part

of the paper discusses hov the data presented in the article advance our the-
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THEORETICAL ISSUES

n of Information in Transitive Inference

Bature of Controvers

Theorists disagree as to the form of representation subjects use for in-

&

formation stored, manipulated, and retrieved {n the course of solving transitive
inference problems. The basic controversy has been over vhethar inﬁarngti;n is
represented spatially or linpuistically. Spatial theorists argue that informa-
tion is represented in the form of a spatial array that functions as an internal
analogue to a physically realized or real{zable array. Linrmuistic theorists
propositions of the type originally proposed by Chomsky (1965). A resolution
of this controversy would not only enlighten us with regard to tranasitive
inference, but might further shed 1igtt on the kinds of arguments that are
valuable in distinFuishing between suk'ects' use o spatial or imarernial repre-
:gntltigps on the one hand, and linguistic or propositional representations

on the other (see Kosslyn & Pomerantz, 1977; Pylyshyn, 1973; Anderson, Note 1).
In the following four sections, evidence for each kind of representation is pre-
sented and then evaluated.

Representation

Evidence for Spatial
Eight principal kinds of evidence have been adduced in favor of a spatial

representation for information.

Introspective reports. Many subjects in various experiments have reported

using spatial imagery to solve transitive i-ference problems such as linear

theory, "questioning of subjects in Experiment I indicated that most of thenm
solve the syllogisms vith the aid of imagery” (p. 516). These investigators
also found that different pairs of relational adjectives evoked different kinds

of arrays. Better-wvorse, for example, most often evoked a vertical array con-
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structed in a top-down fashion, vhereas darker-lighter most often evaked o
bﬂlﬁé&ﬂ array constructed in a left-right fashion. Ruttenlocher and Riggins
(lﬂl)‘\ also proponents of a spatial imagery theory, found that "§s report
that imagery is i{ntimately tied up with determining the aréi:af items from
comparstive expressions” (pp. U95=L96). Their audjects conetructed imaginary
spatial arrays by placing the grammatical sudbject of a sentence in the array,
and then moving the grammatical object with respect to the subject. Even
Clark (1969%), a linguisti~ theorist, has found videspread use of {magery
by experimental sublects. He reported that "L9Y of the Ss in Clark [1960a]
claimed that they used spatial imagery” (p. LO?). Clark thus felt obliged
to conclude not that subjects fail to use imagery, but that "{t has not been
demonstrated that the use of spatial imapgery differentially affects the
solution of three-term series problems” (p. LOZ).

Need for spatial array to combine premise information. At some point

during the course of prﬁblin solution, subjects must comprehend the higher-
order relation betveen the two lower-order relations expressed in the individual
premises. Sucl comprehension is tantamount to making the transitive inference
needed to solve the problem. Spatial imagery théarigti have specified at a
reasonabls level of detail hov such comprehension can take place. HRuttenlocher
(1968), for exsmple, argued on the basis of subjects' introspections that sub-
Jects create an imaginary array of the two items contained in the first premise,
and then use information from the second premise as a basis for joining the
third itjs to the first two items. Linguistic theorists, hﬂiiii?.!hgvi not
specified in reasonable detail how the transitive inference is actually made.
As Buttenlocher and Higgins (19T71) bave pointed out, "Clark [1969a] attempted
to [include an sccount of the comprehension of adjectives and comparatives as

well as an account of question answering], while basically ignoring the ques-
10
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tios of hov information from the tvo premises is combined” (p. d8T). Clark
(1971) has admitted that the "linguistic theory is mot complete. Por ome thing,
{t does not fully specify hov {nformation from the tvo premises are [eic) com-
bimed” (p. 513). Until e linguistic account of the combination process is
proposed, students of transitive {nference are perhaps obliged to accept, if
only by default, & spatial account of the combination process.

M of data patterns for

physical arrays. One of Huttenlocher's main arguments in favor of spatial

imagery has been that “the difficulty of solving different forms af (1inear)
syllogisms parallels the difficulty of arranging real objects according to
comparable instructione” (Huttenlochrr et al., 1970). A series of experiments
has shovn that the tvo types of {tems do indeed shov parallel patterns of
data (Ruttenlocher, Eisenbergz, A Strauss, 196%; Huttenlocher et al., 1979,
Huttenlocher b Strauss, l§§5)_ In & typical experiment, Huttenlocher and

ber colleagues wvduld require subjects to arrange blocks (trucks, human figures,
or the like) in a ph;uc-;; lrrly The terms of the arrangement task would be
Presentsd in a variety of forms, each form paralleling a form of linear syllo-
gism. Response times and error rates for the physical arrangement task would
then be shown to be highly correlated with response times and error rates for
the linsar syllogisms task.

Symbolic distanée effects. Data reported by Potts (1972, 1974) and by
Trabasso and his cBlleagues (Tradasso & Riliy, 1975; Trabaseo, Riley, & Wilson,
1975) seem strongly to implicate some kind of spatial process in linear ordering
problams. In a typical experiment, subjects are taught & linear ordering of
items that takes the form (A, B, C, D, E, F). BSubjects are trained only on
adjacent pairs of items. If subjects store information in the form of proposi-
tions relsating the presented pairs of items, then one would expect that upon

1
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Sest'P subjects would be able to judge more rapidly the relation between a
truined and edjacent pair, say, C and D, than they vou.d be able to Judge the
relstion betveen an untrained and nonadjacent pair, say, Band . T™e former

pair should be immediately availadble in working meROTry, vhersas the latter

pairs (B, C), (C, D), and (D, E). 1In fact, subjects are able to judge the
relation betwveen B and E more rapidly than they are able to judge the rela-
tion betveen § and D. The further apart the two items are, the easier the
Judgment turnms out ‘to be. This aymbolic distance effect is compatible with
the kind of "interna! pavchophyai~s" proposed ty Moyer (1973) and Moyer and

Bayer (1976), vhereby a spatial analogue representation is constructed for

the arvav, and els=ents ~7 *- = anm’ - ~ezresentation are compare’ to
one another. In this kini -7 repr: " 1, elements that are at greater

distances from one another are more #as:.y distinsuishable from one another,
and hance easier to interrelate. The symbolic 4distance effect has generally
been considered to be (ncompatible with linguistic theories of representation.

Seriel position effects. iIn the linear-ordering experiments described

above, subjects are trained on all adjacen: pairs of items in the linear or-
dering. Trabasso ani his colleagues (Lutkus & Trabasso, 197L, Riley & Tra-
basso, 197L; Trabasso et al., 1975) have found that errors made during training
end retraining exh’bit a serial-position effect with respect to positiom of

the pairs in the . iear ordering: Maximum errors occur on middle pairs, and
fewar errors occur on pairs nearer the ends of the orfering. This serial-
position éifﬁet a8 interpreted as prima facie evidence for an wnderlying spatial

array (see Bower, 1971). If subjects learning the pairs of items without con-

1<
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stfucting an underlying array, that iy, learning the list as a set of indepen-
‘dent §cirid &ssociates, then one would expect equal sumbers of errors at aif-
firigt'glgcﬁe along the lijg:r ordering. At vorst, one might at:ervg some
negative transfer for glepeints except the end points of the array, since each
other point is learned as both greater (better;-faster, etc.) than ome point

and less (wvorse, slower, etc.) than another point.
. ¥

-

Directional preferences within linear drderi

gs. In many of the adjec-
tive pairs used in linear syllogism problems, one adjective of a bipolar pair

" use of the ;djectifés taller and better result in facilitated performance rela-
tive to the adjectives shorter and worse (Handel et al., 1968). These authors
have proposed that faster solution for the adjectives taller and better, can be

aceounted for by thé facts that (a) taller-shorter is represented along a

continuum proceeding from top to bottom and better-worse is represented along a
continuum proceeding from righﬁataéleft; and (b) ﬁpeaplg proceed more readily

in a downward than in an upward direction, and in a rightwvard than in a leftward
direction” (p. 5135; This directional principle (b), together with the principle
of end-anchoring described below, seemed to account for "the results of atgera
vise inexplicable variation in difficulty among linear syllogisms" (DeSoto et
al., 1965).

i

Epd-anchoring effects. ’Iéinitis&tari of transitive inference have re-

Peatedly found aﬁdsgﬂehsrigg;effegés in their data, Mnd-anchoring effects are
observed vhen it is easier t& solve !\E?iﬂ;itiva inference problem presented
from the ends of an array inwvard th;g‘gt is to solve the problem presented from

the middle of the array outward. C&nifdgr. for example, the array (ié_. B,C). A

) |
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problem. with the premises, "A is taller than B; C is shorter than B," should

be easier to solve than a problem with the premises "B is shorter than A;

= ’ : §
B is taller than C," because both premises in the first case ere end-anchored, .

!hlﬂ;l neither premise in the second case is end-anchored. DgSata et al.
(1965) were the first to propose end-anchoring ;g La',. principle {;!ed in the
solution of linear ordering problems and Huttenlocher (1968) advanced this
grapé;;l as vell. The two accounts difrer slightly, however, in that EDeSatc:
et al. proposed that end-anchoring in either premise could facilitate solution,
vhereas Huttenlocher gugggs‘t:gﬂ that under moet cireumstances, end-anchoring
will facilitate séiutiégn only if it occurs in the @econd p'r_emi:,se‘.

Correlations with -s a ig,:L visualization tests. Shaver, Pierson, and

A
Lang (197L4) have reported correlations across subjects between errors in the

solution of 115,‘3’: ayllogisms and séares on tests of spatial visualization.
These correlations varied in magnitude, but an impressive number of them
"reached statistical significance, These correlations ﬁ-ré interpreted as
evidence that spatial imagery is used in the solution of linear sy;jiagisng.

valuation of Evidence for Spatial F

With eight kinds of evidence converging on the same eon&usian, one is
tempted to accept the concluslion without further ado. Yet, none of the eight

kinds of evidence proves to be conclusive considered either by itself or in

! -
Ty

" conjunction vith the remaining kinds of evidence.
P :

/

Introspective reports. E'igtraspeetive reports of the use of imagery are Ny
v ,

common, and are acknovledged even by the most prominent linguistic theorist .o

(Clark, 1969b). A long-standing question in psychology, however, has been

tigators have been reluctant to accept introspective reports as more than sug-

gestive, and :&h: recent dats and theoretical framework presented by Nisgbett and .

1i
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Wilson (197T) seem to Justify this reluctance. Subjects appear to have little
or no conscious access to the processes they use in various kinds of cognitions.

Combination of gggg;gg information, symbolic distance effects, serial po-
iitian eff-ct:i and end anchoring effects. Can a linguistic representation ac-

count for any of these effects? The answer appears to be affirmative: A small
modification and extension of a linguistic representation suggested by Holyoak
(Eapg 2) will predict all of these effects. ?
In the proposed representation, infafmgt%an about relations among, =say,
i

items A, B, C, D, and E o line;: ordering- is expressed in the form of a hi-

erarchy of relations, as shown in Figure 1. In the present representation, un-

4 LI

like in Holyoak's, nodes at a given 1??21 of the hiergrchy can contain overlap-

. ‘ping information. At the highest level of t&g hlergréhy, ;ll items are clustered
together at a single node, and the items ar'e therefore : cinguisygble from
each other. At the lowest level of the hierarchy, each item forms its own separate
cluster, and each item is therefore distinguishable from every other item. Each
interﬁgdi;te level of the hierarchy permits one additional differentiation of
items. Fcr example, the second level, containing two clusters, permits.differenﬁ
tiation of A and E; the third ievel; containing three clusters, permits dif-
ferentiation of A and D and of B and E; the same principle is ;pplieﬁbie at each
successive level. When a iuﬁjeet interrogates the hierarchy, he or she is as-
iui;d to start at the top node and work downward in the hierarchy tévard the
hﬁétﬁl node. Subécetl“nra further assumed to use a bégidthsfir;t search order .
bitvian levels of the hi:r;rchy. and a random search arﬂer vithin levels. For
example,.subjects will alvays interrogate both ABCD and RCDE before interrogating

i 1 p! ) =
. o : .
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- any of ABC, BCD, or CDE. Hovever, thgériar in which ABCD and BCDE are searched
1is assumel to be random. In order to letermine vhet.hér one element is to t,he!
left of (or is higher than, faster than, better thgn, etc.) another, tvé nodes
e ; ,
&t some level 6f the hierarchy must be found such %hgt each element appears in
only one of the nodesz, and the first eienaﬂt is to the left of the other.
First, this hierarchy gaégtitutes ;iugified rg;re:entitiaﬂ of the,fivg
items in the linear ordering. All possible order rglétiaﬂs are expressed by
the relations among the nodes of the hierarchy. Second, the hierarchy can
Lee?unt :b:,;ymbalié distance effects. Suppose one needs to determine only
Vhether A is to the left of E. One em ma.lie this determination at-the second
level of the hierarchy, since A but not E appears in the left node and E but
" not .A appears in the right node. To determine whether A i3 to the left of D
.(a’r;g iz to the left of E), however, one must go to the thifd level ‘of tte
hierarchy. In general, the closer together two elements are, the further down

in the hierarchy one must go to distinguish them, and hence, the langeé the x
rnei:eh process is agsumed to take., Third, the hierg:hy can account for gerig;
Ep@siticn effects in learniug. The more relations one needs to learn for a
given element, the longer that element should take to learn. Note that A and E
each appear at five nodes, B and D each appear at eight ﬂaﬂeg,.md C appears at
nine nodes. Thus, the endpoints are easiest to iegrn, and items become succes-
:iﬁl:r’mr—e-difﬂcﬂt to learn as they approach the iiddie of the implieft !1ine;’r
array. Fourth, the hieru?chy can account for end-anchoring effects, if one
assumes that the relational hierarchy, like virtually any other structure, is
more easily constructed from the autlid;sinmd than from the inside-ocutward.
The hierarchical structure described above is offered as a possible way in
which subjects might ﬂpﬁleng information linguistically, rather than as the
actual wvay subjects do ﬂf'ﬁ!int information. The sole purpose of describing

EﬂiBQ‘ ( : J 10 ' '
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‘the structure ij to shov that a fairly itr;ightfaru:rd\1inguijtie representation
E!£ ccount for many of the effects that have been believed to necessitate a
. spatial representation. | —

rability of dats patterns for imaging] and physice] arrays. Hutten-

'lﬁeher's-;rgunent that data patterns #or reasoning with purported imaginal
Arrays Are very ;imilsr to those for placdement with actual physical arrays
presents a reasonable case for thé analogy between the two kinds of arrays.
The argument is strong, hawgver; only if an alternative model not based on
such an analogy makes differential ;redictiana_ Here is where the prablemr
has lay. DeSoto et al. (1965) and Huttenlocher (1968) originally interpreted
their data as presenting a strong case in f;zgr of a spatial model a? some
sort., At the time, these interpretgtiéds se;mgd quite acceptable, Clark
(1969§}\;aﬁ§r showed, hovever, that the items used in earlier research did not
distingui;h between the previous spatial models and his new linguistic model.
Negative equative items (with premiges of the form "A is not as __ as B") were

o

needed to distinguish between the two types of models. Clark's (1969a, 1969b)

=1
.,

model butagat of the earlier spatial igﬂqisg Huttenlocher et al. (1970) then
presented nev data showing the anglggf het;een results from a physical Placement
task and a linear syllogisms task. Since her 1968 claim had been only that the 7
twvo kiﬂgs of tasks were analogous, she nov feit Justified in interpreting clggk'a
data as supporting rather than refutin& a spatial or imagerial model, Clark
(1972:5 then carried the debate still another step further by presenting data

from a physical placement task that did not correspond vell to data from the

» o (
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data showed only that there exist at least some physical placemant tasks that
yiclg yotterns of results that do gat,carre:pand to patterns of results from the
1&3:; :yg.;agis-;s tpsk. To summarize, there seem to be two problems eonfronting ;,'
" those who ;;gue for a igzti:l model on thE»bE!iB of an analcgy between results
from physical placement and linear !yl;agisma?t;sksz‘ Firat, the analogy does

not always. hcld up; second, the analogy does not distinguish preﬂictlians of

a spatial model from those of a linguistic one.

Directional preferences. In general, adjectives that encourage top-down

L]

or right-left processing are also those that are linguistically unmarked. As
vill be shown in the next section, linguistic theory also predicts facilitated

,,,,,,, . 4

Qarre;gg;gggiﬁﬁﬁh ggggigé tests. Available correlationali evidence for
Kip&ti&l representation of information is venk, beg;ﬁse although Shaver et al,
(197L4) have shown convergent validation of the spatial hypothesis, they have
not shown discriminant validation with respect to the alternative hypothesis.

In other words, errors on the linear Byllag’ 3m tnsk might wvell have car—?elate«ik -

tests of spatial visu&;izgtian ability because of the general factor that ver-
vades performance on both types of ability tests. -In order to pravidg a

stronger teszt of the spatial hyPGthesisiiane vould have to show high correlaa-
tions hetveen 1iaear(:yllagism and spatial test performance enupied with low

enrrllltian: betveen 1?;;:: syllogism performance and linguistic test perfcrmnnre.

Rvidence for Qggg;-tic Representation

Three principal kinds of evidence have been aduuced in flvar of a linguistic

4

representation for information.

Principle of primacy of functional relations. According to this principle

(Clark, 1969b), Tunctional relations, like thale)of subject, verdb, and direct object,
are ltaﬂd. immediately after empﬁhenimn. 1n A more r..;dily ;irlil;ble form than

other kinds of information, like that of theme" (p. 388). This principle forms

L.
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the basis for the linguistic representation of information in terms of base

strings and underlying deqp-structural tmifamtign: on ~hese base strings.

Clark bas:not offered any direct experimental evidence to luppart the principle.

. Be bas interpreted Hnget s (1928) account of tmzitive infarggee as supporting

the principle, though, and has noted that "in solving problems out loud, many
eh;ldriﬂ verbalize the underlying base strings of comparative statements di- .
rectly” (;; 399)." Moreover, “t?e children in Donaldson's (1963) studies often
!i,ﬂa;“c‘rfar; 88 & result of their comprehension of propositions as base’
ltﬂfgs" (p. 399). If this observational eﬂdeneg is -’being interpr:ied cor-
rectly, then the evidence supports an undéflyﬁng. linéuistie desp-gtructural
eﬂéa;ainé'@t the premise information.

Principle of lexical marking. According to Clark'r (156%b) laxieal

marking principle, "the senses of certain 'jositive' adlectives, like good end
long, are stored in memory in a less complex form then the uenses of their

opposites” (p. 389). The "positive" adjectives are referred to &s unmarked

- adjectives, end their opposites (for example, bad and short) are referred to

as marked adjectives. If a marked and unmarked !d.)ective lre placed at oppo-

of t.hi scals. Thui we generally t.hink in terms of ;cg.ln of goodness and
tallnegs, rather than in terms of scales of bmmen and ;hartniss. Q‘bﬂausly.
we could have a scale of, say, shortness. But to ask how ihart a person is
seens immediately to imply th:fi the person is short, vhereas to ask hov t;ll
& person 1s does not imply that the person is tall. ‘

If, as Clark claims, marked adjectives are stored irg‘ menory in a more
camplex form than i;' neaded for unmarked :dijéctiﬂ:, cne might wvell -i:piet
the encoding of marked adjectives to h'lj\}'i time-consuming than ﬂn encoding

\

"’
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of unmarked adjectives, ggd indeed, al. studies of transitive inference that

have investigated both marked and usarked sdjectives have found longer la-

have deen found vith items containing unmarked mljietiﬁn- This evidence there-
fore seems on its face to support the principle of lexical iﬂrkiﬂs. -

Principle of co

be retrieved from a sentence unless it is congruent in its functional Hl;?lti'ahs

ruence. According to Clark (1969b), "information cannot
. : -

with the information thet is being sought" (p. 392). According to this princi-
ple of congruence, transitive inference problems in which information from the
premises is not congruer+ with the 'infaﬁntiaﬂ sought should t‘lké longer to

solve than ~-oblems in vhich the information is congruent, since additional

time 15 needed in the former type of problem to establish congruence iﬁtveen

the question and the predises. Suppose, for example, the question is “i:rhc is
best?” and the answer is A. If A vere encoded from s premice such as "A is
better than B," then solution should be relatively rapid, since A vas encoded

in terms of the comparative better and the question asks vho is best. Suppose
that ingtead, the rulevant premise vas "B is vorse than A," vhich, according to
Clark, can be expanded to "B is ﬁﬂe than A is bad." This premise does not
contain information congruent with the question. The question can be answered
only if it is reformulated to read, "Hhe is least bad?!" This reformulation takes °
additional tili?,!lad 85 an added step, increases the probability of an error on
‘,i problea. If, as Clark's (1969a, 1969b) data suggest, people do use the princi-
ple of congruence in i@lviné transitive infer;nge problems, then further support
is provided for the linguistic model.

Representatior

 Prinsinle of the primcy of functions) relstions. The observational evidence
to support the principle af/ the primacy of functional relations is suggestive at

3
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best, and certainly no stronger than subjects' direct introspective reports 'af
spatial imagery. At present, the principle seems to stand WPre as a presupposi-
tion for the remaining two principles than as a principle that is testable in
its own right.

Pripciple of lexical marking. The mere existence of a marking effect does

ijrlier.‘n number of investigators have noticed that the unmarked form of a
bipolar adjective pair 1s generally the form that would be expected to appear at
the top of a spatial array. According to Huttenlocher and Higgins (19T71), "the

. =18
unmarked adjective would be toward the top because it designates the presence

.of a space-occupying pi-aperty, and the marked adjective tovard the bottom because

it designates the absence of that property” (p. 497). And since DeSoto et al.
(1965) proposed that working from the top down is easier than mr]ﬁing from the
hattcn‘up in a spatial array, a ;p;tiii model could account for the marking effect.
If an adjective pair could be found in vhich the marked form suggested the
top of a spatial array and the unmarked form suggested ‘the bottom of a spatial
array, then, gea.rﬂing to Clark (1969b), it would be possible to disentangle the
spatial and linguistic accounts of the marking effect. Such an adjective pair
s found in deep-shallov, vhere deep, the unmarked adjective in the pair, suggests

_ Y N
the lover end of a spatial array. Clark (1969b) has reported that vhen subjects

are presented vith linear syllogisms containing the adjective pair, deep-shall

the standard marking effect is obtained. This result, then, supports the lin- |
guistic rether than the spatial account of marking. One must be reluctant to
decide mﬁnj representations, hovever, on the basis of a single adjective pair,
especially one that is so unrepresentative of adjective pairs in general. Another
adjective pair, garly-late, is reported t cClark (1969b) to show results opposite
to those predicted by lexical marking, although the results obtained by Handel et

{ -
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al. (1968) with this sdjective pair are consistent vith a spatial account of
thelr ‘h‘tl. 7
f congruence. Spatial theorists are skeptical that the available

5

data provide adequate support for the principle of congruence. In a series of
Tecent experiments, Potts and Schol: (1975) obtained a congrusnce effect under
‘some circumstances dut not under others. Clark's (1969b) data provide only -

veak support for the principle of congruence, and "Clark's 1969a data show

Eath-prt:LQCS. a problem is easier vhen the adjective in the question does 923
match that in the premises (2L.7% errors) than vhen it does match (31.L%)"

(Huttenlocher & Higgins, 1972, p. 42L). On the basis of the data from Clark's
tvo articles, therefore, Huttenlocher gnd‘ﬂiggiﬂs (1972) retain their ?Qriginnl

conclusion that there is no strong evidence for 'congruence'" (p. L2h).

rocessing of Information in Transitive Inference

The controversy over information processing in transitive inference is
much less sharply defined than the controversy over information rcéicncntitiaﬂi
because neither the spatial nor the linguistic theorists have formulated process
models. Instead, the thgariiﬁi have praferred to formulate thiéf thC;rili in
terms jof principles. These principles have been used as a basis for differen-
tial latency and error predictions in a wvay that suggests that one or more real-
time operations may correspond to each principle. These operations in turn
lead to differences among item types in latencies and error rates. The corres-
pondence has remained implicit rather than explicit, hovever, in the writings
of DeSoto, Huttenlocher, and Clark. Johnson-Laird (1972) noticed the corres-
pondence, and constructed process models based upon the spatial theory of DeSoto

ot al. (1965), the linguistic theory of Clark (1969b), and the operational theory
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of Bunter (1957). The models seem not,to be specified in sufficient detail to
poruit quantification or simulation. !L;ter in this article, process models are
proposed that correspbnd approximately to the spatial and linguistic models,
i and these process :ndi;i are quantified to yield explicit latency predictions.

Purther discussion of imnformation processing, therefore, is deferred until

later in the article. ,
Effects of Trestment snd Sublect Variables on Representation and Process

This section considers the effects of mode of problem presentati~n, relational

term, practice, and subject differences on the solution of linear syllogisams.
-

Mode of Problem Presentation ‘ |

Transitive inference problems have been presented in a variety of ways. t
The present discussion vill be confined to modes cf presentation for linear
syllogisms, of ihich there have been four,

ntation of whole problem for unlimited time. Hunter (1957) and Clark

(1969b) presented subjects vith full linear syllogisms, and gave subjects as
H

long as they needed to ganplete solution.

Presentation of first premise folloved separately by second premise and

quﬁ;qg, Huttenlocher (1968) presented each subject with the first premise of

£

& linear syllogism, and then asked the subject tvo questions intended Fa asgure
that the subject understood EE: premise. Huttenlocher then presented each subd-
Ject vith the second premise and fipally the question. Latencies wvere recorded
beginning lftQ; presentation éf the second Prlllli; and ending vith the subject's
respouse to the question. '

Fresentetion of the first two premises folloved separately by the question.
Potts and Bchols (1975) presented subjects with the two premises of the linear
syllogism, and gave them as long as they needed to process the i{nformstion con-
tained in the premises. When the subject indicated that he or she vas ready, the
question vas presented separatply. Latencies vere recorded doth for premise
Giif“‘!il!l $ime and for question pfagcgslni time. o0

XY




Transitive Inference
20

hon of whole problem for tan seconds. Clark (1969a), DeSoto et

-al. (1965), and Keating and Caramazsa (1975) presented subjects with full linear

syllogisms for s peried of 10 seconds. If o subject wvas able to solve a prodlem
eorrectly in this amount of time, his or her response was counted as correct.
Othervise, it vas counted as an error. )

Effects of mode of presentation. Ko one has systematically investigated

the dffects of mode of presentation upon representation and process in linear
syllogistic reasoning. Data pertinent to these effects vill bde presented in

the Qm;mﬁti described later in this article. Data very recently collected

in my laboratory, hovever, ‘supgest that the cﬂ‘egt; of presentation mode are

much more complex than anyone has realized, and that differences in presentation

mode account for certain discrepancies that appear in the 1it,§n{;g¢; on linear - -
syllogistic reasoning. These very recent data vill be presented in a :cpugte

article (Sternberg, Note 3).

The effects of relational terhs (usually adjectives) have been most th,araughiy

studied by DeSoto et al. (1965) and Handel et al. (1968). Two characteristics

of the relational terms have received most attention: differences in directional yd

preference betveen and vithin bipolar pairs, and differences in di{fficulty 'h!:tﬁ:n

and within bipolar pairs. |

» Directionsl preferences. The research of DeSoto et al. and of Handel et al. . .

has suggested that subjects tend to order certain relational pairs, such as

hattar-yorse, father-eon, and gore-1ege. vertically in spatial arrays. m.

father . and gore are ’ﬁm:.u;r .Hm!ﬂttd at the upper end of each array: Other

relastional pairs, such as epriler-later esd faster-glower, tended to evoke hori-

In 911l other relaticmal pairs, such as sause-gffect. Lar
| s
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darker. most subjects are inconsistent in their directional preferences.

Directional difficulties. Handel et al. (1968) tested subjects with

! problems containing a "E““' of different relational pg:lr- Although they
4id not explicitly test differences in item difficulty as a function of
spatial direction, it is clear from their data that relational terms for
vhich sudbjects vere inemlhtmt in their spatial directions were more aif-
ﬂgmlt to procesh? thln vere relational terms for vhich subjects vere con-
sistent. Within relational pairs, DeSoto et al. (1965) and others have found
that items are easier vhen presented vith the adjective or a pair that encour-
ages top-down rather than bottom-up processing, or left-right rather than
right-left prm..ning_

PEL,E,HE:EI‘EQ:‘::;

Lonstant strategy. Mos: theorists seex to assume that subjects are con- )
stant in their strategy: The subjects quickly settle upor a strategv--be it .
spatial or linguistic--and maintain that strategv throughout their problem solvinc.

Spatial-to-linguistic strategy change hypothesis. Citing the theory and

data of Wood (Note L), Wason and John:on-laird (1972) have proposed that

(vith or wvithout imagery) because this is likely to be the normal

practical mods of diuigjiith the relational information. But by

dint af sheer repetition this approach is likely to give vay to a

purer and more formal strategy geared to the specific conftraints

of the problem....In short, subjects seem likely to pass from an

approach analogous to the IMAGE theory to one analogous to the

LIWQUISTIC theory. (p. 122)

According to this hypothesis, one would expect subjects to follov a spatial
modal nu\-.l;’ during their experience vith linear syllogisms, and to iv;teh later

Q . :'3'_’
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to & linguistic model.
{c-to-gpatial gtretexy change hypothesis. Shaver et al. (1974)
have proposed a strategy change hypothesis that reverses the sequence describded

adove. They poted that Johnson-laird (1972) |
hyiath-liiid that imagery is abandoned in favor of a linguistic strat-
egy after practice vith three-term series problems. Ih-‘gppﬁlit: tem-
poral sequence is indicated by our results, suggesting that in this
case at least, ii,nger;y!praﬁded the "more tea@eﬂ and specialized”
strategy. (p. 373)
Agenrﬂin;x;o this hypothesis, then, subjects are assumed to follow ;‘
spatial lt?ltléy early during their experience vith linear syllogisms, and
to switch later to a lin~uis*ic strategy,

Individua! Differences

There has been relatively little syltemﬁtie investigation of individual

differences in linear syllopistic reasoning. Burt (1919) was the first to

and used the items on a test of mental ability. Xeatines and Caramazza (1975)

found subgtantial 2ifferences in level o7 performance on linear syllogisms

also some evidence of strategy differences. Clark (1969b) reported that L9% of
his subjects in the Clark (1969a) experiment reported use of visuil imagery; Shaver
ot al. (1974) reported a figure of T3%. More interestingly, they found an inter-
action betwveen reported use or nonuse of imagery and reported relative difficulty
of visual versus oral problem presentation. Subjects vho reported use of imagery
vere also more likely to report that visual presentation was more difficult than
oral presentation, vhereas subjects vho did not report use of imagery wvere more

Y
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1ikely to report that oral presentation was more difficult than visual presen-
tation. These results are consistent with the hypothesis that reading the
problems may have interfered with the use of imagery by the visualizing sub-
Jects. Shaver et al. (197L) also reported differential patterns of correla-
tions for men and women betveen errors in solving linear syllogisms and

spatial visualization scores: At least some statisticsi'y significant ecorre-
lations were obtained for men but not for women. Finally, Handel et al. (1968)
found that subjects differed widely in their directional preferences for
certain relational pairs, although these authors did not undertike a systematic
investigation of these individual differences. At the very least, we can say
that there is evidence of meaningful individual differences in subjects' solving
of linear syllogisms, although the nature of these individual differences neeis
hta be elucidated further. An attempt in this direction is made in the data

tg be péggznted later,

THREE INFORMATION-PROCESSING MODELS OF TRANSITIVE INFERENCE
Preview
Three information-processing models of transitive inference will be

presented. The three models are applied to (and later tested on) the most widely
studied kind of transitive inference problem, the linear syllogism, The three
models are a spatial model based upon the DeSoto et al. (1965) and Huttenlocher
(Ruttenlocher, 1968; Huttenlocher & Higgins, 1971) models, a linguistic model
based upon the Clark (1969b) model, and a nev linguistic-spatial mixed model.
Although the first two infarm;tionépraeeasiﬁg_madels are based upon previous
models, they are not isomorphic to these previous models. In order to make

the empirical claims of each model ipgeifigi and to facilitate comparisons
among models, each of thE\PreBEﬁt models (unlike previous ones) wvas expressed

as {(a) an {nformation-processing model in flow-chart form, and (b) a linear

[
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mathsmatical model corresponding to the information-processing model. Quanti-

fication of the models permitted more rigorous testing of the empirical claims

of the models than has been possible in previous research. Although the first

tvo models are not identical to may previous models, they do seem to capture
many of the major intultions of the previous models upon which ﬁhey*sre baned,
The third model is not based upon any particular previous model, although

parts of this nev model draw upon previous models. In its mixéure of linguistie
and spatial T ocesses, it neems most akin to ideas that have been proposed by
Trabasso (1975).

The particular realizations of the spatial and linguistic models presented
belov are obviously not the only possible ones. . The linear models probably are,
conceptualizations., I have experimented with more complex, nonlinear realiza-
tions of the original gancg?tug‘lizgéionsi but have been unable to find any
implementations that improved nontrivially the fits to data obtained with the
linear models. Thus, although other, more complex realizations are possible,
it rem#ins to be shown that any 1s better able to account for data than the
simple realizations p’résemed here. Similarly, there are numerous possible
mi:ed.gpatiglsliﬁguistic models of linear syllogistic rgasoning; Again, how-
ever, it remains to be shown that any alternative mixture model is superior to
the one presenyed here. I have been unable to find a superior mixture model--
linear or-naﬂ;inegfiagnd as will be shown, the regidugls'of the predicted values
from the observed data are generally small and unsystematic.

The models to be §re:eated nli agree that there are certain encoding,
negation, marking, and response operations that contribute to the latency with
vhich a subject solves a linear syllogism. All full iinear syllogisms contain
certain terms and relations to be encoded, and require a response. Only some

<.
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1linear syllogisms contain premises with negations and marked adjectives.
Although the models agree on the presence of these operations, they disagree
a8 to vhich of the operations are spatial and vhich are linguistic. The
models also disagree as to what further operations are required. This di-
vargence is p:rtieullrly importang, because it provides the basis for dis-
tinguishing among iﬁf@rmgtianepraceas;ng models via the linear models. Be-

cause the models are partially nonoverlapping in the operations alleged to

) ﬁe used in solving linear syll@gigma,‘the models make different latency pre-
; Qietiang across item types.

The thre« models of !i{near syllogistic reasoning will be presented with
i reference to an example of a relatively difficult linear syllogism: C is not

as tall as B; A is not as short as B, Who is shortest? The correct answer is
C, and by convention, A will always refer to the extreme item at the unmarked
end of the continuum, and C to the extreme item at the marked end of the continuunm,

’
Process Models

Spatial Model

:

A flow chart for a spatial model is presented in Figure 2. In this and

subsequent flov charts, each box represents a mental operation consuming real
f : }
time. Latency parameters corresponding to each operation are indicated next

to each box, but wvill not be discussed until later. .
Insert Figure 2 about heré

Solution starts by the subject's reading the first premise, "C is not as
tall as Eg" The nature of the next operation depends upon whether or not the

adjective in the first premise is marked. Since tall, the adjective encountered
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in the first premise of the example, in unmarked, seriation occurs in the pre-
ferred, top-down direction: A spatial array is constructed in which C 1is
Placed above B.

Next, the premise is checked for the presence of a negation. If s nega-
tion is present, the two terms in the spatial array are flipped in space, so
that the top term becomes the bottam term and vice versa. In the present
example, the positions of terms C and B are reversed so that B is now placed
over C.

The subject then reads the second premise. Since the adjective in the
second premise, short, is marked, the two terms are placed into a spatial
array in the nonpreferred, bottom-up direction, with A below B. Since there
is also a negation in this premise, A and B are flipped around in the array,
s0 that B is below A. |

Previous work (for example, DeSoto et al., 1965; Trabasso & Riley, 1975)
has suggested that end-anchored premises are easier to process than are premises
that are not end-anchored. In other words, subjects prefer to work from the
enda;af the array inward, rather than from the middle of the array outward. A
pﬁssible reason for this preference is that end-anchored premises bring one to
the pivot, or middle term of the series. If one ends up on the middle term, it
is {mmediately available for use as the pivot of the array. If one does not end
up on the middle term, one must search for it, taking additional time. 1In the
present formulation of the model (#s in DeSoto et al.'s, 1965), end-anchoring
facilitates processing of both premigesi Huttenlocher (1968) has proposed that
in g:ﬁgfil, only end-anchoring of the second premise facilitates performance,
although the difference between the two far;u;aﬁiaﬂs proved inconsequential to
the rank order of the models to be described.

o
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The subject is nov ready to seriate the terms from tlﬁ tvo premises, com-
bining infarmation from them. According to DeSoto et al. (1965), premise in-
formation is easier to seriate from the top down rather than from the bottom up.
Tharefore, the problem is easier if the top and middle terms of the array oceur
in the first premise than if the bottom and middle terms occur in the first
premise. In the present example, the bottom and middle terms occur in the
first preiise (C and glre:peetively), 80 that the information from the tvo
preaises fg seriated bottom-up (or in ggngrglz in vhatever is the more diffi-
cult direct.on for a given array).

Next, the subject reads the question. If the question ecdjective ia marked,
the subject seeks the reaponse at the nonpreferred (usually bottom) end of the
array. Otherwise, he or she seeks the response at the preferred (usually top)
end of the array. In the present e:i;pie, the question adjective is marked, so
tiz;t the more time-consuming process is required. The subject has nov found the

ansver to the problem, and can respond.

A flov chart for a linguistic model is presented in Figure 3. The subject

Insert Figure 3 about here

begine sclution by reading the first premise. If the adjective is marked, then
the relation ﬁ'pré:gnt—ed by the adjective is more difficult to encode linguisti-
cally, and additional time is consumed in the encoding. In the example, the
adjective tall is not marked, so more rapid encoding is pt:s-iblg!. Regardless
of vhether or not the adjective is marked, infornation about the relation 1is
stored as a pair of deep-structural propositions: (C /’1- talls; B is tall).
Baxt, the iubdlgt checks for a negation. If s negation is present, then the

soles of the tarms in the propositions are reversed: (B is tall+; C is tall).
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This reversal operation, like the encoding operation for marked adjectives,
is a linguistic one. The entire relation is stored in long-term memory. The
relstion is also stored in working memory, but in compressed form: (B is tall+),
The subject compresses the relation because storing the full relation in

workisg memory would use up more processing space than the subject has available

for processing the second premise.

Next, the subject reads the second premise. Here, the adjective short
is marked, so additional time is spent in encoding the ﬁigtia'n. The relation
is initially stored in working memory as (A is short+; B is short), and then,
since there is a negation, the roles of the terms are reversed: (B is short+;
Alils short). Since the heavy space-using encoding operations have been com-

pleted, there is no need to compress the second premise. Moreover, since B

_appears in both premises, it is easily recognized as the pivot term, In this

particular case, the pivot is immediately available.

Under gpome circumstances, the pivot is not immediately available. Suppose
the first premise had been "B is not as short as C." [Eventually, the subject
would have retained in vorking memory the compressed proposition, (C is short+).
But since the C term does not appear in the second premise, the subject is ungbie_
to determine frop his o- her encodings of the two premises vhat the pivot term
is: Rach name appears in vorking memory just once. The subject is assumed to
retrieve from long-term memory the missing link between the premises: (B is
short). Once this proposition is in working memory, the subject can recognize
B as the pivot term. But this pivot search operation has taken additional time.
Note that in this model, the search for the pivot is & search for linguistic
infofmation, whereas the search vas for spatial information in t.h,ei spatial model.

" Raving found the pivet, the subject is ready to read the question. (In

. —x
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this model, there is no seriation operation intervening betvesn pivot search
and question reading, because subjects are assumed t» store separately the
functional relations underlying the twvo premises.) If the question contains
a marked %ﬂji&ti?ﬁ, additional time is spent in encoding it. PFinally, the
subject is ready to solve the protlem. In the example, the subject seeks the
individual vho is shortest. All propéiitian;l information is nov made available
to working memory for the final search. Solving the problem entails finding
the individual vho is shortest, that is, who is short+ relative to the pivot,
but no such individual is found in the example. The problem is that the form
of the question is incongruent with the way in which the ansver term has been
encoded. Whereas the shortest term, C, was previously encoded as tall (relative
to the tall+ g). the queation asks for the person who is shortest. The sublect
thgrefa%g must make the question congruent with the problem terms as encoded.
He or she does so by looking for the least tall individual--someone who is tall-
relative to a tall pivot, or tall relative to a tall+ pivot. The sublect can
nov respond with the correct answer, C.

Linguistic

Motivation. Two basic ideas motivate the proposed linguistic-spatial mixed
model of transitive inference. The first is that in solving transitive inference
Problems, subjects seem likely to use both linguistic and spatial operatir-s:
First they linguistically decode the verbal information presented in the premises;
then they spatially recode the information into a form that permits the transitive
inference to be made. This kind of mixture model is consistent with the obvious
need for sudblects to interpret the verbal input presented to them, and with their
frequent reports of spatial imagery in combining information from the two premises.
The position aliopted here is similar to that adopted by Lawson (1977), who in
studying 1ininr'érﬂiring Problenms eaﬁgluﬁed that

7o
bl




Transitive Inference
30
vhatever the nature of the repressntation, the results of this study
indicate that tvo distinct types of information are available in
msmory: first, information about the holistic idea conveyed by the
entire aat of sentences, and sscond, information in prapn;itinngl
form about vhat sentences vere presented. (p. 9)
Lavson suggests that holistic "knovledge of the ordering is represented in
e form that s analc

a ical to a visual depiction of the scene {Huttenlocher,
1968)" (p. 8).

The second basic idea i» that a major but previously unappreciated source
of difficulty in solving transitive inference problems is the need of the
subject at various points {n the solution process to locate specific items in
the spatial array, in particular, the pivot and the response. In solving ;
tPlﬂiitivE inference problem, the subject's mind's ;ye traverses the spatial
array as necessary. Every time it moves from one location to another, real
tine 1is eaniﬁg-d. This notion of visual scanning of a spatial representation
(Cooper & Shepard, 1973; Shepard & Metzler, 19T1) and by Kosslyn (1975). The
?glie notion is that scanning of a visual array is analogous to scanning of a
physical :rrnil and in its course consumes messurable time,

Processing strategy. A flov chart for the proposed linguistic-spatial

mixed model is presented in Figure L. The subject begins solution by reading

Insert Figure & about here

. '
the first pra-iig- In order for the premise to be understood, it must be

formilated in terms of the kind of deep-structural propositions proposed by
the linguistic model. BEncoding a marked adjective into this é:ip—:tfu:tg::l
format takes longer than encoding an unmarked one. Also, the presence of a
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pegation requires a reformulation of the deep-structural proposition. Thus,
"C 18 not as tall as B" is originally formulated as (C is talle; B fs tall),
and is then reformulated as (B is tall+; C 1ia tall), as in the }1ﬁ§ﬂiltle
model. Once the deep-structural ﬂrﬁPﬁi;tiﬂni for the premise are in final
linguistic form, the terms of the propositions are seriated spatially. If
there is a marked adjective, the subject takes additional time in seriating
the rliiiian spatially in the nonpreferred (usually bottom-up) direction.
If the adjectivwe i{s not marked, then the premise is seriated in the preferred
(usually top-dowmn) dir;gticn. Note that vhereas a negation is processed lin-
guistically, a marked adje~tive is processed first linguistically (in com-
prehension) and later spatially (in seriation). After seriating the first
premise, the subject repeats the steps described above for the second prerise,

In order for the sublect to combine the terms o” the premises into a
single spatial array, the subject needs the pivot available. The pivot is
"either immediately available from the linmuistic encodinf of the prerisesn,
or else it must be found spatially. According to the mixed model, there are
tvo, vays in vhich the pivot can become available immediately: (a) It is the
single repeated term from all previous linguistic encodings; or (b) it {s
the last term to have been linguistically encoded. These rules have different
implications for affirmative and negative premises.

In probleas vith tvo affirmative premises, the pivot is alvays immedi-
ately svallable, since sach premise has been linguiltie;lly encoded just once.
One term, the pivot, is distinctive from the others in that more than one re-
lational tag has beon associated vith it, one from its encoding in the first
premise, and one from its encoding in the second premise. The other twvo terms

each have just a single relational tag associated with them. The second princi-
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ple therefore need not even be applied. Tndeed, it 1s applied oaly if the
first principle fails.

The use of disPnctiveness as a cue to the ddentity of the pivot fails
in problems vith at least one negative premise. In these problems, each
premise containing & negation is encoded in two different ways-—in its origi-
pal encoding and in it; reformulated encoding in which the roles of the terms
have been reversed. The pivot is therefore no longer the only term with more
than one relational tag associated with {t, and 1t thus loses {ts distinctive-
ness. The subject must therefore search for the tern with the largest number of

relational tags, unless he or she can aprlv the second principle.

the first premise to the last term to have been encoded in vorkine memory. 1-
this term of the secon! premise happens to be the pivot, the link is BurceER Tyl
and the subject can proceed with problem solution. Pivot search e;ﬁ thus be
avoided if the last term to have been encoded is the pivot. But i{f this term
{s not the pivot, the link cannot be made, and the subject must search for the
pivot--the term vith the largest number of relational tags. This search for
the pivot takes additional time.

Once the pivot has been located, the subject seriates the terms from the
two spatial 1rrly-!§§:§ e single spatial array. In far:;a; the array, the
subject starts vith the terms of the first premise, and ends with those of the
second premise. The subject's mental location after seriation, therefore, is in
that half of the array described by the second premise. The subject next reads
the question. If there i3 a marked adjective in the question, the subject will
take longer to encode the adjective, and to seek the response at the nonpreferred
(usually bottom) end of the array. The response may or may not be immedistely

available. If ﬁhn correct ansver is 11 the half of the array vhere the subject

o _ ;j;;
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Just completed seriation (his or her active location in the array., then the
respoase vill be available {mmediately. If the question requires an answer
fram the other half of the array, hovever, the subject vill have to search for
the response, mentally traversing the array from one half to the cther and thereby
ceansuming addi{tional time.

One fina. search operation is used optionally under special circum-
stances. If the subjlect has constructed a sharp spatial encoding, then he
or she 18 nov ready to respond with the correct ansver, If the siblect's en-
coding in fuziy, hovever, the sub'ect may find that he or she is uvnable tn
respond with a reasonable Aegrer 7 certalnty. The subject therefore checks
his or her tentative response as determined by the apatial representation with
the encodine f Lha' respcnss term {n the linviis' i repragsentation, 17
the question an! response are congruent, the check is successful, and the s b-
Ject responds. If the nues+*!-n arn! respsnse are not congruent. ) Jever, the
subject reformulates 4= jgéstiiﬁ ‘o ascertain vhether 1{¢ can be made congrient
vith the response. Only then Jces he or she responi, .

The notion of optional search for congruence depending upon quilitv df
encoding makes a strong prediction: that the use of this additional operation
should be associated with reduced encoding time. Indeed, sub’'ects seek tc es-
tablish congruence only because they did not take the time to create a sharply
dsfined spatial encodins. Experimental manipulations can be controlled so that
the subject is either encouraged to or discouraged from creating a sharp spa-
tial encoding. The experimental manipulations that result in one or the othe-
kind of encoding will be described later, as vill the degree to vhich the data
conform to the prediction made above.

The models all agree that marked adjectives and negations should increase
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solwtion latency. They dissgree, hovever, as to why solution latency is increased.
Aseording to the spatial model, solution latency is increased because processing
of sagations and marked adjectives requires a more camplex encoding of information
is%0 & visualised spetial array. According to the linmuistic model, the additional
time results from increesed difficulty in a linmuistic encoding process. Ac-
cording to the mixzed model, negations require a more complex linguistic encoding
process, vhereas marked adjectives require first more complex linguistic en-
coding and then more complex spatial encoding.

The models a.e0 agree that some form of pivot search 1s peseded under
special Elftgiﬁmtlii The models disagree, hovever, as to vhat these cir-
cumstances are. In the spatial model, pivot search is required for premises
that are n»* end-anchored, tha* {=  for premisesn {n vhich the first term {1
the middle rather than an end o” a spatial array. Absence of end-anchoring
pecessitates a search through the visualized spatial array. In the linmuistic

structural encoding. If the term that wvas dropped from vorking memory {n cor-

term back from long-term memory. In the mixed model, pivot search is required
if the reforsulated deep-structural version of ; pegative second premise does
Dot have the pivot in its latter (and hence most recently available) proposition.
The spatial and mixed models agree that the terms of the tvo premises
are cambined into a single, unified representation. This combination {s ac-
camplished ‘hrough a seriation operation in ‘vhich each of the tvo part{al spatial
arrays is wnified into a single array. The linguistic model disagrees: Munc-
tional relations from the two premises are stored separately.
The linguistic and mixed models agree in the need for an operation to

estahlish congruence betveen question and answer, but {n the mixed model, the

' !) ._‘
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eotablishment of coagruence is optinmal. It is used only vhea the spatial
encoding of terms 1s of {nsufficient quali<y to permit :he subject to respond
%0 the problem vith a reasonable degree of certainty. No operation for the
estadblishment of congruence existas in the spatial model.

In the spatial SG;Z. subjects are hypothesised to prefer working in a
certain direction (usually top—down) betveen as well as vithin premises.
Generally, this preference means that extra time wvill be spent in seriaticn
if the term at the preferred end of the array does not occur in the first
preaise. HNn corresponding "edditional latency' exists in either the 1lin-
guistic or mixed mode].

In the linguistic model, subjiects search the deep-structural propo-
sitions for the term that answera the ques*ion. Tn a spatial array, it
is obvious vhich term corresponis to wvhich question ldjbﬁtiﬁ. For exanple,
the tllli;t term might be at the top, the shortest term at the bottonmn, In
linguistic propositions, there i{s no such obvious correspondence, 8o that
the sublect must check both extreme terms relative to the pivot, aseeking
ths correct ansver,

In the mixed model, subjects have to search for the response to the
problem {f their active location in their final spatial array is not in the half
of the array containing the response. Subjects mentally traverse the array to
the ather half, looking for the response. No corresponding operstion exists
i litjﬁf the spatial or linguistic model.

Jinally, the models agree that the final operation is a response pro-

cess, vhareby the subject selects his or her ansver.

Mathamatical models vere formulated from the information-processing

models Wy assuming that (a) esch operation represented by a box in the

RS
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flov charts contributes tovard the total real time consumed in the solutinn
of a linear syllogism, and (b) these contrititions toverd solution time are
additive. The formulation of the mathematical modela in the context of the
present experiments can be described only after the experiments are describe
and o0 details of the quantification wvill be deferred until a later section
of the article.
EXPYRIMENTAL TESTS OF THF MODELS

Four experimenta vere conducted. The experiments vere intended to ad-
Aress the three theoretical questions raised near the beginning of the artic
Thus, the experiments provide eviden. e concerning (a) the representations of
faformation durine the solutinn of transitive inference problems, (b) the
procenses a. L.nR uj, thess re;resentatl-na, ani their iniiviiual latencies,
(¢c) the effects of mole ~% prabler presentation, ad‘ective, seasion, and
individual 4i{fferences up~n representations and processes.

In the first experiment, & precueing paradigm vas usel .n order to seps
mathematical parameters that othervise would have been confounded (see étéfi
197Tb, Chapter L). In a precued condition, sudbjects would receive ofly part
the problem. They would be asked to do as much mfamit;an processing as
gidle on this part of the problem before beins showvn the problem n its entd
This precusing paradigs presumadbly forced -gb.jicn to read the question last
whereas Johnson-Lairi '1972) has !ug:eit'm;;tﬁit ;ubjitti may typieally read
question first, prior to reading the premises. In a second experiment, the:
s similar precueing parsdigs wvas used, except that the question vas present(

followved by the premises. The precueing paradigm in this experiment, hovews

'1(;
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" 1ike that in the fi-st experiment, may have forced subjects to adopt a linear

kN

EKC

wll Toxt Provided by ERIC

1@3@&::155 strategy that reflected the particular order in vhieﬁ the lines of
the problem happened to be pfgignteaiﬁuring precueing. In a third experiment,
therefore, precueing of the sort used in the firit]tva’azperiiggts wvas aban-

doned. Instead, subjects received both two-term and three-ter: series prob-

‘lems on separate trials; the combination of item types perm;ttgd separation

of pgrg:gtérg in much the same way that precueing did. In this experiment,

and in the two préeeé}gs it, eggh subject received every prabigm type with
each of three different :djgctive pairs. But this design may have enabiled
subjects to recognize the applicability of a particular strategy to one adjec-
éive pair, and then to earry this strétegy over to other ldJieti?é pairs,
whereas the subject might never have used this E%rgteéy on either of the other
adjective pairs had each been presented in isolation. For esample, a seemingly
spatial adjective pair like taller-shorter might prime a spatial strategy,

IEY

vhereas a 1gas4§patigl aﬂjeéﬁive pair 1iké’ ight prime a 1inguist1c

tggr—ﬂgrge

strategy. Shaver et al, (lQTL) have argﬂgd that priming does indeed occur.

‘x
In the fourth experimEﬂt, therefpré tﬁé praqbaures of Experiment 3 were repeated,
vy ;
ezcept thg;féash subject received item% &all of which contained the same adjec-,
Ea— . L * :i .

tive pair. o
&, , -
/ -
Method

Bubjects

Bubjects in Experiment 1 were 16 Stanford undergraduates preselected
from the intreduetéry psychology subject pool. All LLl subjects in introductory

psychology received two brief ability tests: (a) a 3-minute vord-classification

test requiring the subjects to select one of five words that didn't belong with

‘the other four; (b) a 3-minute mental rotation test requiring subjects to iden-

tify which of a number of geometric forms were rotated versions of a target

("same”) and which were both rotated and reflected versions of the target

9: -
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("diffirﬁnt;)_ The tests were administered to all students simultaneously,
' and were of the pehcil-and-paper variety. Pour subjects were then selected
for each of four groups: Hi Verbal - Hi Spatial, Hi V;rb;l = Lo Spatial,
Lo Verbal - Hi Spatial, Lo Verbal - Lo Spatial. A high score was defined as .
one between the T5th and 95th percentiles on a given test; a lov score vas
defined as one between the 5th and 25th percentiles.

Bubjects in each of Exﬁéfiments 2 and 3 vere 18 Yale students, and in
Experiment 4 were 5L Yale students, from introductory psychology whoe volun-
teered tajp;rticipaie in order to receive credit toward a course participa-
tion requirement, Subqects were nonoverlapping between eiperiméntsi and

Vere not prescreened in Any way.

Materials

Stimuli. The basic experimental stimuli were 32 types of linear syllo-
gisms., Items were constructed by varying whether (a) the gdgegtive in the
first premise was marked or unmarked, (b) the aéjecii?e in the second prem!se
vas marked or unmarked, (c¢) the adjective in the guestion waé marked or unwarked ,
(d) beth premises were affirmative (for example, John is taller than éilj) or -
nerative equative (for example, Bill is not as tall as John), (e) the correct
answer was in the first premise or the second premise. In Experiment 1, three

edjective pairs vere used: taller-shorter, older-younger, faster-slower. In

Experiments 2, 3, and 4, the adjective pair better-vorse was substituted for

g;éerﬁzggggg;. Terms of the problems were common first names. Half of the

names ;ere of men and k;lf of women, although men's and women's names never
both occurred in the same problem. Half of the names were one syllable in length;

half were two syllables in length, although all names within a given problem

had the same number of syllables.

i 4;\
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Ability tests. In Experiment 1, subjects received three verbal tests,
three spatial tests, and two abstract reasoning tests. The verbal tests vere
;;ﬁaﬁsi:znatanygsxngg verbal analogies from the Eanegpt'ugﬁtery Test, and the
word classificetion test used for preselection. The spatial tests were the
Minnesota Paper Form Board, the French Cube Comparison Test, and the Prench
Card Rotation Test, which was the test used for preselection. Thé latter
tvo tests are from the French Xit af}§3fgrence Tésts for Cognitive Factors
"(Prench, Exstrom, & Price, 1963). Thé mbstract reasoning tests vere Figural
‘fﬂglagieé from the 1934 form of the American Cauﬁzii on Education (ACE) Psy-
chological Examination for College Freshmen.';nd the F?en;b Figure Clessifi-
cation Test. An additional test, the Gordon Test of Visual Imagery, was also
used, but since it was uncorfeiated with anything else, it will not be con-
sidered further.

In Experiment 2, two more verbal tests, a second verbal analogies test
- and a lenteﬁce gompletion test, were added to the battery of tests described
above. The Gprdén Test was deleted from this and subsequent éiperimentsi Test
2 (figure classification) from the Cattell Culture-Fair Test of &, Form A, was
substiéﬁted fa: the French Figure Classification Test. Otherwise, the same
tests vere used as in Experiment 1. In Experiment 3, the Cancept-ﬁsitgry Test
vas deleted, but all other tests were the same as in Experiment . Experiment L
used the sentence completion test, Porm, S of the Differential Aptitude Test (DAT)
Verdal Reasoning (analogies) subtest, French Card Rotation, French Cube Compari-

son,Form S of the DAT Abstract Reasoning (series) subtest, and the ACE figural analogies.

Apparatus
In Experiment 1, linear syllogisms vere present:d via an Iconix three-

channel tachistoscope. In Experiments Eeh.tlinear syllogisms wvere presented

jf’\
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vis a Gerbrands two-chunnel tachistoscope. "Timing was to the nearest millisecond.

Procedure
Expe.~iment 1. Subjects were first téld the nature of the linea- syllogism,
and then wire introduced to the tachistoscope and how to use it. Finally, they
vere informed of the manner in vhiéh the linear syllagisms|waula be presented.
They were told that each trial would be‘aivided into tvo parts: precueing and
- solution. 1In the first part of the trial, subjects might be presented with ad-
.vance information that would help them solve the problem. Suhjects'wgré told
to do as much processing as possible on this ;ﬂv&hce infgigptian, taking as /
long as they needed but no longer to utilize the information fully. They were
then to press a foot pedal, which would result in the full linear syllogisnm
appearing on the screen. They .were to solve each problem as rapidly as possi-
ble without making an error. They were then to indicate by pressing one of three
buttons on a button panel which of three responses (left, middle, right) was correct.
The pfacﬁeigg manipulation was similar to that used by Potts and Scholz
(1975) in their study of linear syllagiéis, and by Sternberg (1977a, 1977b) in
the study of analogies. There wvere two conditions of precueing. In the
first, only a lighted blank field appeared. This condition, of course, supplied
-no sdvance information. In the second condition, the tvo premises of the problem
appeared, "for example, "Sam }; taller than Joe, Joe is taller than Bob." The
full problem always appeared in theAéeccnd part of the trial. A typical problenm,
typed in IBM QRATDE tyﬁef;ce on a 6 x 9-inch ihdex card, appeared in the following farﬁ:
Sam is taller than Joe.
Joe is taller than Bob.
Who is tallest?
Joe Bob *  Sam -

1;
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Names appeared on the bottom line in random order.

Testing vas done over tvo sessions. .The }irit session began with two
téi:l dblocks of 16 items each, half cued and half uncued. Test blocks also
eégjiltgd of 16 items each, with testing alternating between cued and uncued
items. In this experiment, adjective was confounded with presentation order.
Subjects received items vith the adjective pair taller-shorter followed by
faster-slover in Session 1. In Session 2, Bubjects reeéi?ed blocks with both

- of thgidh;djeétivexpairé_pius the pair older-)

AV

ounger. In this session,

there vere twice as many items with the pair older-younger as with the

other two pairs, so that by the end of the session, subjects had received each

of 32 item types with each adjective in each cue condition. Ability testing

tered at the end of each session,

Experiment

2. The procedure in Experiment 2 was the same as that in Experi-
ment 1, with the following exceptions.

First,;i%ems were presented in a question<first format. A1l iteésigp!
;pcnrég typed in IBM ORATOR typeface on 4 x 6-inch index cards in the following
form: | | / !

y Who Igitélées;f
Sam is taller than Joe.
~ Joe isitlllzf than Bob.
Joe Bob Sam

Becond, there were three rather than two precueing conditions. 1In
the uncued (sero-cue) condition, subjects received a blank field in the first
part of the trial. In the one-cue condition, !ubjeet; recelved Just the question
in the first part of the trial, for example, "Who is tallest?" In the two-cue
condition, subjects received both the question and the premises in the first part

o
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of the trial, for example, "Who is tallest! Sam is taller than Joe. Joe is
taller than Bob." The rull!item ;;i alyays presented in the second part of
<¥tne trial. ‘ _
Third, the adjective pair better-worse wvas substituted for older-younger,
with taller-shorter and faster-slover remaining as in Experiment 1. Purther-
more, the presentation of adjectives vas completely counterbalanced over three
sessions. Again, each subject received each item type with each adjective
An each precueing condition. -
Fourth, the first part of the trial was terminated bf a button rather
than a foot ped;i.

Experiment 3. In Experiment 3, as in Experiment 1, items vere presented

vith the question following the premises. The choice of three adjectives was
the same as in Experiment 2, with presentation of adiectives over tﬁree ses-
sions completely counterbalanced.

Inithis experiment, there was no precueing. Subjects received only full
Problems. But in addition to receiving lineargg?llngisms (three-term series

problems), sublects also received two-term serieds probléms, which took the

' following form: )

Sam is taller than Joe.

Who is tallest? |

Sam Joe

Pollowing él:rk (1969b), the ungrammatical superlative rather than the '

grammatical comparative uzsjused in the question in order to increase uni-
formity with the linear cyllogisms. Order of names on ghe bottom line was random.
Each subject received each three-term series problem type three times with each
sdjective; each subject received each tvo-tern series problem type four times vith.

sach adjective. The identical items were never used more than once, hovever.
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!i::i vere changed on repetiti .s of problem types. The eight typ;: of tvo-
tern series problems used in the experiment varied in vhethersigl the premise
lﬂJiﬁtijﬁ vas marked or unmarked, (b) the quesation lﬂjgetiii vas marked or
unmarked, (c) the premise was affirmative or negative equative. f

Experiment 4. Procedure in Experiment L was the same as in Experiment 3,
except that (a) 18.subjects in each of three groups received items with only one

of the three adjective pairs taller-shorter, better-vorse, faster-slover,

(b) each subject received each tvo-term series problem type three times with
each sdjective pair, (c) testing wvas done in two rather than three sessions,
vith the first session devoted to series problems and the second session

devoted to ability testing.

Desipn -

Experiments 1, 2, and 3 used fully within-subjects designs: All sub)ects
received all items. Experiment L used a between-subjects design across adjec-
tive'types:‘ Subjects received problens with only one of the three adjective
pairs. In Experiments 1 ggd 2, precueing conditions were completely crossed
with item types, that is, each of the 32 types of linear syll@gi:ms'&ppeared
- in each cueing condition. In these experiments, the dependent variables were
response times for the first and second part of each trial. In E;;eriagntg 3
and 4, tLe single response latency for each item vas the dependent variable.
Indipcndint variables were adjective markedness for each premise and the
aﬂnalugian. polarity of premises (affirmative or negative equative), and lo-

eltiﬁg of correct response (first premise or second premise).
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, Quantification of Information-Processing Models

Paramstery representing the duration of each inqun;tian—praee-:iné
' component are shown next to each box of the flow charts. The design of the
experiments made it possible to estimate some, but not all,; of these parane-
ters in an unconfounded fashion. Table 1 shows the parameters that wvere
sstimated for each .odel in each experiment. The contents of the table
vill be interpreted fully for the mixed model. Interpretation for the

other tvo models follows along the same lines.

£
— o o P R — — '7_1
;f/ ' Insert Table } about here

The design of the experiments made it possible-te estimate the durations
of negation (WEE), pivot search (PSM), ;e:ﬂenig se%réh (RS), and noncongruence
(RCON) in an unconfounded fashion in each experime;t. The optional nonecongru-
ence operation vas relevant to the task only in Experimenis 3 and L, where the
absence of precueing was hypcthésizea to result in hastier and \less sharp en-
codings. The NCON parameter was thus estimated only in the ln;iltwn experiments,
lk“lﬁgipanse component time (RES) could be estimated in isolation only in Experiment

2. This parameter includes time to scan the presented answer options, as well
as ;a andicate lg?éi?@ﬁl&- R
| In il@»faﬁr experiments, seriation of the two premises into s single array
(SER), premiie resding (PR), and enéading and seriation of relations described
by unmarked !ﬂjﬁg§17ii (NMAR1 and NMAR2) were eanfaundgzi The single éstimated
paramster for tﬁigé;ggnfaundad encoding operations has been designated ENC+. (The
"e" in this and futugi parameters represents a mixture of operations.) ENC+

contains a slightly different mixture of operations in Experiments 1 and 2 (Eﬂc*l)

1
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from that in Experiments 3 and hx(Eﬁc*E)! The marking parameter, MARK, wvag
estimated as incremental time for processing marked adjectives over time for
processing unmarked ones. Additional time for linguistic encoding of relations
expressed by marked adjectives over time for relations expressed by unmarked
adjectives i{s equal to MARK1-NMARl. Additigqé; time for spatial seriation of
i;ilniiang_g:pra:-ed by aa;ked adjectives is equsi.xa HAﬂxeaﬂﬁiﬂég I; Experi-
ment 2, question reading time (QR) was estimated as the confounded QR+, since
it included small amounts of encoding and seriation time for unmarked adjec-
tives (NMARL and NMAR2). Response component time (RES) was confounded in
Experiment 1 v}th question reading time (QR) and vith some time for encodinr
and seriating éf unmarked adjectives (NMARl and NMAR2); in Experiments 3 and L,.
it was also confounded vith some premise reading time (PR). The confounded
parapeter for uncued and cuéd coniitions combined is designated RES+. 1In the
uncued conditions alone, it was not possible to separaté encoding from resronse
ﬁpg?ltiﬂﬂ!; leading to additional confdundings for uncued data analyzed sevarately.
The confounded parameter estimated from uncued data only is designated RES++, an2
is the sum of (ENC+)+(RES+).

In all, six parameters were estimated’ for the mixed model in Experiment 1,
using the combined uncued and cued data. Seven parameters vere estimated for
the !i:ed model in Experiments 2, 3, and L, sgain using the combined cued and
uncued data. (In Experiments 3 and L, twvo-term series problems served the same
function as precueing in Experiments 1 and 2-<that of separating additional
Flrilytir:-)r 8ix parameters vere estimated for the linguistic and spatial models
in Experiments 1, 3, and U, and seven vere estimated in Experiment 2, PFurther
precueing (for example, separation of the first premise o1 a linear syllogism
from the remainder of the problem) could have been used to separate further some

of the still confounded parameters, but the additional information to be gained

40
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did not seem to justify the increase in the number of parameters that would

. meed to de estimated.

Paramster estimation wvas done by linear multiple regression, using solu- -
tion latency for each item type as the dependent variable, and structural as-
pects of the items as independent variables. Solution time was predicted as

kﬁthe sun ‘of the number of times each hypothetical operation had to be gxecutid.
vhich was given as an independent variable, times the duration of each hymo-
thetical operation, vhich was estimated as a parameter. Structural aspects
and values of the independent variables derived from them are shown for three-
term series problems in Table 2, and ‘or tvo-terr. series problems in Table 3,

At the left side of each table, a shorihand notatien is used ¥w descrive each

item type. The symbol " .," is used to denote an unmarked adjlective relatiag
two terms; the symbol " <" is used to denote a marked adjective. A slash drawm
through either of these two symbols, " X " or "« ", denotes the expression

"not as ___ as.'

The body of each table shows the values of the independent vnriubles\h:gisf?
as multipliers to estimate the parameters designated at the top of each column.
Values are not shown for the conditions with precueing in Experiments 1 and 2,
although these values can be;;gsily inferred (as discussed below). Three
P!?;iiti?l, encoding time (ENC+), incremental marking time (MARK), and negation
time (HEd). vere estimated in the same way for each E§d21 (that is, the iné:péndent
variables vere identical), salthough these parameters have different information-
processing implications in each model (see Figures 1-3) and may contain different

i
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mixes of hypothesized ~omponent processes (see Table 1). Pivot search time
(PBM) and response search time (!S) vere also estimated for the mixed model,
as well as noncoagruence time (NCON) in Experiments 3 and h. Noncongruence
time (RCOM' qnd linguistic pivo* sea.r:h time (PSL) vere also ;&!nted for
- the 11 guistic model. BSpatisl pivot :inr:h time (PSS) a'd !=rremetal seria-
spatial model. SERN is ;he time {t takes to seriate in the nonpreferred direc-
tion «s an increment over time taken to seriate in the preferred direction.

Perusal of Table 2 vill reveal that the value of ENC+ remains constant
;2:?? all 32 types of three-term ;eries problems. It was for this reason tha:
either precueing (Experiments 1 ani ?l or two-term series problems (Experiments
3 and L) vere alss needed in order to estimate this parameter. These additional
problem types m.se providei .ther baseg for estima*ing parameters beside FERC+,
as car be seen in Table 3 for the case of the tvo-term series problems.

L - , i , ) ,
- The use of precueing a’fected the values of the independent variables in

systematic wgy;:%'fag;iﬂer the ‘effects o” precueing upon the values of indEﬂEﬂ“
dent variables for Experiment 1. Recall that ;ubject-'vere presented with the
premises in the first part of the trial, 80 that they needed to process only

the question and response alternatives in the second part of the trial. In the
cued condition, the independent variable for encoding (as shown in the ENC+ column)
drops to O for all 32 item types, since all elements entering ENC+==gseriation,
premise reading, and processing of unmarked premise adjectives--are assumed to
have taken place during the fir:é part of the trial. The number of i;ried adjec-
tives 1s alvays O or 1, depending upon vhether or not the question adjective is
marked. The ﬁyibir of negations is alvays O, since negations occur only in the
premises. Pivot search becomes irrelevant (and hence of value 0) in each model,
Boéiuin it is conrined to processing of the premises. Incremental seriation in

[ o]
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+ the poapreferred directios also becomes irrelevant in the spatial model. The

reqpoase search and & pnce processes remain, hovever, vith the same values

a8 for the uncued items, since these processes cannot take place matil the ques-

tiom bas ¢ od, and the question does not appear until the second part of

the trial.
In all, there vere 32 uncued item types in each experiment. In Experiment
1, there vere an additional 32 cued item types, so that a total of 6k date
points had to be predicted. In Experiment 2, there vere an additiomal 6L
cued item types, for a total of 96 data points. In Experiments 3 and &k, there
vere an édditional 8 tvo-term series item types, for a total of MO Amta points.
The results of the experiments vill be presented in five major parts.
First, basic statistics for the linear syllogisms data vill be presented. Second,
qualitative aspects of the fits of the mathematical models to the lltl‘ﬂe‘j data
vill be described. Third, quantitative aspects of the fits of the ﬂd'll'l to
the data will be described. Fourth, the latencies of individual eomponent pro-
cesses in linear syllogistic reasoning vill be discussed. Fifth, individual
differences in transitive inference will be examined, and wvill be shown to help
) distinguish spatial fros linguistic processes.
Teble 4 presents basic statistics--means and their standard errors over .

{tems—=for the data sets that vere used in mathematical modeling. There vas no

" Insert Table b about here

significant difference across experiments in overall mean solution latencies for
wewed items, F(3,124) » 1,61, p5.05. Decause selection of adjectives, numbers
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of sessions, and precusing manipulations differed across experfaents, no sig- N
aificance tests were conducted on these data lfltl-: Yisual inspection reveals
20 m;ﬂnt effect of adjective, hovever. In Experiments 1 and 3, there vas
& Bonotone decline in solution time across sessions, ;lt.hm;gh j;h;; pattertn did
Dot appear in Experiment 2. | : -

The error rate in each ixpriﬁ;cnt vas 1%,

A five-way analysis of variance was conducted on observed solution latencies
for uncued items and on predicted solution latencies for uncued items for each of
the three mathematical models. The five factors in the analysis wvere the same
ones that generated the 2% « 32 uncued itex types used in each experiment: (a)
markedness versus unmarkedness of the first premise adjective, (b) markedness
versus unmarkedness of the secon? prermise adjective, (c) markedness versus
unmarkedness of the question adlective, (d) affirmative versus negative equa-
tive premises, (e) presence of the correct ansver in the first versus the second
premise. Each cell of the 25 design contained four observations, namely, tiﬂ
means over subjects of the solution latencies for a given item gﬁ! for a given
%rpri:cnh Data for individual subjects vill be discussed at length later in
the article. In interpreting the results of the analysis of variance,o< = .05
vas used as the minimum level for statistical significunce. |

Main effects of m The observed data shoved statistically significant
effects for marking of the first prﬁi;i adjective, F(1,96) = 48,53, p<.001,
marking of the second premise adjective, F(1,96) = éS.hE. p <.001, and marking
of the question mjetiﬁ. r(1,96) = 20,12, p £,001. All three models predicted
these statistically significant marking effects. Whereas the three models pre-
dicted the effect of marking to be the same for all three adjective positions, hovever,
the data shoved differential effects for the three positiocns. The predicted

Sy
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effect of marking was 439 msec for each model for each sdjective. The ﬁmr;-d
effects were 556 meec for the first premise adjective, 402 msec for the second
pramnise adjective, and 358 msec for the qﬁntiaﬂ adjective. The :}dlli: there-
fore, vere all satisfactory in accounting for the existence of a marking effect
| but were all unsatisfactory in ﬁ,il;ng to account for differences in the magni-
tude of the effect as a function of vhich adjective vas marked.
Ma’'n effect of negation. The observed effect of negation, 1086 msec for
the tv premises combined, vas statistically significant, P(1,96) = 185.12,
R €.001. The predicted effect for each of the three models was also statis-
tically significant, and wvas equal in magnitude to the observed effect, 108€ ms
Main effect of ansver in first premise. Items vith the correct ansver in
the first premise vere signi“icantly harder than items with the r’;@?:rer’;t ansver
the second premise, F(1,96) = 55.93, p<.001. The mixed model correctly prﬁéic
that items vith the correct ansver in the first premise would take 598 msec lon
than items with the correct ansver in the second premise. This statistically
significant added latency reflects the need of the subject to search for the re
sponse in items vhere the response is not immediately available. The ii,ﬂsuhti
and spatial models, hovever, lacking a response search operation, oredict no
difference in latency as a function of which premise contains the correct ansve
Interections. A detailed accounting of interaction effects would consume
more space than it mmn The observed data shoved ggven statistically sig-
aificant interactions, of vhich tvo vere two-vay, three vere three-way, and
tvo vere four-way. The mixed modgl correctly predicted three of these, the
linguistic model, tvo, and the spatial model, one. Moreover, each model-pre-
dicted tvo spurious interactions (although not the same two in ngﬁh,' case). It
is reascpadble to comcluds, therefore, that none of the simple linear models doe
full Jestice to the complexity of iufemtian{ processii.g shown by subjects in

i .
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the solution of linear syllogisms. At best, the simple linear models are ap-

proximations to the complex and possidbly nonlinear processing strategies sub-

Jects use. It PEﬁlin! to be shown, however, that even s somevhat more complex

model could substantially improve qualitative fit to the data, especially in
viev of the complexity of the observed interactions. In correctly accounting
for ;li of the main effects and some of the interactions, the mixed model

seems at least to be a good approximation to the true model ;-

Predicted and observed values for individual data points. The observed
dltlslﬂé ;he predictions of the mixed model for each of the four experiments
are shown in Table A of the appendix. An examination of inis table reveals
that the predicted times show very good agreement with the observed ones. On
the other ha:;d, there are some points that are either underpredicted or over-
predicted in all four experimeniz, showing, as did the above analyses, that
there is room for impr.o.sment in the mixed model.

Quantitative Fits of the Models to the Data

With data for the ..’ uncuel item types averaged across sublects and experi-
ments, the mixed model accounted for 90.2% of the variance in the!data with a
root-mean-square déviatign (RMSD) of 28 csec; the linguistic model accounted for
67.5% of the variance in the data with an RMSD of 52 csec; the spatial model ac-
counted for 62.9% of the tarisnee in the data with an RMSD of 55 csec. Table 5
presents squared correlations betveen predicted and observed data points for a
number of experimental data sets based upon group means for each experiment. All

latencies, including those for error trials, were used in mad;lingg

" Insert Table 5 about here

the first data aet, representing latencies for all 32 uncued item types averaged
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over adjectives and sesaions. These data vill be considered in greater detail
than the others.
In each experiment, the mixed model is clearly superior to either the
linguistic or spatial model: The differences in RE betveen the mixed model
.and the second best model, the linguistic one, are .213, .1u48, .155, and .2L0
in Experiments 1, 2, 3, and U respectively. Thus, regardless of whether the
question came before or after the premises, of whether or not precueing was part
of the experimental design, and of vhether different adjectives vere presented
within or between subjects, the mixed model best accounted for the data.
In Experiments 1 and 2, the same number of parameters vas estimated for
each model, so that there is né‘questian regarding comparability of model
fits for the mixed, linguistic, ;né spatial models, In Experiments 3 and L,
the mixed model had one additional parameter, fhe optional ganegﬂg?uencsiﬁg
parameter. According to the mixed model, this additional parameter is neces-
. sary, and. any model with fewer parameters than the mixed model is inadequate
by virtue of being incomplete. If the additional parameter is déleted from
the mixed model, however, the mixed model is still superior to the alterna-
tive models. With noncongruence deleted, values of Rg vere .T765 in Experiment
3 and .832 in Experiment 4. The differences in R° between the mixed model and
the linguistic and spatial models respectively are .076 and .188 in Experiment
3, and .121 and .189 in Experiment L. Thus, even without the optional noncon-
gruence parameter of Experiments 3 and L, the mixed model retains its superi-
ority over the other models.
The levels of fit for the three models must be assessed in the context of
the reliabilities of the data. Reliabilities of solution times for the uncued
items vere computed in two ways, within experiment and between experiment.

i
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The within-experiment (internal consistency) reliabilities were computed by
correlating mean latencies on each of the 32 item types for odd versus even
‘pumbered subjects. (Mumbers vege assigned to subjects in an arbitrary fashion.)
These correlations vere then adjusted by the Spearman-Brown formula. This for-
mula takes into account the fact that only half of the observations vere used
in each of the two sets of ohservations that wvere correlated with each other.

The within-experiment reliabilities indicate the proportion of true or sys-
tematic variance in each set of data, and thus set an approximate upper limit
on the level of fit (EE) that any one model can be expected to show. Within-
experiment reliabjilities were .86, .82, .92, and .99 in Experiments 1, 2, 3,

and 4 respectively. Considered in conjunction with tﬁé fits of the mixed
model, the reliabilities show that in Experiment 1, of .19 unexplained variance,
+05 was systematic a;d .14 was unsystematic; in Experiment 2, of .26 unexplained
variance, .08 was systematic and .18 was unsystematic; in Experiment 3, of .16
unexplained variance, .08 was systematic and .08 was unsystematic; in Experiment
b, of .12 unexplained variance, .1l was systematic and .0l was unsystematic,

The between-experiment reliabilities were computed by correlating mean latencies
on each of the 32 item types across each pair of experiments., These reliasbilities
indicate the proportion of shared variance across experiments, and thus set an
:ppr@:in;te>upper limit on the generalizability of any one model to the four sets
of data. Between-experiment reliabilities were .8L between Experiments 1 and 2,
.78 between Experiments 1 and 3, .80 between Experiments 1 and 4, .83 between |
Experiments 2 and 3, .87 between Experiments 2 and L, and .92 bgtiéen Experiments
3 and 4. These data suggest that no single model could be expected in all three
experiments to account for proportions of variance exceeding the lowv to mid .80's.
Thus, the mixed model could not have dﬁﬁe much better across &XpeEriments than it

did. . ~ .
: o
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7 None of the modelgaccounted for all of tiﬂ -yi;mtie variance in the

‘data. It is of interest to determine vhether the unaccounted for systematic
variance is statistically significant relative to the total unaccounted for
variance, This determination was made b& testing the it;tigt£211 significance
of correlations betveen pairs of residuals of predicted from observed values.
Significant egrrelatinn: indicate unaccounted for variance that is statisti-
cally reliable. Significance vas tested both within and between experiments.

These correlatiogs are presented in Table 6.

Insert Tuble 6 lbaut here

Within-experiment comparisons were computed by splitting iubjee?s inté
odd- and even-pnumbered groups (with numbers arbitrarily assigned), modeling
solution times separately for each group, calculating residualg of pre-
dicted frm observed values for ench group, and then correlating the reaiduals.
Resulting earrelntiang were adjusted by the Spearman-Brown formula, since only
half the observations were used in the calculation of each set of residuals.
'Oﬁe-tlﬂed significance tests were .hen applied to the ccrrelaﬁans; as shown
in Table 6. The mixed model could not be rejected in E;geriment 1, although
it could be rejected at the .05 level in Experiments 2 and 3, and at the .001
level in Experiment 4. The linguistic model could be rejected at the .05 level
in Experiment !1, the .01 level in Experiment 2; and the .00l level in Experiments :
and 4. The spatial model could be rejected at the .05 level in Experiment 1,
and at the .00l level in Experiments 2, 3, and i, The mixed model thus provides
the bast mathematical account of the data, although in three of t.hg‘ four experi=

mental comparisons, there is statistically significant unexplained variance.
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Betveen-experiment comparisons were computed by modeling solution times
separately for each experiment, calculating residuals of predicted from ob-
served values in each experiment, and then correlating the residuals across
ispl?iiintl;x The mixed model could be rejected at the .05 level in compari-
sons betveen data for Experiments 1 and 3, and at the .00l level in comparisons
between-Experiments 1 and U4 and between Experiments 3 and L; it could not be
rejected in any other experimental comparisons. The linguistic and spatial
models eeu%d be rejected at the ,001 level in every experimental compari-
son. The results indicate the superior generalizability s.ross experiments
of the mixed model over the linguistic and spatial models.

Solution tlmes for individua! adjectives. Returning to Table °, we see

model fits presented individuaily for each adjective pair. Since these fits

are based upon onl/ one-third as much data as the above fits, the values of

RE are substantially lcwer. The results are clea.cut, howvever: The mixed model
gives a superior account ¥ the data for every ;d;arfii;.%n every experiment.
The lingui:tie\snd spatisl models alternate between second and third rlace with
respect to fit,

Although the mixed mode. i3 always superior to the other iwdels, it seems to
account better for performenze with the adlective pair fast-slow than it dces with
any other adjective pair. None of the other molels ean:istenily shov this
prefersnce for fast-slov, nor for any other adjective pair; nor does thc
nized model shov any other clearcut trends for othsr adjeciive pairs. It is
not clear why the mixel model performs tetter for the fasi-slow pai: than for
other pairs. ’
3olution times for individusl ssssions. r(he table also presents mciel

fits for individual sessions. Once again, the results are clearcut: The mixed

adel provides a superior account of the data for every session in every experiment.
=S
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These data are of particular interest becaype they are inconsistent with both
strategy-change hypotheses: The mixed model is best regardless of iclnign.l
Moreover, wvhen one considers only the patterns of fit for the lingui;tie and
spatial models, there is no apparent interaction between level of practice and
‘ choice of processing strategy. Thus, a direct test of the strategy-change
hypotheses fn;}id to provide confirming evidenéejfar either one of them.

Overall g cued and cued solution times. The model fits described in
the preceding sections have been based upon uncued solution times only. '"When
solution times from the precued conditions (or in Experiments 3 and L, two-term
ier;es problems) are combined with :aiuticn times from the uncued condition
in each experiment, model fits increase dramatically, as shown in Table 5. The
increase appears to be due to the large increase in solution-time variance intro-
‘duced by the separation of the encoding components (ENC+) from other components.
This separation is possible only because of the use of precueing or two-term
series problems. Because the levels of RE are 8o high, the wvalues of RE for the
various models are closer together than in previous comparisons. Nevertheless,

the mixed model once again provides the best fit to the data from each ggperiment.

Precueing. It is possible to model precueing times as well as solution
times. Precueing times, it will be recalled, are those from the first part -
of the trial in Experiments 1 and 2. Ip Experiment 1, the modeled data

HC;B based upon times to process just the two premises of each problem. In
Experiment 2, the modeled data vere based upon times to process the question
and premises (but not the answer alternatives). Table 5 shows that in both
experiments, the mixed model gave an account of the data that was superior

to that given by either the linguistic or spatial model. The twvo-term series

problems of Experiments 3 and L4 did not provide an adequate item set for dis-

6,



Transitive Inference
- 57
tinguishing among models. With negation time (NEG), marking time (MARK), non-
congruance time (3cbs), and response time (RES+) as parameters, it vas possi-
ble to account for .848 of the variance in the two-term series problem latencies
of Experiment 3, and .887 of the fnriine; in the tvo-term series problem latencies
of Experiment L,

Solution times for individual sybjects. Table 7 presents data concerning
the performances of the models in predictineg individual solution-time data both
for uncued items only and for uncued and cued items combined, Models are evalu-
ated with respect to mean RE for individual subjects and the number of cases in

vhich each model best fit the data of indiﬁ}dugl subjects.

Insert Table T ;bcut here

As in previous analyses, the mixed model gave the ¥Wes*t account of the

=y

data in each experiment both for uncued items only anc for uncued and cued
items combined. The mixed model did not give the best account of the data
in every indi%idugl case, hovever. With the uncued data, it vas best in 73%
of the cases; with the uncued and cued data combined, it was also best in T3%
of the cases,

In a number of individual cases, the fit of the best model to the data wus
only trivially better than the fit of the next best model. It is therefore of
interest to knov in vhat proportion of the cases one model was ¢learly superior

to any other model. Suppose we decide (arbitrarily) that a

cant difference in individual model fit is represented by a difference in R of
.05 or greater. In what proportion of the cases did one model perform signifi-
cantly better than any of the others? The data in Table 8 address this question.

In!ert Tible S lbgut here 4
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The number at the top of each cell shovs the proportion of cases in which onc
model performed significantly better than another. Thus, using the .05 eutaéf,
we find that the linguistic model was significantly better than the mixed model
for 8% of the cases, the spatial model for 6% of the cases. On the other han
the mixed model was significantly better than the linguistic model for 65% of
the cases, and significantly better than the spatial model for T72% of the cases.
The number in parentheses at the bottom of each cell shows the comparable pro-
portion for a practically significant difference in RE of .10. Whichever
cutoff is used, the proportion of cases for which the mixed ﬁcdel is inappropri-
ate is quite small, vhereas the proportion of cases for which the 1{nguistic
or spatial model is inappropriate {s quite large. The mixed model is thus not
only preferred for the group data, but for the large majority of individual
cases as well. Note, thoush, that individual differences do exist: At least
some of the‘iaé subjects in the four experiments used a strategy that was better
approximated by the linguistic or spatial models than by the mixed model.

Latencies of Component Processes

Parameter estimates for mixed model. Parameters vere estimated as the un-

standardized regression coefficients weighting each of the independent variables
shown in Tables 2 and 3. Each parameter is hypothesized to correspond to the
durstion of one or more component processes, as !hﬂﬁﬁpin Table 1. Names of
parameters are the same as in Table 1.

Table 9 shovs values of the parameters and their standard errors as es-
timated from various sets of data from each experiment, including uncued

. solution times, combined uncued and cued solution times, and cue times.

!ﬁti!;tgl from the first tvo sets of data are obviously nonindependent.

Insert Table 9 about here
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The ENC+ parameter includes a combination of times for betveen-premise
seriation, incremental seriation of -nrkgd#;ddietifii in the nonpreferred
direction, premise reading, and encoding of unmarked adjectives. The first
tvo processes are hypothesized to be spatial, and to sccount for most of the
estimated time. The second tvo processes are hypothesized to be linguistic.

znc*l differed significantly from O in both experiments in vhich it vas es-

timated (1 and 2), and was estimated at about 4650 msec. Eﬂc*g; comprising
fever operations, vas estimated at about 3050 msec. It seems unlikely that

the small difference in the composition of ENC+_ and ENC+,, (see Table 1)

1
could account for the large difference in estimated values. Rather, it seems
most likely that encoding operations were performed more rapidly in Experiments
3 and L, vhere EBC*E vas estimated, than in Experiments 1 and 2, where EHC*l
wvas estimated. This difference is exactly as predicted by the mixed model,
according to vhich encoding should be more rapid and less careful in experi-
mental paradigms leading to the use of the optional noncongruence operation.
In Experiments 1 and 2, the use of precueing presumably encouraged subjects to
encode the premises fully before indicating readiness to see the question and
solve the problem. In Experiments 3 and U, there was no precueing in which
subjects could take as long as they needed to éét a sharp spatial encoding.
Hence, subjects are likely to have encoded the items more quickly and less
sbarply, at the expense of needing the extra check for congruence at the end.
!It wvas possible to estimate uneanfaﬁnded durations of negation, marking,
pivot search, and response search times in all four experiments. Estimates
of negation time center at abou: 350 msec, of marking time at about 40O msec,
of pivot search time at about 1100 msec, and of response search time at about
500 msec. Question reading time (plus confounded operations) could be gséls

mated only in the second experiment, and -g9123§ to be about 400 msec.
o
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Response time is about 800 msec.

For the most part, the group parameter estimates are reasonable and in close
;;ré;::ﬂt across data sets. The two exceptions to this agreement are that
negation time is inexplicably lov in Experiment 3, and response search time
is inexplicably lov vhen estimated ror cued and uncued data in Experiment 1.

An exanination of pigpmgter estimates for individual subjects, assuming
use of the mixed model, reveals thgtithe individual data were considerably

the proportions of statistically significant parameter estimates (p <.05)

vere 1.00, 1,00, 1.00, 1.00 for ENC+, .56, .50, .hk, .37 for NEG, .50, .78,
.61, .41 for MARK, .81, .94, .78, .43 for PS5, .31, .87, .33, .39 for RT,
.56 (Experiment 2 onlv) for QR+, andi .67 and .2k (Experiments 3 ani L only)

for NCON. —

Parameter estimates for linguistic and spatial models. Grouv parameter
estimates for the linguistic and spatial models were also gomputed, and are

useful as a diagnostic for assessing where these models failed to predict the
data adequately, These parameter estimates are showvn in Table 10. The values

are for uncued items only, and are presented separately for each of the four

experiments. - =
v Insert Table 10 sbout here

In the linguistic model, values of the negation and marking parameter

differed significantly from zero in all four experiments. The value of t}
noncongruence parameter vas significantly different from zero in Experimen\s
2, 3, and 4. The value of the linguistic pivot search parmmeter vas signifi-
cantly different from zero only in Experiment 3. If a new, improved lin-

guistic model is to be formulated, it will have to reconceptualize the role of

.
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1§njuiit1e Pivot search and possibly of noncongruence. The linguistic pivot
search parameter obviously fails to carry its weight. The iiﬂjﬂiitlé noncon=
gwence paramster is & strong contributor to the model only iu Experiments 3 and 4,

In the spatial model, values of the negation and marking paraneters
differed significantly from tzero in all four experiments. The spatial pivot
search parameter was significantly different from zero in Experiments 3 and
L, and the parameter for seriation in the nonpreferred direction was not
significantly different fror zerc {n any experiment. f a nev, lmproved spatia’
model is to be formulated, it will probably have to eliminate the parameter fo-
seriation in the nonpreferred direction. The role of spatial pivot search may

alsc have to be reassessed,

Partitioning of total solution time. By multiplving the estimated latency

of each operation by the average number of times it is executed, one can esti=a*s
the average amount of time spent on each operation during solution of a tvnical
linear syllogism. Figure 5 shows a partitioning of total solutio e for a
typical negative equative item in each of the four experiments. A ., pi.al
affirmative item would differ only in the deletion of the latencies for the
negation (NEG) and pivot search (PSM) opera‘icnc. The partitioning assumes

the use of the mixed model.

Insert Figure 5 about here
!

In all four experiments, encoding operations take by far the largest amount
of time, whereas response search and noncongruence (vhere applicable) take the
smallest amounts of time. Encoding operations are about 1 1/2 sec faster in the

tvo experiments in which precueing was not used than in the two experiments in

.
J
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vhich precusing was used. This difference, again, i{s consistent with the
prediction of the mixed model that spatial ‘encoding should be bastier in the
experiments vithout precusing, leading to a less adequate spatial representa-
tion of the relations among terms and the subsequent need for a check of the
prior lingulstic encoding.
ingividual Differences in Transitive Inference

Wejights of component processes in accounting for individual df

The parameter sstimates presented in the precedinr section provided an indi-

cation of hov important each operation is in accounting for betveen-items
variance. It is of further interest to knov hov important ~ach operation {s

in accounting for betwveen-subiects variance. In other vords, one seesk: tn
determine the relative contribution of each Qperiiian in generating individual
differences in overall solutien times. Table 1] addresses this question.

It shows for each experiment the staniardized regression coefficients obtalned
when subj)ects' mean solution times for the 32 uncued item types are predicted
across subjects by multiple regression from their 1ndifidu;% pl;::eter estimates.
(Note that all previous éadelinp Vas across item types, wg: subjects.) Since the
pg;}ijtir «=r¢ estimated from the data on which the aenén are base: plus precued
data as vr.1,, values of RE wvere :;;ﬁf to 1 and of no interest.

I — —

Insert Table 11 about here

The standardized weights shov that the encoding

lstencies. Thus, in order to understand vhy individuals differ in the latencies
with vhich they solve linear syllogimms, one's first order of business is to un-

derstand mors about the nsture of the encoding operations.
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ons betseen parameters. Intercorrelations hetveen parame-

ters are ahown in Table 12, In order to increane the pover of ths statistical

tests, data vere combined across all four experiments. There wvere a total of
106 subjects in the four experimen: combined. )

It wvas mentioned earlier “ha* =anv osnrameter estima‘es vere nnt statisti-
eally relisble for individual sublects. Becaume of the unreliabllity of some
parameter estimates, correlaticna vere computel {n tv- 4! fferent wvaya, ne
set of correlationa (preaesn*e? in roman tvie) is based unon the parameter
estimates of all {ndividuals far wh~~ *he parameter could be estimate!l, (Re-
call that not all parameters coull be exti=matet {r all experimenir, as showry
{n Table 1.) A mecon! ae: Af corr’ .t iop= [nrecented fn italic tvpe! is base!
upon only those parameter estimates that wvere statir*ically significant at the
iPES level, This relatively stringent level o” sirmificance was usel becau-r
of the large number of parameter estimaes involvei. Ohrviouslv, nelther aet
of correlations 1s ;éegl. The first se+t {3 attenuate? by the inclusion of
unreliable estimates. The second set may be biased by the inclusion of only
subsamples of the data. The direction of the potential bias is unclear: 7n
the one hand, the parameter estimates retained are for subjects vho were most
clearly using the mixed model; on the other hand, the range of the paramater
estimates is restricted because statistically significant parameter estimates
tend to be higher ones. However, it vwill be shown in this and subsequent analy-
ses that ilthauéﬁ the i:gﬁitudea of the correlations differed under the tvo
procedures, the conclusionS to be drawn vere practically the sarme.

In computing correlations wvith ENC+ and RES+, a dummy variable wvas held

constant that distinguished participation in Experiments 1 end 2 from pa:tieipgs

\ €
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tion in Experiments 3 and L. First-order partial correlations vere used be-

cause these parameters vere estimated from different mixes of components in

the two sets of experiments, and becaune according to the mixed model, ENT9

= -
o -

should have a lover latency in the latter tv, experiments, vhere spatial
encoding is assumed to be lesx careful. Higher-order partiala controlling

-
for membershi} in each experizen' ve=e alsc tried, but had almozt nn further
effect on the magnitu '~ 7 the ~rreala, - -

The numbers b’ aublsrta for wham naramater sa’ (mates wors afmmificant a*
the .01 level were 1V for EN's+, 7% for NE3, 77 for MATY L1 ¢« P73, 0P for RT,
T for B4 ‘Pxnerimans D oanlet 10 Sae N [yt mp mars e 3 Ay ' L ootV BRI s
wvas estimatel as A regreasion ~oaofane . and g0 no siemL TlecAance test was avallia-
ble. All 17 VALJE. =¢ ¢ jie o,

AF 2ha D sagaille Aant s ~F {mtarsgevalnt isng Fapeecant od o e tatte "“h.eh

LI PN

exclules unities in t5e limgonal', 17 are statict,cally sigatficant unler *-tR

correlational procelires, @ are nonsignifi-ant unler tot) vrocalyres, anld 5 su W
discrepancigs. There 15 thus @50l afFreement betveen rrocedures, f most {mpor-
tance l& the larpge nuamber - statistically significan® correlati-ne. These

relationships show that many pairs ol the various laten~i{es are nonin“ependent.
Such a pattern is what would be expected if some nf the processes are essentiallv
linguistic in nature and others are essentially spatial. The one component that
is correlated with every other component, ENC+, is a parameter hypothesized to
contain a mix of both linguistic processes (premise readine and encoding of
relations expressed by unmarked aﬂje§tivgs) anl apatial processes (between-pre=ise
seriation and vithin-premise ;eriati%n of relatinns expressed by unmarked adjectiv

as shovn in Table 1. Marking is also correlated vith most of the other parameters

and it too is hypothesized to contain a mix of linfuistic and epatial processes.

t.
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Ca;tg;ggépgg between parameters and composite ability scores. Composite

ibility scores vere eamputeﬁ by standardizing scores on each ability test
(iithin experiment), summing these standard scores for each type of test,
and then restandardizing the sum. Within-experiment standardization was
required because different ability teasts were used in different experiments.
Although the particular tests varied, the measured abilities were the same:
1E;b!l, spatial visualization, abst?act reasoning. Verbal items included
tasks such as syncnymsﬁ;ntcnyms,.vérbgl.analggies, verbal elassifications
(requiring subjects to fegégﬁize vwhich one of five words didn't belong with

the other four), and sentence éampleticns (requiring subjects to indicate

which of five words best fit in apblank embedded in the context of a sentence).

Spatial visualization items reqyired mental rotation or rearranpement of geo-
metric forms in tvwo or three dimensions, Abstraet reasoning l1tems iﬂcjgﬂed
geometric analogies, geomeiric classifications, and geometric.series. The par-
ticular tests used are named in the Materials section of the Method.

The verbal composite was only weakly correlated with the spatial composite,
r = .20, p<.05, and with t.!;e abstratz‘t reasoning composite, r = ,21, p<.05, |
The spatial and abstract composites were hirhly correlated, hewever, r = .65,
p €.001, suggesting that the two types vc.:f tests measured 3imilar abilities.
This is a standard pattern of correlations in the psychometric literature (see
Cattell, 1971), and in some tests, such as the Cognitive Abilities Test, spatial
and l@strget reasonin: * ts are combined in the computation of a single, nonverbdal
score.

Correlations betveen parameter estimates and composite ability scores are

N 7inéért fgbié 13 about here

shovn in Table 13. The correlation between overall solution latency in the uncued

¢
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condition of each experiment and composite ability score is also shown. Cor-
relations were computed in the same vays described in the preceding section.
The two methods of computation showed a high degree of consistency. Of 24
possible correlations, 17 vere sﬁ;tistieally significant under both methods,
éggfre nonsignificant under both methods, and only 1 vas significant under .
one method but not the other.

Overall solution latency was highly correlated with all three types
of tests. This pattern of correlations is'eansistentuuith the mixed model,
since solution_of linear syllogisms is hypothesized to require both verbal
and spatial-abstract processes. The pattern is ﬁat consistent with models
that postulate that the solution process is either strictly linguistic or
strictly spatial-abstract. |

The encoding parameter (ENC+' was also significantly correlated with all
threge ability composites. This result is consistent with the mixed model,
according to which the ENC+ parameter includes both linpuistic ani spatial-
abstract processess. A strictly spatial or linpuistic model would have trouble
accounting for this pattern. Although ENC+ contains a mixture of operations,
the predominant operation, according to the mixed model, is spatial seriation
between premises., This is the crux of the three-term series problem, and the
major source of difficulty. Hence, the model predicts that the spatial-abstract
correlation will predominate, and this is in fact the case. The correlations
of ENC+ with both spatial and abstract scores are greater in magnitude than -.5,
whereas the correlation wit% the verbal score (presumably due primarily to premise
reading) is only -.25. These data suggest that the premise terms are igdgéd encoded
into some kind of spatial array.

The negation parameter (NEG) shows significant correlations with the spatial
igd abstract eampaii;eg but pot the verbal composite. This pattern of correla-

e
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tions is inconsistent with the prediction of the mixed mode , according tc vhich

pegation is a linguistic operation. The obtained pattern of correlations suggests

that as hypothesized by the spatial madel,aneggtiaﬂ is accomplished spatially
by reversal of the positfons of the two terms in a within-premise spatial
array. The mixed model may have to be revised ia reeanzepthQi}=e negation as
a spatial-abstract process. Latency predictions would remain the same.

The marking parameter (MARK) shows some relationship to verbal, spatial,

&nd abstract composites, as predicted by the mixed model but neither the spatial

nor linguistic models. The relationship to spatial-abstract ability appears

to be substantially stronger than that to verbal ability, suggesting that the
primary source of individugl differences is in spatial seriation of terms (MARK?)
rather than in linguistic encoding of the marked relatian_(!ARKl)i

Pivot search (PSM) shows significant correlations with the spatial and »
abstract composite but not with the verbal composite. This pattern of correla-
ti;ns is consistent with the mixed model, which postulated pivot search to be a
spatial-abstract operation. Neither the linguistic nor the spatial model contains
the pivot search operation as conceptualized by the mixed model, so no relevant
predictions can be made for these models. _

Response search (RS) is significantly correlated with all three types of
tests. .According to the mixed ggdeii however, re&Pénse search was supposed to be
exclusively a spatial process. It now appears that in searching far & response,
nuﬁjagt: may differ in the ratesat which they read off names from an array as
vell as in the ratesat ¢hich they can traverse distances in the array. The two
types of individual differences would account for the dual linguistic and spatial
correlations (Clark, Note ).

Noncongruence (NCON) is significantly correlated with the verbal but neither
the spatial nor the abstract composites. This correlational pattern is consistent

with the mixed (or linguistic) model, vhich !tip%%ltll that noncongruence is an
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optional linguistic operation.

Pinally, response (RES+) is significantly correlated with the vgrbgl-eam—
posite but not with the spatial and abstract ones. Examination of Table 1
reveals that the rESp§n§§>P§f&mEtET as estimated for the mixed model contains
up to three linguistic processes--question reading (QR+), premise readins (PR),
and encoding of relations expresse. .y unmarked adjectives (NMAR1). The parame-
ter contains just one spatial process--seriation within premise of relations .
itself is not idgntiriéd in advance as either linguistiec or spatisl. The odb-
tained results, therefore, are consistent with thé larger number of lingpi%ti;
aperatiéng hypothesized by the mixed model to constitute the response component.

In general, the results of this individual-difference analysis are suppor-
tive of the mixed model, according Te which particular operations should stow
patterns of individual éiffergzzes along either verpal, spatial, or both lines.
Two results suggest the need for §assiblé changes in:the mnixed ;ééel_ The firs:
is the sipnificant correlation of the negat¥ion parameter (NEG) with the spatisl
and abstract composites but not the linguistic composite. The second result is
the small Eut;significant Sgrrelaﬁian of Teségnse search (RS) with verbal as
well as spgﬁi;l and abstract abilities. In the case of negation, the nature of

| the suggesied refcrmulation is evident, since a spatial account of negation has :
been juggégted whereby terms are flipped in a spatial array. In the case of

’
response search, subjects may differ in the ratecat vhich they read off names in an array.

Correlations of composite solution latencies for individual adjectives and

sessions with ability test composites. Table 14 shows correlations between

ability test composites and uncued solution latencies for combined data, indi- //

vidual adjectives, and individual sessions. The correlations wvere computed

L.
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separately for each experiment, since the choice of adjectives and numbers of
sessions differed fiom one experiment to nnéthgr; Although Correlations of
ability scores vith r-raneters for each adjective and each session would also
be of interesi, the individusl subjects' data ware not rcliasble encugh to
permit exploration of these relationships.

" - S - i - M S Tl o S — - B S B A i S
Insert Table 14 about here
- — " i - S Sl S - T a——— - - f

The correlations with individual adjectives are of interest iniéétermining
Vhether more clearly spatial adjective pairs, such. as t;i;gr—qh;:§g§; better tap
x
spatial adjective pairs, such as Egjtggéggﬁgg; which vould seem more likely to
lend themselves to a linguistic strategy. Indeed, Clgrk‘s (1969a, 1969%) major
support for the iinguistje model of linear syllogistic rgasgﬁing is based upon
data collected ;ar the single adjective pair, better-worse. The possibility of
differentia; patterns qf correlations for différent adjectives certainly merits
investigation, since both DeSoto et al. (1965) and Shaver et al. (19Th) have
suggested that different aﬂjective pairs m!{ be processed in qualitgﬁi?ely
different ways.

The correlations with individual sessions are of interest as a further

=

test of the strategy-change hypotheses. According to the spatial-to-linguistic
strategy-change hypothesis, one might expect higher correlations with spatial
tests in earlier sessions, followed by higher correlations with linguistic tests

in later sessions, The linguistic-to-spatial strategy change hypothesis might

‘lead one to make exattly the opposite prediction.

Looking first at the combined data, we see that all correlations are sta-

. \
tistically significant except those with the verbal composite in Experiments 1
and 2, This pattern of results can be understood in terms of the mixed model.

by
v
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According to this model, thére is a key difference in strategy between subjects
in Experiments 1 and 2 and subjects in Experiments 3 and L, namely, a reduced
c:@ﬁégi: in the latter experiments upon spatial seriation accompanied by checking
of previous linguistic eneaiiggs and possible use ﬁf,tﬁe linguistic noncongruence
operation. These changes in strhtegy should result in an increase in the rela-

, , . i .. b4 L .
tive ogntribution of verbal ability to the solution of linear syllogisms in

spatial-abstract ability., The correlations show a pronounced increase in the
verbal cantributién, and a possible decrease in the spatial-abstract contributios.

The pgttérns of correlations for the individual adjectives do not show any
consistent trends across experiments, Although there are trends that ﬁi;ht be
vieved as suggestive in the context of single experiments, these trend: !5 not
hold up vhen considered in the context of the entire set of data. "These correla-
tions, like the model fits for individual adjectives, suggest that a single model
is lixely to account for processing strategy for each of the ;hree adjective pairs.

The correlations for individual sessions tell much the same story. Although
there are isolated patterns within single experiments, no trend seems to hold
up vhen the experiments are considered in eaﬁjunctian}_ In particular, there is
no suggestion in the data that ;ubjects rely upon either a spatial or linguistie
atrategy in earlier sesasions, and then awviteh to the ather strategy in later
sessions. Thease data, like the modeling data, suggest/fhgt a single model is
11£§1y to account for the data in gvgry'sessian.

.TE stymmarize, the earrel;ti@nalvdatg are consistent with the modeling data
in suggesting that a single model can account for peéf@rm;ﬁea across h@th‘edjee-
tives shd sessions. The data revieved so far favor the mixed model as this

single model. ° 1)

b
B




Transitive Infe;enee
! e
COMPARISON ipr THE MODELS ON PREVIOUSLY PUBLISHED DATA
| | Previev |
The results presented in the previéus part of the article were generally

supportive of the mixed model in the context of the present set ﬁf-axperinents-
How does tﬁg ;ix;d model compare to the alternative models, however, in its
ability to leeéunt for previously published results? This question is sddressed
in the P;Eignt part of the article. ?irsg qualitative aspects of model fits
will be discussed, and then quantitative ones.

I

alitative

Aspects of Fit
Representation of Marked versus Unmarked Adjectives in Memory

Potts and Scholz (1975) reported two findings that led them to believe
that marked and unmarked ;djeg;ivés are represented in the same form in memory,
regardless of the way in which premises are stated. The firs+ finding va;‘that
"when subjects are given sufficient time to study the premises prior to ansvering
the que:tian,-ra:etien time to the question 'Who is best?' is shorter than
reaction time to the question 'Who is worst"'" (p. LLS). All of the models as
formulated in this article can handle this finding. The finding is conaistent
vith the notion that marked adjectives take longer to encode (whether the é
encoding is linguistic, spatial, or both) than do unmarked ones. One would there~
fore expect longer solution times as gﬁfuaatian of longer times spent in encoding
the marked adjective in the question "Who is worst?" Potts -55 Scholz recognized
the differential encoding interpretation as an alternative to their own inter-
Pretation of their finding as indicating a single form of storage.

Potts and Scholz's second finding was that there is no effect of noncongru-
ence in a separate-stages (precueing) paradigm. This fiﬁding is consistent only
vith the mixed model, vhich asserts that subjects 4o not check for ‘noncongruence
of the question with their linguistic encoding of the ansver when they ira en-

e
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couraged, as they vere in ?Btti and Scholz's separate-stages panadiga, to fc§;
a sharply defined spatial array.

Ability of Subjlects

Wood, Shotter, and Godden (1974) found that with increasing practice in

iﬁlfinéAfifiitifi series problems, subjects showed "a general rg&uetiag in

the ;bility!fo ansver unexpected questions based on the information just uti-
1ized" (p. 255). The authors interpreted these findings as vorroborating

"the claim that subjects wvho are naive, with respect to series problems,
generally tend to adopt a ?epresen¥1$éanal strategy vhile those vho are more
experienced tend to develop a nonrepresentational one" (p. 255). An alterna-
tive explanation, which has nothing to do with alternative modes of problem
representation, is that with increasing amounts of prggticei subjects establish
a set for solving the problems at hand. The mcre problems of a similar nature
the subjects are given to solve, the more likely they are to fail to solve a
set-breaker. This set or functional fixedness effect is a common one in problem-
solving tasks (see, for example, Duncker, 1945; Luchins, 1942), and seems ‘\%\J
applicable here. Although there was a control group in the Wood et al. experi-

ment, the nature of the task given to the control group was such that any set

that imight have built up was irrelevght to the unexpected question, and hence

would not have beer expected *. lu.crfere with the subjects' answvering it.

estion "Where is Itt"

Difficulties People Have in Ansvering the

Clark (1972a) performed a series of experiments in vhich subjects wvere
{nstructed to insert an object into a visually presented array. The experiment
lﬁjt relevant to the present discussion is the third. In this experiment, one
greup Would be presented vith "32 displays each constructed from one of eight

sentences--Blus is higher than (is lover than, isn't as high as, isn't as lov as)

pipk, plus the same four sentences with blue and pink interchanged--and from one
, >
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' of four different pairs of colored lines--black on top and blue om bottom,

blue on top and black on bottom. hlack on top and pink on bottom, and pink aé
top and black on bottom....The Ss were told to indicate whether the missing
blue or pink line went above or belov both of the lines on the right by
pressing the top or bottom button on their response panel” (p. 271). A sec-
ond group of subjects received identical problems, excert that the terms
better and worse vere substituted for éigggg and lover. For each group, half
of the items were affirmative and half were negative equative; further, half

of the items had determinate answers and half did not (so that subjects could

The placement task used by Clark bears certain gtrucfural similarities ta-
the linear syllogisms task, ind Clark (1972a) compared data from this task to
data from items alleged to be structurally analogous in Clavk'- (1969a) linear
syllogisms data. The data from the two tasks showed qualitatively different
patterns, and the correlations betveen l;tencieg in the placement t;gk and errors
in the linear syllogisms task was only .55 for déterﬂin;ﬁe itemslfthe only type
considered in this article). One is therefore obliged to eonclude that the

placement task bore only a veak relation to the linear syllogisms task.

This conclusion presents a problem for a model of linear syllogistic reason-

'ing only if (a) one claims that there is an isomorphism between certain physical

placement i::k; and linear syllogisms tasks, and (b) one accepts Clark's claim
that his placement task is one for vhich there should be an isomorphism, if there
should be an isomorphism for any such task. Proponents of the spatial and mixed
models would probably accept the first claim and reject the second claim almost
i:ini:augly,(ioq.far example, Huttenlocher, 1968; Huttenlocher & Higgin:._lSTE);
On the ome i:ﬂéi theorists p@i?ting thé use of spatial imagery in linear syllo-
gistic reasoning seem to agree that internal spatial arrays are analogous at

.
‘y



Transitive Inference
Th

some level to external physical arrays that are viewed in everyday life. On
the other hiiég\ﬁﬂﬂi gf these theeri:t; would argue th;t any physical arrange-
ment task that is isomorphic or nearly isomorphic to €E’.Lin¢gr syllogisms task
should result in the same structures and processes as are used in the linear
syllogisms task. Indeed, such a claim would be foolish in light of results
such as those of Hayes and Simon (1977), which show that even carefully con-

trolled problem isomorphs can lead to vastly different representations and

ferences. As both these authors and Hutﬁeniaeher and Higgins (1972) point out,
representations and processes are highly sensitive to surface structural dif-
ferences; and an abundance of such differeﬁees exist between élnrk's (1972a)
placement task and the linear syllogisms task. Muttenlocher and her associates
have found a number of placement tasks that do seem to yield results paralleling
those from linear syllogisms tasks (see Huttenlocher & Higgins, 1971, for a
re?iEﬁ);‘Clgrk (1972a) has found a class of glgeement tagks that does not yield

results paralleling those from linear syllogisms tasks. The precise conditions

antitative Aspects of Fit

Although a number of data sets have been reported in the literature, most
of them do not contain even the minimum range of item types that would permit
the three models to be distinguished (for example, DeSoto et al., 1965; Handel
et al., 1968; Huttenlocher, 1966). Thus, the number of data sets that could
be used for quantitative comparison was very limited. sfgs;

AMwlt Subjects

Clark (1969b). Clark has published geometric mean latencies for the 32

uncusd item ty?islujed in the present experiments. The quality of the data are

(L]
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ver, as even Clark (1971) implies. The latencies are based

upon only 13 subjects, vith just three observations per subjéct. Moreover,
Clark threw out tygﬂjﬁagiit latency for each subject for each item (33% of
the observations), and also all error responses (7% of the observations).

e for the mixed, linguistic, and spatial models respectively

Values of R

vere .63, .72, and .53. These results thus favor the linguistic model.
Clark (1969a). Modeling could again be dome on data from the 32 uncued

item types used in the present experiments. In this experiment, Clark gave

subjects 10 sec to solve each problem. An error was counted if the subject

eiti¥r responded incorrectly or failed to respond at all in the 10 sec. The

of the logarithm of the number of correct responses yielded comparable resul‘s.
Values of R° for the mixed, linguistic, and spatial models were .59, .65, ani ."0.
These data thus give a slight edge to the linguistic model.

?gggg and Scholz (1975). The eight data points from Experiment 1, Group 1,

of Potts and Scholz (1975) also provided an adequate basis for disﬁ!nzuishing
among models. The values of R® vere .86, .73, and .48 for the mixed, linruistic,
and spatial models respectively. The data thus support the mixed model.

|

Child Subjec

Keating and Caramazza (1975). These authors used the same 10 sec deadline
procedure as 4id Clark (1969a). Their subjects were bright and average fifiﬁ
and seventh grade children. Their data permitted modeling of error rates for
eight item types. The respective values of Eg for the mixed, linguistic, and
spatial models vere .§§. .T1, and ,68 for average fifth grade s, .8k, .99, and
.83 for bright fifth graders, .70, .96, and ,70 for average seventh graders,
and ;Eéjg.gk. and .52 for bright seventh graders. PFor the combined fifth graders,
values of R were .92, .86, and .77 for the three models; for the combined seventh

Mg,
P
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graders, valuss of RE vere .60, .96, and .60. For the combined average students,
values of RE were .88, .86, and .75; for the combined bright :tué:§§;, values
of 3% vere .70, .93, and .70. Pinally, for the total sample, values of R were
.81, .93, and .76.

Although the replicability of these data obviously needs to be sstablished,
the data are of particular interest in suggesting a developmental shift in error
patterns: The shift is betveen the mixed model and the linguist+i~ model, with
use of the linguistic model associated with greater age and bri. .ness,

Hunter f;g?l). Hunter tested 11- and 16-year olds on linear syllogisms
using the relations happier-sadder and taller-shorter. His article contains

latencies that can Be modeled for eight distinct data points. The respective
values of R for the mixed, linguistic, and spatial models vere .75, .Th, and .82
for the ll-year olds, .66, ., and ,53 for the l6-vear olds, and .75, .68, an? .73
for the combined age groups. Some of the unconstrained parameter estimates for
the linguistic model vere negative, ani so these vere forced to be nonnegative
in the final linear modeling. These data, like Keating and Caramazza's, suggest
the possidility of & developmental trend, bit here it is from the spatial to
the mixed model. The linguistic model never performed best.
Conclusion

The aata from previous researchwreconfusing and contradictory. The results
of Clark (19651 :nd of the two developmental studies must be interpreted with
caution, the former because of the massive deletion of observations, the latter
because of the availability of only eight data points for modeling. The Clark
(1969a) data appesr to be relisble, hovever, and on the'r face contradict the
mixed model. The reason for this contradiction has nov been discovered, and
1s discussed in detail elsevhere (Sternberg, Note 3). Tn essence, the contra-
diction arises because of the modeling of error (or similarly, 1ok correct) data

rather than lstency data.

Q ‘ SLJ
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' GENERAL DISCUSSION

Bear the begimning of the article, ‘three important theoretical questions
wre }B;!Q regarding representation and process in transitive inference. The
time has nov come to see hov these que-iians can be answered on the basis ati
the th-éf? and data presented in this article.
Representation of Information

The cvi@:nee prinénted in tggﬁ article suggests :trongly that both linsuis-
tic and spatial representations for information are used during the course of
solution of transitive inference pr@big:li Subjects first decode the linguistic
surface structure of the premises into a linguistic deep structure, and then
recods the lingiiztie deep structure into a spatial array. Both the linguistic
deep structure and the spatial array are available for search and retrieval
processes that occur after recodin~ has taken plaee’, 'lanéang?uenee,iwhen ussd,
operates upon the linguistic representation, vhile response search operates
upon the spatial representation.

Processing of Information

The preferred mixed model accounts for transitive inference in the solu-
tion of linear syllogisms in terms of 12 elementary information-processing com-
ponents, not all of vhich are used in every type of problem and not all of wvhich
bave been estimated as separate parameters in the preceding experiments. Of the
12 processes, six vere hypothesized to be linguistic (premise reading, linguistic
. encoding of ummarked adjectives, linguistic encoding of marked adjectives, non-
congruence, question reading, negation), five were hypothesized to be spatial
(seriation, :?:tigl -negﬂiﬁ; of unmarked adjectives, spatial encoding of marked
adjectives, pivot search; response search), and one vas hypothesited to be
neutral (response). Negation turned out to be spatial. The operstions were
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found to differ widely in their latencies and in their comtributions to ind1-
2~-ts wodes of problem pres ntation. Linear syllogisas vere presented
(a) vivh anv withou. ; scueing, (b) with the question first and vith the ques-

tion last, (c) with adjective pairs differing wvithin and betveen subjects.
Regardless of the mode of presentation, thé mixed nﬂei wvas found to perform )
substantially better than any of the alternative models.

Across sdjectives. Pour differen Jective pairs--taller-ghorter, older-
Tounger, better-worse, faster-slove---were used in the course of the four experi-
Bénts. Essentially the same results v :. obtained with each. These resh !tn
8eem to support the generality of the rep-esentations ani processes of the
mixed model across adjectives, Of course, this generali*v {s consistent

vith the earlier findings of DeSoto et al. (1965) and of Handel et al. (1968)
that subjects may differ in the directions they use between and within adjec- .
tive pairs for representing spatial arrays.

Across sessions. The numbers of sessions in the four experiments ‘ranged
from one to three., The evidence supported the generality of the representations
and processes of the mixed model across all sessions. There vas no evidence
of the kinds of strategy shifts suggested either by Wood et al. (1974) and
Wason and Johnson-Laird (1972) or by Shaver et al. (1974). As would be ex-
pected, there vas evidence that subjects speed up vith increasing practice.-

Across sybjects. Analyses of individual date revealed s striking con-
sistency in the superiority of the mixed model. The mixed model vas not used
universally, bovever. About 13% of the subjects in the four experiments ihéﬁd_
evidence of using e strategy more closely approximated by either the linguistic

or the spatial model. Moreover, results from previous investigators suggest
Se ‘
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Across vusks. The present experiments have tested the generalizability
of the representations and processes of the mixed model ac vari ty of
experimental paradigms usiny linear syllogisms. The pres: absencs of
& particular operaticr in the linear syllogisms task obviously does not
gusrantee the presLu.¢ or atsence ' “hat operation in other tasks. How
generalizable are the .peration fiead in the mixed model? This question
can be answvered ia two different ways.

First, at leas* sone zeneralizability has alreadv been shown by the sig-
ni icant correlations of ezch component latency with at least one of the three
reference-cbility cemrosites. The correlations show that the patterns of in-
di-idual differences gen~retel by the component progesses are not specific to
the linear syllogisms task, but are common to reference tests that have been
fhow ' > measure apilities called upon in a wide vaiietvy of psychometric and
other tests. In particular, the correlation of each component latency with
the type of ability it is hypothesized to represent demonstrates the c@nvérgent
valility of the information-processing compo:.ant. The lack of correlation ot
each component latency with & type of ability it is hypothesized not to repre=-
sent demonstrates the discriminant v&lidit& of the information-processing com-
ponent. Only two mispredictions arose. Negation showed a clear convergent-
discriminant pattern, btut it was epatial rather than linguistic. In addition.
to strong correlations witi, the spatial-abstract tests, response search also
;hgved weak but significant correlations with the verbal tests, and these latter
correlations vere interpreted in terms of individual differences in times for
reading names from the spatial arrays.

Second, the generalizability of encoding, negation, marking, and noncon-

gruence agergtians to a wide variety of comprehension and reasoning tasks has

. 85
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been amply demonstrated in past research. (See Carpenter & Just, 1975; Clark,
1973; Clark & Chase, 1972; Trabasso, 1972; for a comprehensive review of rele-
vant literature.) It should be noted that although thi: past research has
to solution latency in a variety of tasks, the research has not adequately
distinguished which of the identified operations are linguistic and which
are spatial.

Consider, for example, one of the most widely studied comprehension tasks,
the sentence-picture comparison task. A subject is shown a senteu.e and a
Pilctire that either may or may not illustrate the situation described by the
sentence, The subject must indicate whether or not the s2nt=nce describes

the situation depicted in the picture. For example, a typical sentence

5 ¥

5 = = 3 * = 3 3
might ve "Star is above plus,” with . as the accompanying picture. In order

to solve problems such as these, the subject must (a) encode the sentence and ,
picture, (b) comprehend the negation if one appea.s, (c) spend ad itional time
eamPr;hending the marked description (below) if one appears, (d) spend extra time
setting a "truth index" to fa_ - if the embedding strings of sentence and pic-
ture are n@neéngTuent, or iTEFhe embedded strings of sentence and picture are
noncongruent in the deep-gstructural propositional representations into wvhich the
surface structures have been encoded, (e) respond. Although Clark and Chase
(1972) view each of there operations as linguistic, the operations may be viewed
as consistent with either the spatial or mixed model as well, with each operation
viewed in the i;ﬁe wvay it is!viewea'far the solution of linear syllogisms.

; T@e pivot search and response search operations as formulated in this arti>
cle have not appeared previously in the literature, and so their geﬁer;lizability
has yet to be demonstrated fully. Hovever, there is éame evidence thgtxﬁfétiae;

-
L] ,75,’ ’)
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further support for the plausibility of these operations. If pivot search as
formulated by the mixed model is used, t en negative equative problems should ~
show end-archoring effects for their linguisticallvy converted (.recoded) form.
Auttenlocher et al. (1970) have found such a result in their task requiring
manipulation of physical objects rather than Just abatract terms. Findings
such as these and those of Shepard and Metzler (1971) and Kosslyn (10"
suggest that in scanning visualized arrays, subjects ﬁroczed in much the
same vay they do in scannins physical arrays.

Present research ia directed toward further demonstrations of the general;--
ability of the components of the mixed model. In one ongecing study, the mixed
model is being extended to and tested on series problems with from two to six
terms. In n second study, the model is beins extended to linear syllogisms
with indeterminate solu*tions. In a third study, the ‘model is beinr tested o=
the performance of children from ages of 8 to 1€ in 8olving li.ear syllogisnm
With these and other extensions, it is believed that thz mixed model, or sa
augmented version of it, car be shown to provide some insight into a varie.y
of for.s of human cognition. .

Appendix
Table A shows predicted values for the mixed model and observed values ..

latencles for sach of the 32 uncued data points in each of the four experiments.

I--ert Table A about ﬁeré
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Portions of this article vere presented at the Mathematical Paychology

Meetings in Nev York, September, 197~, and at the Psychonomic Society Meetinss

in St. Loufs, November, 1976. I am grateful to Judy Tschirgi for exper!

assistance in and valuable suggestions reéurdinz Experiment 1. Barbara Conyay
tested subjects in Experiments 2 and 3; Elizabeth Hartka teated subjects in
Experime L  Experiment L arose nut of -onversations with Alice Healy and
Michael Kub vy, Experiment 1 was supported by NIMH Grant MH-13950-07 tg Gordon
Bover and a National Scilence Foundatiagn predoctoral fellowship to the authnr,
Experizents 2, 3, anl L, x:imﬁTegggit?éh‘nf this article, vere supported by
NSF Grant BNS-7/-05311 to Robert Sternberé. *Requests for reprints should
be sent to Rober: J. Sternberg, Department of Psyvchmlosy, Hox 11A Yale
Station, Yale _niversity, New Haven, Connecticut 0652u.

lSalution latencies for nractice items were not recorded, and of course,
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2 A;?\ ¢ 0 ! { 0 0yt 0 0 0
| i
] B > 0 1 0 0 0 | 0 0 0
4 BA { 0 / ] 0 0 0 0 0 0
5 B > 0 IR 0 0 0 0 0 0
6% | BM ( 0 1 ! 0 - 0 i 0 0 0
7. | AB > 0 ! ! 0 0 ! 0 0 0
8 .; L 0 2 ! 0 0 0 0 0 0
! I
1 L]
‘ v
i W
, Y
F ]
»
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L’H 1()L
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Table L o

Basic Statistics for Data Used in Modeling

Experiment 1 Experiment 2 Experiment 3 Experiment U

— X ¢ 1 > -
X ( 3% X 8: X s

>

Uncued Data

L —~

Overall R Sl CR & TLAR 18R Nz 170 70f9 161
Adjective Subsets
Tall-Short 1597 238 8000 213 7046 170 6602 147
0l4-Young 6919 139 ——— - ——— —em ———— ma-
Good-Bad —— == 712 223 © 7022 181 _T096 166
Fast-Slov T3he zhf 6753 204 6937 189 7509 195
Session Subsétg
Session 1 7551 L8 1809 238 1916 233 7069 161
Session 2 T152 167 7137 186 7022 1T el

Session 3 e ~ 71518 228 . 6021 134 - mm-
Combined Uncued and Cued Data
Overall ' LLTS 3¢5 5072 321 5093 326 6266 ?EEV
Prgeuging‘

Overall: - 7017 182 7098 202 2185 134 3053 11k

iﬁiemiu consists of two-term series Pﬁb}‘“ in Experiments 3 and 4.
' Two- 4nd three-term series problems in these experiments were presented in
separate trials. i

1u,




Data Bet

Overall

Tall-Short

0ld-Young

Good=Bad

Fast Slow

Sesaion 1

Table 5
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Performance of Hﬁdelé}in Predicting Latency Data

Model

Mixed
Linguistiec

Spatial

Mixed
L1 riiatic

Spatial

Mixed
Liagu’ tic

Jpatial

Mi xed
Linguis.ic

Spatial

Mixed
Linguistic

Spatial
Mixed

Linguistic

Spatial

Proportion of Variance Accounted Por (R?)

Expgrimentgl
) Uneu;d Items
.813
.600

Jho7

: 377

.- 593
R 'i;hf

. 302

.T57
- l589
L] 551

379
379

Experiment ?
only
.TkO
592
.537

» 58R
L6

L8l

= lsl‘l
Jb51
1495
.520

490

‘E:pcriiant 3

.8LL
.689
577

.599
.83k

564
461

.709
.633
.91

Pxperiment U

.88L
.6ul

.822
.58k

. 864
.632

.552
.884
6Ll
576
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Table 5 Continued
L]

Proportion of Variance Accounted For (Rgﬁ
Data Set Model Experiment 1 Experiment 2 Experiment 3 Experiment b

=

Mixed . 195 .540 812 ———
Session 2 Linguistic .616 4133 .669 —

Spatial .581 L6 .593 ————

Mixed ——=- <539 .81k ————
Session 3 Liﬁguiitfé ——— .h3s _ .Shb ——

Spatial —— .82 k95 ————
Comtined Uncued and Cued Ttema

Mixed ,985 97 .97h 9T
Overall Linguist ic .97k 962 957 .923

Precueingl
»

Mixed 831 .6L9 ———— - ———
Overall Linguistic .663 .619 —— ————

Spatial LT172 .523 S —

“rvo-tern series problems did not contain sufficient eanitr;intgite distinguish models.

1¢ %

N VI =
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Table 6 97
Tests of Residuals

\.
Predicted versus Observed Velues for Models of Transitive Inference

Uncued Items
‘ Within Experiment N
(Internal Consistency acrosp Item Types)
T Experiment
Model 1 2 3 L
Mixed -.01 e .36 .Glone
Linguistic . 36¢ .51 .oQese .B5nee
Spatial . 39* LSusee .Gonue .5755'
A Between Fxperiments
(Consistency across Iterm T;%es)
Experimental Comparison
Model 1-2 1-3 1-k 2-3 2-L 3-L
Mixed ©.28 .36 .39* 20 -.03 CALLL
Linguiiﬁic 6600 G500 .56e8e TBuee JThnes Lglees
Sp!tiu -63'!-,1 .69‘.- ‘TECD! -69DI§ -SECQQ _Bhiﬁi

\-
Rote: All tests are one-talled,
‘g_é.GS
ep <.01

. 88p <.001

1 (i'
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Table 7

Perforsance of Modals in Predicting In“‘ividual Latency Data

Model Uncued Items Omly Uncued and Cued Items
) i
) n? Beat® r° Best®
Experiment 1
Mixed . 361 10 .85% 9
Linguistic L6 P BL6 »
Spatial . 3us b .B51 p)
Experiment 2
Mixed L0 11 ,AsT 1?
Linguistic 261 2 ‘ .8Ls k
Spatia 2t 2 3 L2 o

Mixed .510 1k ,870 13

Linguistic 432 2 .855 3

Spatial. .361 2 .83 2
Experiment U i

%gﬂ LLob Lo .693 k3

Linguistic .298 8 L6u3 6

Spatial .268 6 .632 5

“L-Hr of cases in vhich each model best fit the data of 1nd;.1ﬂdu;‘1i subjects.

1.,
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Proportions of Cases in Which One Model Performed

Substantially Better than Another Model

Uncued Items

Better Model
M{xed
Mixed L
O
Linguistic
(.0%)
.0t
Spatial
(.0%)

Worse Model

Linguistic Spatial

.65 T2
(.u9) (.53)
———— .37
———— (.18)

19 smme-
(.06) ———--

Note: Top number in each cell indicates difference in R% of at least .05.

Bottom (parenthesized) number in each cell indicates difference in R™ of

at least .10.

*
4
|



Takie §

Mizad Mode! Paramater Fatimatan for Differeit Data Seta

ster fiolution Time Fatimaten “alution Time Fatimates
(Uncued) (tincusd A Cued)
Fape=iment.
1 ° 1 h 1 " 1 L
/

[ AV YA ¥ LY 71t L R
(110)  (190)

—— smas cees een emem  =em-  POR69®  3)2)00
E (18)  (157)

b1 i oo 2l e LR A LR L L nhee

(100)  (126) () (1%) LTﬂ) (M%) | R6) (M)

b169®  LEL®® C LS1%E  Lpose 13788 L lnee 3g7e8  3foee
(95)  (119)  (A)  (f@)  (65) (A1) (73} (6Y)

116%0 1086 175690 1020°%  LIF** 10W30e L1SK®R 1008°%
(232)  (290) (222)  (181) (1) (196(  (226)  (17h)

61699 50599  5ooee  Gshem  1BOYe  Gases  sppes  gsghe
A166)  (205)  (JuT) (1200 (92) (13 (163)  (118)

——— === A STOR LR L. R SR8 Jo6ee
(157)  (1°R) (119) - (111)

Cue Time Estimates

b s
(96)

53?!i
(111)
1179%*
(223)

LI
(157)

1090e
(148)
10850¢
(3

7578
(256)

FYRa Y .- FL3

— DI D ,1 ]



Jable 9 Continved - -,

Paranster Solution Time Estimates Solution Time Fatinates

Cue Time Ratimates

(Uncued) b | ~ (Uncued & Cued)

_ Experiment

1: > 3,1 23
QR+ - N A '} (L,
e A )
H?"f R . -
s R -
RHS*; I .251"‘{ 2153 f
- U S R

A

)

12
he e

/

liﬁte Al pamgter estinates are in milliseconds, Standard errors gf the pmmeter estinates (a0

expressed in ni1liseconds) are shown in parentheses directly beneath the purameter estimates,

p<.05
Hp¢.0l

~ “Rstinated 43 a regression constant, and hence has na'associated significance value or standard error

T

RO EWT Sl S TIGET,
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Table 10

Farameter Estimates for Linguistic and Spatial Models
Uncued Items Only

Experiment 1 _ Experiment 2 Experiment 3 . Experiment i

Linguistic Model

Negation 6350 ELlne L16% L7ge
(NEG)  (120) (129) (112) - (103)
Marking L16#» L ypLee Cus1ee L2gee
(MARK) (138) (149) (118) (119)

\
Noncongruence 259 Sh5#* .88l un (iii§93"
(NcoN) (2bo) (257) (20L) ==(206)

Linguistic L8 10 T35 . 394
Pivot Sear- (277) (297) ' (235) “(237)
(PSL)

Response® 5793 5678 ’ 5285 - 5501

" (RES#+,) L
N 2 féﬁ

Spatial Model

Negation 6354+ GLlwe b1k we \ Urgee
(NEG) (125) (129) (119) (112)

Marking L1 ’ LGLwe L51ee LI

(MARK) (1kk) (150) (137) - (130)
Spatial 154 U7 618%% . h33e
Pivot Search (176) (183) (168) (159)

(rss)
Seriation in 162 178 | 139 17 ’
Nonpreferred (2L9) " (259) 1! (238) ) (225)

A 4

LRIC e\ . I
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Table 10 Continued

Experiment 1 Experiment 2 ~ Experiment 3 Experiment k4

L4

Response® 5791 5716 - 5223 5505
( RES++ ) '

! Note: All parameter estimates are in milliseconds. St;né;rd errors of the
parameter estimates (also expressed in milliseconds) are shown in paren-

theses directly beneath the parameter estimates.

SEstimated as a regression constant, and hence has no associated significance

value or standard error.

#p<.05

*ep £.01
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e . Table 11 106 .
< Weights of P:rn:eﬁgrl in Predicting Individual Differences
4
in Latencies for Solution of Linear Syllogisms

' ‘ /
Paramster  Experiment 1 Experiment 2 Experiment 3 Experiment |

Standardized Regression Coefficients

Encoding (ENC+) ‘Q.Th .66 ) .54 .62

Negation (NEG) Jub i .26 ' x\" .17 .20
Marking (MARK) .19 .19 .16 .15

L3

Pivot Search (PSM) .21 .10 .0b .03

Response Search  (RS) .07 .1L .14 6

Question Reading (QR+) — .19 _— _—
uénce (ncom) == -— .00 .07

Response (RES+) .18 .02 .31 .29
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' Table 12
Eﬁmarﬁliti;n: of Prrameter Estimates for Individual Subjects
: Combined Fxperiment: ,_ A

PiC+  NEG MARK PSM RS QR+ NCON RES+
1.00 450888 3gees  cRees 3170 .58%% o8¢ 31000
1,00 ﬂi.i J;Dlji ishgiii .

ENC+

1;06 :36“- -37".- ;OE ) EQOB -17 iiDh
100 60" 65 L8 -d0 L8 .0

1.00 Lugees  Ljees h9' .éT“ -.09

PSM™
RS
L@ - | 0 ’ SO

NCON

RES+

Note: Nonitalicized values are for all cases for vhich parameter could be es-
timated. Italicized values are for canes for vhich parsmeter vas sta-
tistically significant at .02% lavel. -

*2<.05
" c.00 .
*eep <001
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. Tadle 13 A

Ed

Correlations batveen LI‘BIBE!.!I and caipalite Ahil:lt.y Beores

Verbal Spatial Abstract
" S8olution Latency -.35000 | = Juguees -. 52000
) ' - 3500 - ligwes - 52008
Qc-ii' ! -, 2508 =,51 888 - 530:-
& ~.25%¢ -.510ee - 5RRwe
NEG -. 1L -.34es = L1ene
e =.10 : i;igiil = o
. \ ) - 7
MARK ’ -.20% -. 3600 -.38800
-.26 - f5uen =.70%e
PSM -.16 . -.25e S LI LD
’ -.18 -, 38" - Loees
RS -, 2688 -, q5hes __3[;“‘
—5,2,,5‘ éésﬁglél : _ﬁgli
© NCON_ ; -.31% -.24 -.22
RES+® | -.3088 -.09 -.15
-.30* -209 -as
* ! ! # J.
Fote: Nonitalicized valuen aie for all cases for vhich parameter could be
estimsted. Italicized values are for cases for vhich parameter was
sy statistically iimif;emt at ,025 level.

‘Pl.rt:lg carﬁlltian =antrnl.ling for pari ieipitian in Experiments :I. and 2 versus
Expersents 3 and b.

*p <08 ‘\‘ : :
*9p .00 ' 11 y ‘ o !!
o #e0p < . 001 N G i . . ' /
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Correlations between Composite S~1.tion Latency for

Individual Adjectives and Sessions and Ab. .y Test Composites

Combined Data
Verbal
Spatial
Abstract

Tall-Short
Verbal
Spatial
Abstract

0ld-Young
Verbal
Spatial
Abstract

Good *Bad
Verhal
Spatial
Abstract

Fast-Slow
Verbal
Spatial
Abstract

T’

Session 1
Verbal
Spatial
Abstract

Bession 2
Verbal
Spatial
Abstract

Session 3
Verbal
Spatial
Abstract

%p <.03
<.01
ac.00

Experiment 1

iihl
QTLSG-

~.83eee

*-?T
. ﬁ—gTE“'

—-. TLoes

]
e
A ]
L
|
L]

- TO%e#

-, 50%%
a;Bl“‘

_iééli

~.T4oee

=,Lo®
-.T3%ee

- Bo008

Experiment 2
) »
,—’!09
=. L4
=.5L"

12
-, GTH"e
=, To%as

.29
-.L5®
-, Lg*

!:13
-.Lge
-.55%

-.50%
*-53‘

‘:OQ
Y
‘151.

11¢

Experiment 3

_-iSD.

x b

E:perimeﬁt I

-. LG

: !‘sélli
_i55§i

- 31‘

-.LRees

- LR
== 55--
!-55“‘ )

§i15
-|§§

-5 - Towue
~.59% -.53"
-.52* -.fBnex

‘Toili
ii“?‘ ‘éSS“
‘—-hD‘ = 32‘

i-BS =

-l - 5600
—-Eh-i -4 31-,—
- LB -.Lgene

.39
- hS-
‘-SG‘

Eihgg
- b7
-, uL* ’ -

o
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Table 4
Predicted versus Observed Data Points for Uncued Items y
Item Experiment 1 Experiment 2 Experiment 3 Experiment A
ﬁ'ﬁmmg Observed Predicted Observed Predicted Obsarved Predicted Observed
1 613 6 s 598  sB9 602 66  s8s
2 63 629 632 630 639 674 627 593 .
3 S5T2 584 585 616 536 550 540 561
A 675 659 691 699 691 646 692 669 °
5 655 639 678 77 684 768 669 T2
6 7158 73b 783 71k 72U 8o1 734 796
T 17 693 137 765 736 710 735 710
8 697 607 T24 702 672 604 669 651
9 675 623 691 637 63l 600 6B 646
20 655 620 678 666 627 640 626 . 639
11 613 703 632 T15 582 592 583 ~ 589
12 77 822 737 683 679 625 691 659
13 675 691 691 743 691 694 692 712
1L 655 659 678 T09 684 667 - 669 670 -
15 613 601 632 548 639 582 627 555
16 117 737 737 807 736 785 735 736
1T 787 809 812 797 756 716 780 789
18 7167 752 798 688 69> 6LT T3 635
19 839 928 861 89L 829 861 816 797 ’
20 9k2 9L9 967 951 870 872 881 865
21 6L2 624 660 652 556 580 585 611
22  Th5 672 ;jé 781 T11 619 737 Ta.
‘23 617 166 328 768 734 748 752 (A
2 T9T ToM . 815 724 784 716 713 800
25 859 . 852 874 863 836 837 839 9T .
26 839 859 861 _— 929 829 873 816 862
21 ™ 761 815 775 784 778 ™3 789
28 900 880 920 1037 882 864 882 880
29 ThS 808 766 81k 65h 668 693 1%
0 728 725 752 807 647 635 6n 688
n 68 679 706 733 602 618 628 633
2 107 8154 812 802 699 713 -73§ ThO
sote: DResponse times for dsta points are expressed in centiseconds. {ti: numbers of
) S SOYTeny ol » 1 ) . -
Elglfg‘ dats points eorrespond i@fﬂﬂ!llfl in Table %111 . ,,7,,,¥jﬁﬁ§ﬁ
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Pigure Captions

.Pigure 1. HNierarchicel linguistic represeatation of information im transi-
tive inference task. '
Pigure 2. Spatial model.
Pigure 3. Linguistic model.
Pigure 4. Mixed model.

Pigure 5. Amounts of time spent in each T;;nmn (or dwmplex of operations)
» *

-

- L

for a typical negative equative item 1i1 each of Experiments 1, z;'}f—'ind 4.
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