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.This handbook is a produqt of qhe U.S. Civil Service Comm1ssmon s

contlnuing program of manpower planning research. Earlier sStages/ of -

" this research have been published in the former Federal Workferce

*modate the wide d1ver§1ty of skjll levels of the audiences

Outlook and Current Federal Workforce Data publications series.

ey

.Thisg" handbook is d1V1ded into two main parts, a narrative text and a
~series of appendlces The text deals with three prlgclpal topics:

s
-

R 'Stafflng needs plgpnmng policy matters
R (Chapter l),- . . .

3, \ '

«

-~ Manual methods of prOJecting turnover losses ' f
: (Chapters.2 SJ, Ce ' '

- Computem’methods for analy21ﬁg turﬁOver, advancement and
h1r1ng needs (Chapters 6-10).
. 4 . .
The appendices provide,detailed documentatlon on the manual methods
and the computer prograts, 1hclud1ng full computer program listings,
operatlon manualsfand tEChnLcak analyses.

Wg§H1n the text all statistics 'are presented in an,elementary, step-=
by< step manner’ which thoroughly explains and displays all the techniques
which are utilized This method-of presentation was. choses to accom-

for which
the hahdbook has heen written. Thus’ the handbook ¢an be. ungerstodﬂ@gnd
used by pagple with any Tevel of quantlaablve knowledge: frﬁm those,
who have vebv few quantitative 'skills Lo those who are techﬂf&ally
prpficient. n addition, the handbook can bé used by organizationd
with any type ‘of darta qvcrpm from mariual recordkeeping tr aophiaricated

computer systbms. .
. -

These polities, procedures, and computér‘programs are offered for
optional apd dévelopmental use onlv. They may be.used in whole or in
part by any agéncy or organization which des1res to .do so. Tn no sense,
then, shoull their use be considered mandatory on any Federal or non-

Federal office or organlzatlon. . ‘ ' ;

Being developmental in nature, we would expect that these p011c1es and

programs will not necessarily .be’ umlformly effectlve under all types of‘_

field conditions. We would welcome: informatfon from users as to their
experience with this technology and would. weflcome information on the

changes, or suggested changes, which users may find necessary or desir-
able undef field conditionms.. ¢ '

b
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Also, ﬁe Commission stands ready. to’ provgde whatever assistaﬂce ithan

to organizations interested in studying 0 applying the techniques:con-
y taineﬁ herein. : L
: . voo \.: . . . “ :].

_ _ If you haVesany questions or information, or would like to discuss ! A
Jlj. possible Coqmission assistanne in your organization, please address‘
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. '. CHAPTERI

STAFFING NEEDS PLANNING

.

- Introduction S - ST R

One of the central tagks of personnel nanagement\is to hglp agency | ;[' N
management ‘acquire the numbers and kinds of workers\r required to carry ,f'ﬂjﬂ
out the organization 8 mission. Obviously, to do this. it is first '
necessary to identify ‘what the organization' 8 staffing needs are. dnly s,
then can personnel managemernt - actions and programs to meet these needs 33L
he planned and cartded out. - , S TR
In the past, organizational staffing needs have: been cust marily deterhz
mined by such means as receipts of SF- 52's;\Requést for Personnel Action.,
These informed personnel officials of .the exigtence of vacancies that
- needed to be filled. In some cases, personnel officials were given®
,advance information by management of the impending establishment of: new R
or additional positions which would soon have to be filled. In general i ‘
it was expected "‘that personnel officials would draw upon both: types of
'.data sources for identifying total organizational staffing.needs.;

' Increasingly, however, these traditional methods have proved insufficiEnt.
As the Federal workforce has continued to evolve ‘from a 1argely clerical
j‘; structure to a largely technical and professional structure, the average
‘Federal - ‘employee skill level--and thus the average qualification require~
ments devel-- steadily increased. This has meant a corresponding in-
. crease in thé” lead time necesgsary to train the average Federal hire up
tv: to full-performance level. - Lead times ofy2-3 years for development of
"/ .;an average full-performance worker are now the rule, not the exception.
, ' .This means that in many fields, trainee hiring must increasirgly be
T keyed, not to current vacancies, but to full-performance vacancies that
will be coming up 2~3 years from now.

»

Another recent development has added greatly to the need for anticipating
‘future Btaffing needs: the advent ,of multi-year FedeTal program planning
Since so much of an organization's’ personnel management program isa -

 direct. functidn of the .0rganization's staffing heeds, the effective
multi-year planning of such persomnel programs clearly requires that

- future. changes in staffing needs be identified well in advance of their
occurrence—~a task for which the traditional methods of staffing needs
identificetion are cle?rly

-
e

For a variety of: reasons, then, contempprary conditions. require that

Federal. personnel managers develop methods:’ for anticipating future W
organizaﬁional staffing needs’ and that thhse methods be made a part of

the pers0nnel management functioahat all lﬁbels.

. [] - ) A ) . \ ';
. \ . S . L G ] B .
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‘This anticipation of future ataffing needs--which is_called staffing
needs pAanning——ia one part of the. overall process by which an organi-

- zatjon plans for 1its manpower. . This total process is called organiza-
tion manpower planning. To.get a proper perspective on the place of

affing needs plamning in the total system, we must’ carefully define
e terms which/have in the past been used imprecisely. '
. ’ . V.I ,’ r\/ ', A ~' . , .
Definitions and Responsibilities \ ' . _ L
)

' -

The term "manpower" combines the element "_power" . or capacity to do work,
with.a collective element indicating the source of that power: {.e.,
"map-", in it{s usual generic sense of "human beings. Originally used

to refer to the aggregate work capabilitiep of the total labor force of

‘a state or nation, "manpower" has come to be appliedsato the collective

labor force of any identifiable functional'entity——a} organization, -
industry, company, etc. Adding to this the term "planning" gives us,
"manpower planning » a term in'common use throughout the, English—speakin

world (and in literal translation, throughout the Westernized world) forﬁ\u\

"the systematic planning of and for'the manpower requirements of a
specified functional entity." . “ .
Over the years, manpower planning" has been applied to a variety of )
, rather different types of activities. One type is oriented toward .
y ' labor force analysis.” This includes both (a) the development of-descrip--
tive statistics showing the significant dimensions and components of a
A specified labor force and their change over time, and (b) the conducting
2 of analytical and projective studies of the changes in, and the factors
v relating to, the labor force features thus portrayed. This type of
U activity is typified by the work of the Bureau of Labor Statistics and
' 5 the Bureau of the Census.
- B ""}- :
’ A qecond type of activity isworiented toward the development. admini-
~fstration and evaluation of manpower programs. Ihis inctudes both (a)
programs to Iimpfove the employment status of particuvlar groups or :
segments of the labor force (e¢.g., equal employment oppartunity programs),
and (b) programs to promote the optimization of manpower supply/demand
relationships in particular }ndusrries and/nr OPcupatiﬂnaT areas.

Neither the anelysis-oriented .nor the program-oriented types of manpwwer’
planning, however, have much in common with organization manpower
planning: the systematic planning of the manpower needs of individual
organizations. Organizational manpower planning has a different ° )
purpose, uses different_types of data, and--especially--uses difféerent .

""specialized methods QI‘F!‘Ehniques than does either of the other major '
types of manpower planning. ,

-
e



TS OusLsuLAVL waupUwSL plauyluy LS made up oI two quite distiact - |
aspects, CL . . '

#

: -, . : 2 T n

The first aspect of organization manpower plapniqg is the planning of.

. ‘the numbers and kinds of* workers needed to perform #he organization's
work. This is workforce planning.-

" The second is the systematic estimation of the numbers and kinds of
. future personnel management actions which will have to be taken in -
order to provide this required workforce. This is staffing needs
planning.™ . S : ' .
— ‘ gl - o
In theory, these two functions interact to form a continuous, coherent
organization manpower planning process, In practice, however, these
two functions operate, in most government organizations, relatively oy,
independently. ‘ ' '

wofkforce planning--deciding what types of workers, and how many, are
.to be present in the organization--is a responsibility of agency manage-
ment. The manager may have help in performing this function from such
management staff as "O0&M" - (organization and methods), "OR" (operations .
research), or budget specialists. And in many agencies madzééﬁéht of fi-

- cials, as’'a matter of policy, consult personmel officials on the manpower, .
aspects of workfofce planning. (Cf., pp 8-9, below.)

* Staffing needs planning, on the other hénd——planntng the future personnel
: managment actions needed to provide the manager's required workforce—-is
a respofsibility of the agency's personnel director.

These two functions also differ in their purpose and méthodology. The : .
purpose of workforpe planning, for example, is to answer the questions:

-

“ —— What kinds of workers:will be needed?
-- At what skill levels? And

—- How many of'each?

A . 'L
The purpose of staffing needs planning, on the other hand, ig to answer ' fn\f\$\\
the questions: ' ' . . § - ) ///9 S

— What types of future pergonnel actions, and how many, will be a -
needed to provide management's planned workforce?

[

#- Will providing the workforce be feasible? (If not, what 5
changes will be needed?) And - R o’

~- What will providing it cost?

-,

7. ‘
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. On the subject & methodology, we would point out that the methodology

of workforce planning, in its most typical form, is to start with (a)
estimate expected workload, to which are applied, (b) measures or

»  assu pti of output -per unit of labor tifh, and by this means "to
derfve estimates of (¢) the numbers and types of workers needed to
produce the expected workload. Workforce planning methodology, that is,
uses workload and work measurement data and derives ''required workforce"
plans. ' '
. 2

The methodology of stdtting needb planning, on the other hand, is to
start with (a) the manager's ''required workforce' plan, estimate (b) the
personnel losses and shifts likely to take place during the planntng
period, and then to determine (c) what future ersonnel management
actions will be needed to provide the required workforce. Thus,
' staffing needs planning uses mostly personnel data and produces either
suggested changes in management 's workforce plan or summary estimates
ﬁ‘-6f dhat must be done to provide the required wprkforce. '
It is the purpose of this handbook to set &orth in substantially full
detail (a) the policles and features which characterize effective
staffing needs planning programs, and (b) a specific basic technology
for performing the key analytical functious of such programs.

Suggested Policy Requirements N
From the above discussion of the distinction between workforce planning
and staffing needs planning, {t Is clear that a definitive manpower
planning policy is needed which will make explicit both (a) how these two
functions differ, and also (b) in what respects they are interdependent
and must function in close coordination. : K

In general, we suggest that an effective overall policy would provide that:

1. Personnel management officials should fecognize the workforce
© planning aspect of organization manpower planning as the
- direct responsibility of agency management; that

. 2. Such personnel officials should provide information gnd,
" assistance to management and management staff in the
performance of their workforce planning tesponsibilities.
' ' ' under policies and requirements established by higher -
¥4 . management authority, the Office of Management and
Budget, the President and the Congress; that

, 3. Agency management officials and management staff should

! recognize the staffing needs planning phase of manpower
planning as the direct responsibility of organization
personnel management; and that




4, Such management officials should provide information and
tvsassistance to personnel officials in their performance of
the staffing needs planning\responsiﬁilities under
policies and requirements established by higher authority,
the Civil Service Commission, the President and the Congress.

In addition to a gemeral policy, guidelines for the basic functiomns of

staffing needs planning programs should be spelled out in concrete
detail. We suggest tha® specific reference be made to the following:

1. Information Functions - There should be provision for:
.
The regular transmission to organization personnel
officials of detailed data on the workforce structure
established or proposed by management for each phase-
of -the organization's planning period; and

The regular transmission to organization management
officials of the types of personnel management and
staffing needs planning information detailed under
. "Workforce Planning Functions," below. °
2, Analysis Functions - Provision should be made for the -:
regular, scheduled analysis of manpower resources and

persennel transactions data. This may'include'éuch
specific analyses as:

. 4

- Tredds in the occupational, grade or skill level,
and/or pay distribution of organization workers in

specified o;gupations, functions and/or organization
segments; o ’

Levels and trends of workforce composition in parti-
cular occupations or functions such dimensions as
age, sex, minority status and/or length of service;

-~ Levels and trends of employee retirement losses and/or
eligibility,

’

- - The pattern an&/or trend of workforce accession actions

(number and percent of outside hires at entry levels, etc.);

. ' /(

- Levels and trénds in occupationafiadvancement paf%erns,
inter—occupational flows, etc; and/or

”
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e Lenels and trendsmof oetupational and/gr organi-

zZational loss rates due to quits, transters, occupa-
tional shifts, etc..

-

.Staffing Needs Estihatlng Functions - Provision should be

made for the systematic estimation of current and future '
staffing needs in key organizatfons, occupationg or

- specialties. This may include such specificnactivities as:

- = Analyzing the net workforce changes which will be

required during each phase of the planning period
under. management's actual or proposed workforce plans;

- Projecting the numbers and types bt vacancies that are
likely to occur dg ing each phase of the planning
period due to such causes as turnover losses, death,
disability, retirement, management actions, etc.;

- " Projecting, by and/or with the aid. of personnel
functional specialists (staffing, training, etc.), the
numbers and kinds of personnel management actions
which will be necessary under current or proposed
personnel policies to provide the required workforce -

-, when, where and with the skills needed; and

-t The preparation in conyenient, hard-copy form of
written summaries of the results of such staffing

, needs estimating activities.
Workforce Planning Functions - Provision should be made for
the development and the transmission' to management of
personnel management and staffing needs data and analyses—,
which are needed for the effective performance of workforce
‘planning functions. This may include such data and analyses
as: g

- Detailed assessments of the feasibility of providing
management's proposed workforce, based on labor market
limitations, the numbers of employees in the .
-training pipeline, etc.,

- ,~jDetailed analyses of the means necessary to staff the

. ..proposed workforce (extent of outside hiring-at
‘entry level necessary, amount of employee training or
re-training needed, etc.);

-

Ty




- Estimates_of the direct and indirect costs of the
necessary personnel staffing actions (cost of °
recruitment, training, employee reloéation, sepa-
ration and leave payments, etc:);

- aInformation on the impact on workforce cost Jestimates
of new employee salary or pay schedules, A40b or
occupation reclassification.actions, emp oyee grade
distributions, etc.; -

- Analyses of the impact of the proposed program of
staffing actions on (a) the existing workforce
(advancement or retention opportunities for women,
minorities, handicapped, etc.) and on (b) the
organization 8 responsibilities for implementing%
public policies (EEQ, upward, mohility, older
workers, veterans, etc,); and : ’ T
- Recommendations for changes in (a) management's -
' workforée plans (occupational or skill- leveihtrade— .

offs, etc:) and/or in (b) organization persannel

policies or practices (policy on outside hiring,

etc.), based on the above.

Personnel Program Planning Functions - Provision should be
made for the utilization of the above-described data and
analyses in the establishment,of operational goals and.
objectives for the various personnel management functional

-activities and in the development of personnel management

budget estimates.

Y.

. ] ‘ fav
Data System Functions - Provision should be made for an

effective data system for obtaining, recording and
furnishing the data needed to support staffing needs .
planning functions. Such systems should include specific
provisions for obtaining and recording needed data on the
workforce plans and proposals made by organization manage-—
ment as part of the workforce planning and budgeting -
process. N

Evaluation Functibns - Staffing needs planning systems

_should make specific provisions for the regular and systematic ‘ﬁ!

evaluation of the above-described manpower planning policies, w Uye
precedures and products, and of their contribution to the et
overall planning, budgesing and personnel managementgsystems AR
of the organization. _ : T

Pl
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"As will be appreciated, addressing all of th bove functtons iu, cue
single basic handbook is not feasible. Accdrdingly, this handbook
focusses }n what 1s perhaps the pivotal technicalsfunction of staffing
needs planning: the-estimation of future ‘vacancies and, in particular,
on the analysis and projection of employee turnover. 1
For more than seventy. years American researchers have sought in vain
for a simple, reliable method for analyzing and projecting turnover.
Scores of methods have been tried. But each has failed when tried 1iu
new situations—-or even”'in the same situation after a lapse of time.
Now, however, effective methods are available.

|

The methods set forth in this handbook had their oirigins iu baslc
research done at the Y.S. Civil SerVice Commission during tué period
1966-70. 1/ This research has been subsequently confirmed as being
consistent with long-term actuarial studies in Great Britain and on the

Continent and the methods can be counsidered proven etfective and
reliable. ‘

Needless Lo say, the authurs of this handbook accept full regpouasilility
for the technical eftectiveness and adequacy of the speciric methods
described. Any errors or weaknesses are ours alone.

In preparing the varfous sections of this handbook, we have tifed to
follow a four-step procedyre. First to describe bxietly the specific
nature of the prbblem at hand. Second to describe more or less in
detail the technology whieh applies to the problem. Third, to provide
a detailed, step-by-step method for making the necessary calculatioens
or manipulations. And fourth, to describe the features and capabil-
ities of: the compiter program8 provided to perform each analytical step.

A number of consi&eretionsrwere involved in the design of the computer
programns. From ,the outset, we determined that chey shéuld be:

1. General in application -~ usable by anyone in any organi-
zation'

2. Complete and self~standing —— all calchlations, including
statistical tests, to be done by the program; no statistical
background required to operate them with full effectiveness;

£

l/Reported to a 'September 1971 NATO Conference in: H. L. Clark,
"Problems and Progress in Civil Service Manpower Planning in the
United Statesy" reprinted in Manpower Planning Models, Clough,
Lewis, and Oljiver, Eds., English Universities Press, London, 1974.

- 10 -

S

Ve
I
&S




g 3. Technically compact and simple —— programs are written in
’ Fortran IV, one of thefmostggémmon computer languages, angd
/ use only elementary commandg and a minimum of core; any time-
. sharing service can rym them; and
e - ’ )
) 4, Fully-documented — For.eaéh program, we provide:

-

a) ;Program Listing~—a complete listing of the entire
program and abl required subroutines.

b) Operation Manual—-a complete set of step-by-step
instructions for the program operator.

c) Technical Analysis--a detailed analysis of what the
program is doing and how results are obtained.

Taken together, we believe that this handbook will give both the
newcomer and the experienced worker a sound grounding in the central
analytical tasks of staffing needs planning. Prior training in
statistics 1s not assumed or required--though, needless td say, it will
be helpful 1f the reader has it. Some aptitude for quantitative work,
as well as some elementary algebra, are required.

For all, we hope this handbook &ill open new doors to solutions to old
problems. If it does, we shall: feel amply repaid.
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‘The Technical Probleﬁ

. ‘ CHAPTER 2 -
N R

. ANALYZING WORKGROUP LOSSES .
. v ‘ (, o
el

- 7

Tie pivotal Eechnicai.problég in the estimation of future vacancies is

the analysis and projection of turnover losses. This can be clearly
seen from Figuré/Z-l." . : :
Notice that the group of positions labelled "Growth" can be readily
determined by simple subtraction of the starting population (left bar)

.from the projection-period's ending population (right bar). What the

level of "Losses" will be, however, must be estimated by some other
means.

Means for estimating some kinds of losses are readily available. Losses
from death, disability, and retirement are termed actuarial-type losses
because actuarial tables for estimating such losses have been available
for many years. These are simple "annual loss probability" tables based
on the employee's age and sex. Samples of such tables will be provided
later. Here, it 1s only necessary to note that tables for making such
estimates are readily available.

There are go actuarial tables available, however, for other types of
personnel losses’ (voluntary quits, etc.). A variety of techniques have
been tried Rver the years to deal with such losses. But it has only
been recentl}, with the development of automated personnel data files,
that data have been made available to permit effective’ large-scale
research to be conaucted. '

0

The U.S. Civil Service Commission has been actively engaged in manpower

planning research, and particularly in the study of turnover, since the
establishment of the Federal Persomnel Statistics File (The "10% Sample')
in 1962. This File contained a continuous work history sample of all
Federal employees whose Social Security number ended in "5." From this"
initial 10%Z, this sample has been expanded to its present 100%. In both
its 10Z and 100% forms, this sample has made it possible to study turn-
over in a degree of detail never before possible.

It had long been known, of coﬁrse, that tﬁfnoveg rates differed substan-
tially by.occupation. With the advent of a computerized data base,

"however, we have been able to study turnover in:particular occupations

in great detail. And this research has taught us a great deal. s

Before we take up what has: been learned from this research, one prelimin-
ary point should be clearly understood. *In this discussion—and indeed
throughout all portions of* this handbook--we are dealing with retention
and turnover of non-—temporary employegs only. Losses .among temporary

.. .
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‘ _ . .
employees, such as separatfons at the end of the job's planned duration
(e.g., termination at the end of an appointment "not to exceed 90 days")

. are not dealt with in~this pamphlet. .

( /

Wich it clearly in mind that we are talking about continuing employees
only, theh, let us see some of the Lhings ggat have been learned from
turnover research. Hﬂ . \?_

The Results of Turno@er Research

¢

Just about the first tlings you learn when you begin tuv study otcupa-
tional turnover}/ closely are that turnover is a function of employees’
lengths of service, and that most turnover occurs in the period immedi-
ately after hire. Additionally, you learn that the turnover curve is a
very peculiar kind of animal indeed."

For example, some years ago we took a-group of low-level clerical hires
and followed them over a tHree-year span, counting at the end of each
year how many were left of the original starting group. The figures we
got looked something like this:

v . L4
. Start 1002
* End of lst year 58%
ﬁ . End 2nd year 447
End of 3rd year . 367 .

When praphed, these polnts look like this:

100%

504

1/The occupational analyses described in this handbook do not need to be

; done for every occupation within an organization. They may be restricted

" to an organization's major occupations. Statistically, the techniques
are more efﬁgctive for occupations (or groups of hires) with 32 or more
employees. . By use of the techniques in Chapter 8, it is possible t
combine smaller occupations into larger groups if a user so desires?\

- 14 -
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Now, we know*ffom/{;;;’actuariél experience based on our Civil Service
Retirement Fund records that about 5% of such hires remain in the ser—
vices all the way to retirement age. Thus a full 30-year curve for this

b

~~group must look something like this:

.

. . -~ 100% ' y | -

50%4
~ o : '
\\ )
~~~-~--~---- &
N 4 ] ‘
. 10 i 20 3 :

: I :

That's a rather striking lookMhg curv%gﬁysn't it?

. A gy .
Let us look at some of its/;ropertiesﬁﬁﬁﬁxst, we see thétf§4z (100% -
36%) of the §§§al of 95% who will leave béfore retirement are already
gone by the of the third year after joriginal hire. And of these,
42%--or more than half of the 3-year totdl lossés of ——left. in the
first year alonme. i T ?§\ :

When we first started éeeingﬁahrves like this, we made up a simple "rule

i of thumb" to describe this céncentration of losses in the early years.
This '"rule of thumb" went something like this:

"In any given group of hires, from two-thirds to three-fourths of
all of the quits that will ever occur prior to retirement age will
have already octurred by the end.of the first, three yeaxs of ser-
vice. And of these, more than half will have océurted by the end of
the first year alome."

We found this rule of thumb uséful in getting aggesd to people what a
high proportion of quits occut™in the first few ﬁﬁérs of service., And
it was useful in showing thafpphe data needed to meaBure turnover were
retention rates over time--i.e., longitudinal data. But’ it really was
not much help in a computational sense. T )

The second major “thing we can see from this type of data is that the
turnover curve is not the simple  kind of curve people have thought it
was. For example, in this sample we see that 42 out of every 100 in our
. 8tarting group left in the first: year, another 14 léftfin the second .
year, and 8 more left in the thirll year. Obvioysly, then, we ~annot
just say that any one fixed number of people are leaving our group

during each year of service.
»
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‘Well, how about a fixed
~. of the_people on board at the_gth

The retention data show that:thiS'éppfoacﬁ will potiwotk eitﬁéf‘

rits heaviest in'the, first three years afte

R - B :
s |

? : <

ercentage of.people leav

year''? " This is’the kind o

#s an adequate measure
used in

of "the turnover.rate." ‘Ihig\is-aﬂso the épb'fJ%‘
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first year, fof example, we lose 42 out o 100 or.42%.. "In the second

year, "14°0lit of758 6ff242."&nd éhe“thixd”yéar‘L§ out of 44 or 18%.
What’be can see from these data, then, is that (a) turnover is by far'at
, hire--and especially in the-
first year——but (b) the shape of the turnover curve is by no means'the
simple type of thing most people think it is.

The Log-Probability Nomograph

To show you just what the turnover curve really 1is,
is called the "log-probability nomograph" (Figure 2-

%é must look at what
for using it are written right on it. N

The ipstructions

First,”you obtain data on what percent of a given group of hires
are still on board one year after the date of origihal hire and
locate this point on the "lst year" percentage scale. ‘

Second, you take the percent of the original group that aZe left
after the second year and locate this point on the '2nd year" per-
centage scale.

Then you take a straightedge and draw a line through these points
and on through the repaining years' scales. Where this line hits
.the scales for the 3 hrough 7th years indicates the petcentage

of the original staTrting group that are likely to be left after
each year. 5

8 been drawn on the nomograph using the data
From this sample line, we can now extend
e> have up to seven: C 5*‘,

As you see, a sample line |
points that we gave earlier.
the number of data points

Year % Left i .
' st ( 58 . .
2nd T 44
3rd |, . 36
7 - 4th 30
Sth - o 26 :
6th . 23

7th 21

' — R in some kinds of. 4\~
.statlstical modelling techniques utilizing transition matridégaér,"yarkov -
Chain" methods. ¢ .. . . o

'In the

\
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TN
-



BUREAU OF POL!CIES AND&M&ARDS Uus civit SERVICE COMMISSION .

LOG- PROBABILITV NOMOGRAPH FOR’ PROJECTINq WORKGROUP RETENTIO\Q { AND LOSS )

—

EXAMPLE:

ot the end of the firg) vear &t service ’ =~
o 50% of the eriginel group tett

3 - N -
~ e
K. R ——— ‘ _
4 ' . -
[ 1'1N J— —_— - — — : [ ; -~
1 v = 7 & NG " g
\
N - \‘\,. '
' S
.\ i .
s
. el : .
\ o e — g
/ ’ \,..~~; h = / .
L AND.. '~~..... /,r
N . ot the end of the jsgo0d ..‘~._ ‘ “ - )
. 0% . yoer there ere 44% lotr . — h— THIN . N n__..
. estimate __% ot the b il TS L
N S
/ snd of the Lig vesr |- e O the ond of } T
\ the 410 veer — ot the eng . ‘~._..
" 20% R ——— of the
\ Lib ves Y i
. yooi ~ b
. yeor
» v
[
» - .
10%
7 .
. ) N
. . . ,
. ' '
(38 e -
st Yoo ind, Yeur - 3rd Yoeur 41h. Yoor # Sth. Year Sth. Yeur ?Ih.
' 0 ) X
- o o J
| '/ .
O

ERIC

Aruitoxt provided by Eic:

(20%]

(30%)
{40%)

(50%)

90%

\ifB%)

Yoor



. . l | . . a . . . . . . . \
Having seen one tufﬁover curve for ome group'of employees, let .,us plét
the curve of another group. This time we take a group of professional

- hires and we find that in this group some 83% are. left at the end of the °

- first’ year and 75% are left at the epd of the second year. Plotting

these two points on the first twa scales and drawing our straight line,
‘we read from the remaining scales (Figure 2-3): -

Year - % Left , -
3rd o i | S
| 4th | 66 -
‘ . Sth | 62
g T © 6th 59
' 7th 57

Ad

‘ | SN
From thése two examples it is clear that the log-probability nomograph _
. can be used to plot the long-term retention curve for any cohort (i.e.,

- starting group)“fpr3wh1¢h we have longitudinal data (i.e., measurements
_over time) ~

Suppose, however, that we have more than just 2 years' data--say, three
or four yeafs--and that when we plot” them we:find that they are.not
quite in a perfect straight line. (Since there is almost always some
random variation around any norm, this can be expected to be the usual
case.) When this occurs, all of thedavaflable points should be uged in
draving the final strajght line. : S
Suppose, for examrle, thot -e have four points like rhis (the:verticn!

geparation’ of the rrinte ta avagorryated hormn ooy the qgake bf;.."1eﬂrﬁl’
i]lnvnrrnr'ﬁn)'

N ’ \'\

. - : \ _
In this case, we simply reduce the number’%f points to two by comnecting
the first two pointq“;ogether and the last two points together with
'straight lines and locating the midpoint of each line. The final 1inl
1s then drawn.through -these two midpoints. thug: -

-
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'1f there: are only three points, the solﬂfidn is not quite as satisfac-
tory, but wilt give a reagonably-good approximation of the correct line.
For three pointg, we take a pencil or other suitable marker .and draw one

- small circle ardund the first and last points and two circles around the
middle point, like this: ‘ - C

- V . 4

\

Ideally, you.should then be able to draw the final line tangent to the
circles around all three points. If they are still too gseparated for .
that # however, the final line should be so drawn that the total distance
from the line to the circles around the first and third points combined
is as nearly as possible equal to the distance between the line and the
outer circle of the middle point alone, thus: ! '

-




For more than‘four'points, there .really is no simple method other than
to say that the sum of the distances from the line to points above the
line should be as nearly as possible equal to the sum of. the distances,
from the line to.the points below the line. Obviously, the nomograph -
method is not well suited to large numbers- of data points.

‘Application to Hiring Levels

Let us return to the data table we developed using the first set of 'ﬂ
‘retention data. There are a great many useful points that this table T
can illustrate. ' ‘

\
First, let us apply this turnover curve to the case of an organization
that has been hiring exactly 100 employees in this occupation each year -
for the last 6 years. A lengfﬁ—offservice distribution of the employees
still on board would look like this: '

' v

YeargVSince‘Hi;g Number

23
%6
30
36
44

~28

“-NwWwWwPpsuUo

Total 217

As yom see, this looks just like our original retention table and, if we
graph these values. the result would look just like our turnover curve.
So the first thing we can learn frem studying the turnover curve is
that--other things being equal, of course——the length of-service digtri
bution of an occupaticon’a workforee will tend to loak 1ike that occnpa
tion's turnover curve.

\
In actual practice, of course, most organizations don't tend to hire the
same number of people every year. Rather, you, hire more Szme years and

less in others. But though these ups and downs in hiringlcause corres-
ponding ups and dewns in the ledgth-of-service distributi » the turnover-
type curve can usually be found i¥ you know how to look for it.

For eiample, one organizafion's 1 gfﬁ-ﬁflservice distribution for
employees who had completed at le st one' yeax of service looked like

this: . v
Years Numbe Years Ngmber
1- 92 , 6 70
" 2 77 7 35
3 55 8 34
= 4 67 9 48
5 95
. RESE
2




(We will use only a few years of ‘data to keep this simple.)

Obviously, when we 'ﬁt't.hese ,"point&. they do not look ver}; smooth:
. | . ¢ . :
v . 100, . *

2

922 3 4 5 6 7 8 9
T't'1e Lips and downs can be smoothed out, however, by using a quadratic
centered-moving-average technique. To do this, you choose an odd number
. " of points--say, three or five--and taking the miidle point as the centery

find the quadratic mean of the center point plus either one or two
points on either side. In this case, for example, we use a, 5-point

Ny centered-moving-average and we compute the first points like this:
CMA for year is equal to
| 3 §I92x77x55x67x95
A g7 ;“ia":'%';'m(
etc. o ote. \

This ir most easily done on a calculator:

Step 1. 92 x 77 x 55 x 67 x 95 = 2.47993 x 10°
Step 2. log (2.47993 x 10%) = 9.30444

Step 3. 9.39444/5 = 1.878888

Step 4. antilog 1.878888 = 75.7

And so on. ‘By this means we find that ing'a 5-point quadratic c.m.a.
for these points gives:

4 Center Pt. C.M.A. x.
. 3 75.7
. 34 - 71.6
5 ' 61.2
6 ! _ 55.6
7 : 52.0

~ _22_ ,,‘ e




Plotting these points on our original’ graph gives: .

100,

504

As you can see, the smoothed data points look much more like the turn-
over-type curve we were looking for. As you can also see, however, the
tendency in this organization is for new hiring to go sgarply up and.
down in quite regular cycles over a multi-year period. Many organiza-

- tions show such cycles and their identification, through study of length-
of-service distributions, can often be helpful in projecting future
hiring ups -and downs. -

Let us return, however, to our hypothetical length-of-service table and
see what we can say about the level of turnover we can expect. to occur
in this group in the next year. Using our turnover curve, we estimate
"the following losses: ‘

Yéars Number After Lost

Since Hire Number 1 Year In Year

6 23 21 2

- 5 26 23 3
4 30 26" 4

v 3 36 30 6
2 . 44 ' 36 8

ro- - 58 _44 14

' 217 . 180 37

'Thus, we estimate turnover over the next year as 37 out of 217 or 17.1Z.

' Now, however, there is a very important point we can show. Let us .
illustrate it this way. Suppose we decide that we are going to go out
and hire another 100 people now= - What effect will ‘this-have on next
'year's turnover? Let us add these new hires to our table as folleows:

Y
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" Years . Start’ No. After’ _ Lost
Since Hire - of Year o 1 Year ‘in Year
S 6 -1 217 180 . . 37 .
o 100 . 58 42
Totals 317 1 238 19

As you see, our turnover estimate for next year is now 79 out of 317 or
24.9%. ) .

y -

Suppose we tried other levels of new hires such as:

Number of f, - Se———m—o ———-Expected Losses———
Hires Number Out \Of ] Percent
0 37 217 e 17.1
50 . . 58 267 s 21.7°
100 79 [ . 317 . 24.9
; 200 ‘ , ' 121 417_ v -29.0

The important point these data illustrate-—and it is a very important
point indeed—-is that the turnover rate of any given group is directly
dependent on the rate of new hires being added to the group. If new

. hiring goes up or down, so does the group's overall turnover rate.

One reason this point is important is that it gives us.an explanation
for something that labor economists have often observed: The tendency.
for government's overall turnover rate to go up when the economy risges
and ‘down when the economy declines. '

What happens is not that there is any change in any existing group's
length-of-service loss curve--on the contrary, these curves tend to hold
their steady course no matter what the state of the economy. Rather,
what happens 1s that what goes up in good times and down in bad times is
the overall level of government hiring.

When you hire more, you have more new recruits in your workforce and,
since these are lost at much higher rates than your longer-service
workers, your'overall'loss rate goes up. ' When you hire fewer new
people, the process is exactly the reverse. Fewer new recruits.mean
fewer turnover losses and a lower overall turnover rate.

A second reason this poiﬁt is important is that it gilves us new insight
into what causes differences or changes in the turnover rates of parti-
cular organizations or groups. Very often peaple interpret changes or

differences in turnover rate as reflecting poor|morale, ocutside competi-
tion, inadequate pay rates, bad management, po organization practices,

. etc., when almost invariably the real causes l}le in hiring practice
differences or changes. :
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"And finally,'this point is important because it shows that the nomograph-
. type of turnover projection can predict an organization 8 future turnover
" levels even when the number of new hires to be added to, the workforce

~ (or, the total size of the workforce) represents a major depa rture from-
"~ the organization 8 past trend. _ . e

This is a virtue of very special usefulness. It is one thing, after
all, to be able to predict future turnover needs when the organization
1s on a stable trend, .with little. change from year to year. ' Any trend-
projection technique from "yules of thumb" to Markov chains can make
good projections in these cirtumstances. But it is quite anotheér matter
to predict turnover when abrupt and unprecedented change from past
‘trends is in the works. Yet it is ‘at times of such abrupt change that
effective planning is most needed. Techniques that can handle such

. change situations, therefore, are very useful indeed.

Other Applications . '

v

Although.we have now seen what is perhaps the most important conclusion
to be gained from discussing the nomograph, we should not conclude
without at least a brief mention of some of the other useful applica-
tions that can bé made of our turnover curve table. ,
First let us return to the basic table we made up for: the turnover curve
shown on the nomograph:-

Year . % Left
Start 100%
lst 58
| 2nd 44
3rd 36
4th 30
5th 26
" 6th .23
7th 21

From this basic table, we cap compute:

J
1. The probability of a new hire's lasting x years. E.g., the
. probability of a new.hire staying 6 years is 23/100 or 23%.

2. .The probability of an employee of x years service staying
until year y.  E. £+ 'the probability of an employee with 3
years staying to the end of 6 years is 23/36 or 64%. )

3.  How many people have to be hired now.to have x people on board
: y years from now? E.g., the number of hires needed to have 50
people on board 3 years from now 'is equal to:

'/)v/
~ ' A
f
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= 100

X .

s 50 36
- ) . .o * ‘
C , 36x = 5000 .
{ ' B . y
: x = 5000/36 = 139

4, ' Assuming a training course costs $1000 per employee, how much
money must be spent on training new hires now for every em-
ployee needed on board 3 years from now? - E. g., the cost of
the training divided by the 3—year retention probability is
equal to: , R

$1000/.36 = $2778 .
As &ou see, there are a number .of different kinds of computafions that'
can successfully be made, from just the limited amount of data “in our
basic table. o 4.

o

ConcIusions

&

Let us conclude our discussion of the nomograph method by summing up N
this method's advantages and drawbacks,

On the one hand, it is easy, quick, and cheap. The nomograph shows
right on it the data that are needed and how to draw turnover curves.
Anyone can use it--it requires no mathematical or statistical expertise.
Anyone who has the ability to read a scale and draw straight lines can
make seven year projections from simple data.

These charactetistics make it very handy to use in small groups, under
field conditions, or by such skilled scale-weaders and draftsmen as
crafts-and-trades employees or foremen. Also, since the seven scales
can be taken as representing any egqually-spaced time units-——seven weeks,
seven months, seven quarters, etc.——the nomograph method can be used on
shorter-term, as well as longer-term problems. -
Finally, the method uses data that gsually are readily available in
organization records. Even in orgdnizations without detailed personnel
data systems, there are usually pay, records showing the number and types
of employees hired in a given period and how many were still on the
rolls at selected subsequent time periods.

These advantages make the nomograph method very useful in many common -

types of situations. It is sufficient, indeed, for many practical

situations. :

The nemograph method also has, however, some trbly significant drawbacks:
- \

!
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‘ Manual line—fitting gets very hard .1f you have more than four
points;

- When retention observations are unevenly spaced, the correct
: ~placement of,points in between scales is hard to achieve;

= Nomograph results are difficult to apply directly where the
.group's hires have been made over a span of time rather than
being bunched together; : : :

- ‘The nomograph curve directly applies to employees in the first

‘_seven years of service é6nly; .

- It is hard tg apply nomograph'curves to mixed length-of-
oo ~service groups, such as an organization's overall workforce
' \ with its typical mixture of all different lengths of service;
& ¥ and . ‘
5 _ - While the nomograph method shows the most probable Ievel of
. future retention, it is difficult to estimate how reliable
that projection is and how much variation can be expected
from these projected valuesg

3

Clearly, gﬁ&le the nomograph method is) both useful and instructive,
effective staffing needs planning requires more sophisticated, more
flexible, and more powerful methods. Such methods have been devel-
oped and are available. And it is to them that we now turn.
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. CHAPTER 3

... ~  ON CURVE FITTING

'

During our discussion of the. log-probability nomograph, you saw how .
approximation methods could be used to fit a straight line to a plotted
set of retentlon data. The line we wje looking for there was the one
which would best represent all of thzngsthts. The purpose of the
statistical method described in this chapter is exactly the same as that

used on the nomograph--finding the best line.l/ . ) : </

. To develop this method, we need to know how. to:

-

l. Determine the formula for a straight line from a_given set of
- data points;. and . . .

2. Transform 1ongitudinalwretentiqn data so that it can be fitted
with a straight line." . .

. . ‘i’;‘ ~
The General-Formula For A Straight Line
— T %
SRR - : .
To begin the discussion of a statgﬂtiéal method of fitting a straight -
line to a given set of data points, . must-shift our attention from

points plotted om a nomograph to points plotted on a standard graph
(such as the one on which our original retention curVe was plotted).
This graph consists of two perpendicular lines. The ivertical Jine 1s
called the y-axis; the horizontal Iine i{g called the x-axig.

Congider fiyat the fallowing graph:

~

N
4

[and 3
N
w
b»
w)
O
V4

. “jﬁg {
1/ Readerg familiar with'the 1inear least-squares curve-fitting method,
described in this chapter, may proceed to Chapter 4.

4
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The three points plotted on. the graph can. be represented by the follow~

¢
.

ing table: .
‘x-axis y-axis . ‘
0 1
1 1
2 -, 1

i 2

. This means, for exampie, that the value O on the x-axis is matched with

the value 1 on the y-axis. We will refer/to the values on the x-axis as
x~values and to those on the y—axis as y-values.

Connecting the three points on the graph gives a line which is- parallel'
to the x-axis: . .

[%%)
¥

lt. ® ®
. A A A

T3 4 5 6

Since for each value pn the x-axis (i.e., for each x-value) the corre-

sponding y-value on the line is 1, the formula (or equation) describing
this line is written:

1

i y=1
: C:ﬁite that this relation also holds true foér x = 0. It can be said that
- this line intercepts (or hits) ‘the y-axis at 1. " _ J

-
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--Tq genefalizegghisﬁqoncepé, éopsider any Xine parallel to the x-axis and
- let the distance from the x-axis to the point where the line intercepts

the y-axis be represented by the letter a as follows: -

1

W
=

ﬁsing the sdme reasoﬁing'as before, we can say fhat this line is repre- .
sented by the equation: ‘ .

s ' y=a

The point'at which é.line intercepts the y-axis is called, quite natur-
ally, its y-intercept. .

Now suppose we make a slight change in our set of points and use:
) .

X ¥ N

L [
0 1 ' :
1 -3 N
. 2 5
Then our line looks like this: "
I. \J

[e)}
v
%
B




»,

We still have a value for a (the y-intercept) of 1 but obviously some—'
thing else is needed. ' This "something else" is a factor which measures
.the line's departure from being parallel to the x-axis’.. Or, in other
words, a factorJ/hich measures the amount by which y differs from a.
Consider the following diagram: , - f ' v

K]

o | 0 \

—~
Naote that for x = 1, y=3, or y=1+ 2= 3+ 2. And forx =2, y =5

=% + 4 = a + 4, These two values of y can also be written still another
way :

y=a+2=a+2(1).
y~a+tb4d~a+ 2(2)

Note that the values in the parentheses are the corresponding valués of
Xx.

So, for x = 1,
y=3=.1+2=a+2(1)=a+2x

And for x = 2,
t .
y85=1+4=8+2(2?=a+2x\ . .

N

- Now, replacing the number 2 by the letter b, we have:

y = a+ bx .

This 18 a generalized tquation for a straight 1ine. And b is referred
to as the slope of the line.

- 32 -
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. Our example, above showed b as a positive number.

. ‘ But ‘b:can also +be
negative, For example, consider the points:'. - S N
: . X . 'l 2 c ~ .
- ’ ’ 0 1 K
_ » 1 a1
9The“graph of these:points 1s:
. ' E R . ) a !
! l L @ Ce, Y
o1 i ' ’ . )
i .
\} a=1 @
A 7y -\ ¥ * - *
F .
' . M /\
The value of a is still 1. But in this case, for x = 1, g
: y=-1=1-2=1-2(1)
And for x = 2, ' Ce : ‘
§ 3 . | - '
¥ vy =3 =1-4=1-2(2) .
So in this example the equation is: &
’ 3 : ¥
y=1gz=2¢x ™~
And b = -2, (In ou£-anélysis of retentfon data we will find that the
. value of b is always negative.) .
“ . ‘ : . * .
. f! - ‘s \
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To sum up then, we have:

A general formula for a straight line is:

y = a + bx

where

‘a = the y—-intercept
b = the slope

Once the equation for a line is known, it is possible to use that equa-—,
tion to solve for a value of y for each value of x.

The Linear Least Squares Line

Now that we have a general formula for a straight. 1ine, we want to be
able to use it to find the line which best fits a given set “of data
points. To do this we need a method to calculate values for a and b
using the x- and y-values of the data points.

e , s )

Ns an example, let's use the points:

u '

1 1
2 3
- 3 4
You can see_from the graph below that these points are not exactly in
line: : ' ’
C\’). A
. 6t NG g
" 5t - )
. [ 4} . .
3r ®
‘ 2k s
i ° '
.1 2 3 & 5 6 .
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<The first step in the procedure.to find the best line to fit ‘these
.points is to set up a work table with these headings:

. / x Y xy x2

The first column of the table will 1list ajl of the x-values. The second
coluﬁﬁlﬁﬁll_list the y-values (with each given x, y pair—i.e., point—-
on t same line of the table). For the third column, each x-value is
multiplied by its corresponding y-value and for the fourth columm, each
x-value is multiplied by itself (i.e., squared). After the columns are
filled in, the values in each one are added to obtain a total ‘figure for
each column.. : -

' Using our sample set of points, *a work table would look like this:

x. ¥ xy x2
1 1 1 1
2 3 6 4
3 4 12 .9
6 8 19 1

There\is a set of two equations which uses the summed values in the work
table to calculate values for a and b.. To use these equations, we need
a special symbol to express the siums in shorthand form. This is the
capital Greek letter sigma (). The symbol is read as "sum of." Thus,
2x is the sum of all the x-values, Ey'is the sum of all the y-values,

= Exy is the sum of all the xy-values, and 2x2 is the sum of all the x2-

value“

We also need a symbol to represent the number of known data points and
we will denote this with the capital letter N. In the example, N equals
3 (since there are 3 poipts). L. :

The equations that we are going to use to find a and b are:

¥
Sy = Na + bSx
Txy = a¥x + Bix?

. . 5 .
(These equations are known as the "normal equations" and their derivation
may be found in any basic statistics text.) ’ "
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To use these equations, values from the work table are substituted at

.From our

Tx
Xy
Ixy
Sx2
N

the appropriate places.

4 -

sample table we have:

1

6
8
9
14
3

(

Substituting these values into the normal equations, we get'!

8 = 3a + 6b
and
19 = 6a + 14b

Now we have two equations with two

we use the technique of simultanecus solutionm.

of this technique is

The first step in simult
one of the unknown terms.

(1
(2 ‘

unknowns {(a and b) and to solve them,
"For those whose memory -

, what follows is a short refresher caurse.

eous solution of two gquations is’to eliminate
This can be done if the coefficients of

{1.e., numbers preceding) one of the unknowns are made equal in both

equations. This will a

ig subtracted from .the ¢ther.

ow these terms to cancel out when one equation
In our example, this can be done easily ’
by multiplying both sides of the equation (1) by 2.

When we do this, we

get:
| 16 = 6a + 12b (3 >
Writing equations (3) and4(2) ta”ether we have:
T e - 6_:+l 12b (3) . ' )
19 = 6a + 14b (2)

If equation (2) is subtracted from equation (3), the a-terms cancel out

and we can solve for b .

+*

+ 12b

e

16 = 6 : .
=19 a +€l4b - °
-3 =7 -2b
-3/-2 = b
1.5 = b

To get the value of a, we can subs
either equation (1) or (2). Let's

© R,
B2
v 2N
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titute the computed value of b into
use the first one:
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. 8= 3a 4+ 6b (D
.8 = 3a + 6(1.5)
8=3a+9 .
8 -9=3a
" =1 =3a
" =1/3= a
-0.33 =, a

So-our straight line equation is: \

¥y = -0.33 + 1,5x

What kind of line does this give us? We can find out by substituting
each value of x into the equation to see what values of y we obtain.

Forx=1,.

y.=

For x = 2,
y=

‘For x = 3,
y-

-0,33 +1.5(1)
-0.33 + 1.5
1.17

-0.33
—0.33
2.67

.5(2)

+ +

-0.33 +
4.17

1.5(3) = . T
4.5 - : ’

-

Now we can plot these y-values on the same graph as our three points and
see how the line fits the points: -

*




ey
&

The proceés which we have just gone throughfﬁsvknpwn.aa the linear least
squares technique. And the line ‘we found 1s the least squares line. We
will learn more about the properties of this line later.

There is an alternative to dsing the normal equations to find a and b,
This alternative is known as the linear fit algorithm and consists of
"two equations-which can be directly solved for a and b. They are:

b- .

and

a=22.—h£x -
, N

These formulas are simply the result of directly solving the normal
equations simultaneously for a and b,

Using these. equations and our sampie work table, we would get:

£ ]
b= (6)(8) - 3(19) |
(62 = 3(14)
o _ = 48 - 57
, 36 - 42
=29
= “
*
b = 1.5

, ‘ 3
3
= 8§ -9 N
=2
| = -1/3
a = -0.33 '

Apg these are the same answers we got before.

e
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Once the 1dast squares equation has'beén-fouhd. it can be used to calcu-
late estimated y-values for other than the known x-values. For example
let's find the y-values associated with x-values of 1 1/2 and 5.

For .x =1.5, ' o -
y = -0.33 + 1.5(1.5) :
¢ = -0.33 +2.25
= 1.92

For x = 5,

* y = -0.33 + 1.5(5) S
" = -0.33 4+ 7.5
= 7,17

\ : . . B

This capahility of using the least 'squares equation to get the y-values

given by the least squares line is known as jtgratiop and will come in
.. handy_later. . ' . . : .

14

Ty s
Properties of the Limnear Squares-Line

N

‘%hé.stated purpose at the beginning of this chapter was to find the best
line to fit a given set of data points. This .type of approach was’
needed since, in almost all cases, no one straight line will pass through
. every given point. ‘

The linear least squares line is that best line. It is the one line
which, on the average, comes closest to each of the ‘given points. . The
mathematical definition of this line is: - .

: Thehlinear least squares line is that line which.minimizéa the.
sum of the squared differences from the given points to the
line . . L ' o !

"

For any given:set'of éata poin;g, there isonly one line which will,fiﬁ
this definition.- Thus, o ' . ' \
’ .

There is one and only onéﬁlinear least sguéres.lfﬁh fon_aJV»

glven set of data points. - |- . T

.

. To illustrate what is meant'ﬁy "di;ﬁereﬁcgé." consider the example from
" the previous ssgtion. There, wé fif@g linear leagst squares line to the

‘points: PN i
. & . - * '
- . 9 y
4 = * 2 3
’ 3 3 4
& . ¥
! .- 'AA!:‘ ' . . '\n' ‘ L ' u!? :': i
A - 39 -7 .
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When we iterated the resulting equetion, we got these values for the
liné (using the sym_bol-y1 to represent values on the line):

’ 1

X

1 . 1.17
. : c 2 . 2.67

3 4.17

The differences ‘referred to in the definition of the 1inear least squares
line are the differences between the-y-values and the yl—values--i e.,
y—yl——at each value of x. "~ - :

'Visually, these differences can be representea by the vertical distances
marked by brackets on the following graph. :

§

TR PR S V. R -

For x'= 2, S a
y—y1=3—267-033

For &« = 3,
?--yl-a—au--ou ~

&

These differences are also called deviations and are symbolized by the
‘small letter "d."

/



The 'sum of the sduared" differences (or deviations) referred to in the
definition of the least squares line are calculated by:
- Squaring each of the above deviations; and
- . Adding them together.

If we would do this using our example, we would get

(<0.17)2 + (0.33)2 + (~0.17)2 = 0.1667
-
.The definition for the linear least squares line refers to this figure
(0.1667). The_ linear least squares line is that line for which this
number is the smallest. In other words, any other line fitted to the

same points would g ve a larger number for the sum of the. squared devi—
ations.

v

We can symbolize the sum of the squared deviations as 342 (remember thgg
sum- of) .

These deviations can be used to calculate the degree to which the given

ta points are scattered around the linear least squares. line, If we
g:vide ‘the sum of the squared deviations @d ) by the number of known'
data points less one (N-1), we get the variance. This statistic 'is a
-measure of the discrepancy between thé_actual y-values and the yl-
values. , .

Another such measure can be found by taking the square root of the vari-

ance. The result of this ¢alculation is known as the standard error of
the estimate. (This measure may also be referred to as a standard devi-
atﬂbn ) ‘ '

o f&“' .

,The maéhematical formulas for these two statistics can be summarized as
'followq

1] Let g = standard error
LT sz-g variance:
E 342 = the sum of the squared deviations from |
" the linear least squares line ' -
N = the number of known data points

. Then ‘ .
i 35-2‘;2 . : I .
- N-1 ' o - '

7 ;- . - ' :
N o {on

" To aid in the .calculation of these measures, it is helpful toﬁ?ét up a
work table using the following headings.

N
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x X B a a2

(The first o colums will contain the x- and w—valueé of the given

data points.

The third column will list the line-values for each =x.

Column '4 contains the differences between y and yl and column 5 lists:
these differences %quared.) -

X
Using our example, such a work table would look like this:.

-

x X b2 d o4z
{
1l 1 1.17 -0.17  0.0289
2, 3 2,67 0.33  0.1089
3 4 4,17 -0.17  0.0289
; 3d2 = 0.16%67
| N . .
F
62 =342 =  0.1667 =  0.0834
‘'N-1 2 )
. - )
s -#SEI = 0.0834 . =  0,2887
N-1

{Both of these statistics are in the same units as the y-values.

Other prqpetties of the linear least squares line can be statgd'using
' the variance and the standard error: ' L

1.

e linear least squares line is that line for which the
iance between the given points‘and the line is at its
smallest. Conversely, the variance from the given set of
points te any other line will be larger.

The less scatter there is between a given set.  of points and
its least squares line, the smaller is the value of the
standard error. This. property can be simply stated by saying
that the closer the points are to the line, the less error

there will be. . :

. When the points being fitted represent a-trulyllinear rela-
- tionship between the x- and y-values, the deviations about the

linear least squares line form a normal distribution.
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This third point requires some elaiotation. ‘Firaef?i;_should be noted
that not every set of points is linearly-related--i.e., not every set of
points is best fitted by a straight line. Some will be better fitted
diréctly by a curved line. Others will require some type of data' trans-
.formation to bring them Tloser to a Iinear relationship. (One example
of such data transformation will be givén in the next chapter.) The
choice of a fitting method should be the result of careful study of the
known data. ' . '

However, when a set of points is linearly-related, approximately .68% of
© the deviations from the’ linear least squares line will-have a value -
which is bétweén +s (8 = one standard error). Approximately 95% of them'
will be between +2s and approximately 99Z will be between 13s. .This
type of an arrangement of data is known as a normal distribution and we
-w%gl learn more about it in later chapters.

Now it is time to take what has been learned about a. least squateslline
and actually analyze retention data.. .

t
“
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CHAPTER 4

THE NATURE OF THE RETENTION CURVE

Data Transformations
t * ~
" We now want t,/apply the least—squares straight-line technique to longi—
‘tudinal retention data. To do this, we need to bridge the gap between
the retention curve in Figure 4-2 and the retention line on the nomo~
graph (Figure 4-1) on page 58.

‘? In general, when attempting to apply least kquares techniques to a
curved line, you first determine the mathematical equation that best
represents the curve in question. Then it is necessary to determine

what can be done mathematically to this equation to get data which are
linear.

—

s
This type of séquence was followed with the longitudinal retention

curve. We tested various known types of curves against the retention
_clirve, From these tests, we learned that the retention curve is best
represented by what is known as a log-probability curve equation.

This discovery in itself left us with a rather complex mathematical
equation. Fortunately, there are ways to convert ‘this type of equation

into a straight line {orm. These "ways" consist of what are ‘known as
data transformations. o

N

A data transformation involves performing the same mathematical opera--
tion on each data item (such as taking the square root, squaring, taking
reciprocals, etc. ). A transformation may be performed on both the x-

and y-values or on just the x- or just the y-values. A linear least
squares line is then fitted to the transfqQrmed data points, the’ equation
for the line is iterated and the resulting line-values are changed back
to thei? original form. _ ) . S N

Another look at the line on the nomograph snggests'ghatéthere are  trans-— ‘
formatiops whi¢h can be made on retention data to bring out a linear
relationship. In this case, both the x- and y~values are involved.

As was inaicated in the nomograph chapter, the x—and y—values for reten-
tion data are:

X : time since hire
: Z remaining from an original group of hires
at time x . . : .
. The name "log—probability" suggests*the data transformationé which can
be made on these values.
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Table 41 .*°

N [mmmemmmmmmemoeme TABLE OF LOGARITHMS----~-—---mocooee n
i N o .
> YEAR LOG (10) | YEAR ' LOG (10) | YEAR  LOG (10)
0.1 -1.00000 5.1 0.70757 | 10.1 1.00432
0.2 -0.69897 5.2 0.71600 | 10.2 1.00860
0.3 -0.52288 5.3 0.72428; | 10.3 1.01284
. 0.4 -0.39794 5.4 0.732 10.4 1.01703
«| o.s ,-0.30103 5.5 - 0.74036 | 10.5 1.02119
0.6 '-0.22185 5.6 0.74819 | 10.6 1.02531
0.7 -0.15490.] 5.7 .0.75587 | 10.7 1.02938
0.8 -0.09691 5.8 0.76343 | 10.8 1.03342
0.9 -0.04576 5.9 0.77085 | 10.9 1.03743
1,0 0.00000 6.0 0.77815 | 11.0 1.0413
1.1 - 0.04139 6.1 0.78533 | 11.1 1.04532
, 1.2 0.07918, | 6.2 0.79239 | 11.2 1.04922
1.3 0.11394.{ 6.3 0.79934 | 1.3 1.05308
1.4 0.14613 6.4 0.80618 | 11.4 1.05690
1.5 0.17609 .| 6.5 0.81291 | 11.5. 1.06070
1.6 0.20412 6.6 0.81954 | 11.6 1.06446
1.7 0.23045 6.7 0.82607 | 11.7 . 1.06819
1.8 0.25527 6.8 0.83251 | 11.8 1.07188
1.9 0.27875 | -6.9 0.83885, | 11.9 1.07555
2.0 0.30103 | 7,0 0,84510 | 12,0 - 1,07918
2.1 0.32222 | 7.1 0.85126 | 12.1 1.08279
: 2.2 0.34242 7.2 0.85733 | 12.2  1.08636
b 2.3 - 0.36173,.| ..7.3 0.86332 | 12.3 1.08991
2.4 © 0.3803% |V 7.4, "0.86923 | 12,6  1.09342
2.5 0.39794 | 7.5 '0.87506 | 12.5 1.09691
2.6 0.51497 | 7.6 0.88081 | 12.6 - 1.10037
2.7 0.43136 7.7 0.88649 | 12.7 1.10380°
2.8 0.44716 | .7.8 . '0.89209 | 12.8 1.10721
2.9 0.462s0 | .7.9 0.89763 | t2.9. 1.11059
3.0 - 0.47712 | 8.0 0,90309 | 13.0 111394
3.1. 0.49136 8.1 0.90849 | 13.1 1.11727
3.2 0.50515 8.2 0.91381 | 13.2 1.12057
3.3 0.51851 8.3 0.91908 | 13.3 1.12385
3.4 0.53148 8.4 0.92428 | 13.4 1.12710
/ 3.5  0.54407 | 8.5 . 0.92942 | 13.5  1.13033
3.6 0.55630 8.6 0.93450 { 13.6 1.13354
3.7 0.56820 | 8.7 0.93952 | -13.7 1.13672
3.8 0.57978 8.8 . 0.94448 | 138 1.13988
_ 3.9  0.59106 | 8.9° 0.94939 | 13.9 1.14301
, 4,0 0.60206 |- 9.0 0.95424 | 14.0 1.14613
‘ 4.1 0.612/8 9.1 0.95905 | V4.1 1.158922
4.7 06.62325 9.2 . 0.96379 |-14.2" ° 1.15229
4.3 0.63347 9.3 0.96848 | 14.3 - 1.15534
4.4 0.64345 9.4 0.97313 | 1.4 : 1.15836
4.5 0.65321 9.5 0.97772 | 14.5  1.16137
4.6 0.66276- | 9.6 0.98227 | 14.6 - 1.16435
4.7 0.67210 9.7 0.98677 | 4.7 - 1.16732
4.8 "0.68124 9.8 0.99123 | 14.8 1.17026 |
- 4.9 0.69020 | .9.9 0.99564 | 14.9 1.17319 |-
> 5.0 0.69897 }.10.0 1.00000 | 15.0 1.17609 |
1]
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Time Since Hire: The horizontal distances on the ﬁomograph indicate
that the transformation made on the x- (or time) values altered the

. spacing between successive years. Notice how the large vertical lines
get closer -and closer together as the number of years gets higher. This
type of spacing is called a logarithmic progression.

Without going into the gory mathematical details, we can just say that a
logarithmic progression is formed by taking the logarithms of the time
values. Every number greater than zero has its own logarithm. The
value of the logarithm for any number can.be found in tables in most

math books, by pressing a key on a calculator, or by using a standard
computer function. :

For use in retention analysis, you will probably need access to only a
spall range of logarithmic values. Most of these can be found in Table
4-1. Igtermedi%te values can be found by interpolation.

The standard notation for the logarithm (t) of a mumber r is:

. ,//’d ’ t =1logr ) '

* - The importance of logarithms in retention analysts is due to the effect
they have on the distances between numbers. To shov this, consider
first the logs of 1 and 2. : )

log 1 =0
log 2 0.301

il

. Thus, the distance between ! and 2 (in logarithms) is 0.301. 1In addition,
log 4 = 0.602

Thus, the logarithmic distance from 2 to 4 is:

»

log 4 - log 2 = 0.602 - 0.301 = 0.301

But this is the same as the logérithmic distance between 1 and 2. This
18 why on the nomograph, the horizontal distance between "lst year" and
"2nd year" equals the horizontal distance between "2nd, year" and "4th
year." ' . : .

¢ .

Similarly, the 1og%rithmic distance from 10 to, 100 is'the same as that ’..
from 1 to 10. What this means is that the logarithms of successively . -
larger numbers are closer and closer together. . S C

It is alse poSsible to transform the logarithm of a number back to the-,

number itself. This cdn be done by'psing a table of logs backwards.




*

Mathematically, if | -

't = log r . o ' )

Qe

then, <’

r = 10t ¢

(i.e., 10 raised\to the power of t. This is true because we are using -
g’hat are known as "base 10" logarithms.)

°

What happens when turnover data are plotted on a. standard graph using a
1ogar1thmic scale on the~x—axis? . //

Consider again the sample nomograph data. You will remember that, when &

plotted on a regular graph, the turnover curve looks like this: &

100% o x SN
. X . |
50%F 5
s ’ "" .. LI
e
1 1 1 1 A ‘1 1 ¥ < k-
1 2 3 4 5. .6 7 N
4 ‘
Plotting this same data with ? logarithmic scale on the x-axis, i.e., -
_with the tirde values in 1og (and no change on thé y-axis), we have:
lOOL_ _
. 1y
J\.' o s )
i ' _ L S [ W | coo e
- 1 2 3 4.5 67

N )

174'The log scale on the x-axis starts with one (1) since the 1ogaf1uhm
. of 1 13 zero.

sl ke, : ey - -
t;;,,‘gﬁ§i3>;¢;% . ‘31: ‘,‘ : : 48




. ‘ - . &
When retention data are plotted in this manner, their relationship S
obviously comes much closer to linearity. However, we can get an even
better linear relationship by also making a trgnsformation of the y-

~

_ .values (percent retéined).‘

Percent Retained: The second transformation uses certain properties of

a normal probability curve, A normal curve (also known as a bell curve) -
looks like this: ' _ -

-

7

This type of a curve has a number of special properties.” First, it isg

symmetrical about a midline drawn from {te bigheat point rerpand?-~ularly

to the w-axie, 11kae go: 5
A

‘This midline is known as the mean and it s
probability curve into two exact halves.
left of the mean and half is to the right.

plits the area under the normal
Thus, half the curve 1is to the

Second, distances from the mean are mea;:red in standard deviations., A
standard deviation is the same kind of measure as the standard error

vhich was discussed in the previous chapter. The standard error is a '
measure of the scatter about a linear least squares line. The standard N

deviation is a measure of the scatter about the arithmetic mean of a
group of values, ' «

2
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If a given group of values is what is known as normally distributed, the
plot of the percent of the frequency of occurrence (or probability) of '
each individual deviation from.the mean will form a mormal curve. For
example, suppose we have the following group of values: 7, 8, 8, 9, 9,
9, 9, 10, l0, 10, 10, 10, 11, 11, 11, 11,:42, 12, 13. The mean (or ,
average) of these values is 10.. The deviations from the mean are found

{n\\;by subtracting 10 from each value. Since most of the values occur more

y than once, we get the following set of deviations and frequencies (of
.each' deviation): - :

. Number of Percent of
Deviation Occurrences Occurrence:
. @3 | 5.26%
22 ) 2 10.53
-1 4 21.05
0 5 . 26.32
1 P 4 21.05
2 2 ' 10.53
3 . 1 . 5.26
* 19 100.00%
Tlsrrtoe b pereent “wwrences using a har grarh. v~ havae:
|
n
2
e
T
oy

2

SN
You can gee that when a smooth curve ir drawn cdndecting the mik;oints
of the top of each bar. a normal curve appears.

— . .
The standard deviation of these deviation values, using the same formula
< that was used for standard error d4/N-1) is 1.53. It was stated pre-

viously that distances from the mean of the normal curve are mdasured in
standard deviations. JIf we re-plot the normal curve above marking off U
atandard deviation distances. we have: :

. :




25~ N
20 — X
15 ~ /
10 - .
5 ‘ .
o - = .i,;;.\,yww g \
. :53 1.53  1.53 1,53

" The mathematical symbol for theHStandard deviation is the small Greek
letter sigma (o). : A more general drawing of a normal curve would be:

. . . ' Y d

0 el 20

Note that the values to the left of the mean are negative and those to
the right are positive. en talking about or measuring x-axis values
for a normal curve, we ard concerned with the number of étandard devia-
tions from the mean. Foy'.example, we might want to know the curve value
for a point 1)30's from the. mean, or -.37¢ » or 3o0's, etc.
“As with the standard error,_ percentage values can be associated with
.standard deviation values.“Ti this case, the percentage values refer to
. the percent of the area under the normal curve which is between perpen-
dicular lines drawn from two ‘standard deviation values on the x-axis to
" the curve. The percent of area under the entire curve, from the leftmost
~ to the rightmost point, is 100%. : )
The percentage of area between (a) - 0 and + 0 is 68%, (b) -2 0 and +20
ig8 95.5% and (c) -30 and +3 o is 99Z. These percentages are the same
as those between the same ranges of the standard error. (Thus, the
deviations from the linear least squares line are normally distributed.)
These percentages can also be expressed as probabilities. FS example,
the probability that a deviation will fall between .0 is 0.6 In
other words, the;e are 68 chances out of 100 that a deviation Y11 fall

= 51 -
&

N
:£;-
é
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‘ } , e - Table 4-2
R NORMAL CURVE AREA CONVERSION TABLE---------f --------

o STANDARD ' STANDARD,- STANDARD
PERCENT DEVIATIONS PERCENT DEVLATIONSY PERCENT DEVIATIONS
REMAINING FROM MEAN . REMAINING FROM ME@N REMAINING FROM MEAN

- ———- - - ————- - ———— - - - - - - - .- —— B e

' . ~ . - ¢
95 1.64485 65 0.38532 35 -0.38532
94 - 1.55477 64 . 0.35846 7 34 -0.41246

93 1.47579 63 0.33185 | 33 . -0.43991 ~
92 .+ 1.40507 62 0.30548 32 . -0,46770
91 1.34076 61 0.27932 31 -0.49585
90 1.28155 . 60 . 0.25335 30 -0.52440
89 1.22653 59 ° 0.22755 29  -0.55338
88 1.17499 58 0.20189 28 *°  -0.58284
. 87 1.12639 57 0.17637 27 -0.61281
86 "1.08032 56 - 0.15097 26 -0.64335

‘ S x
85 1.03643 1 0.12566 - 25 . -0.67449
84 0.99446 54 0.10043 24 . -0.70630
83 0.95417 53 0.07527 23 -0.73885
82 0.91537 - 52 0.05015 22 -0.77219
R "~ 0.87790 51 0.02507 21 -0.80642
80 0.84162 50 0.00000 20 -0.84162
79 0.80642 49 -0.02507 19 -0.87790
78 0.77219 48 -0.05015 18 -0.91537
77 0.73885 47 -0.07527 17 -0.95417
764 0.70630 hé 0.10043 16 - 0.99446
75 0.67449 45 -0.12566 15 -1.03643
74 0.64335 Ly -0.15097 14 -1.08032
73 0.61281 43 -0.17637 13 . -1.12639
72 0.58284 42 -0.20189 12 -1.17499
71 0.55338 41 ~0.22764 1" -1.22653
70 0.52440 40 -0.25335 10 -1.28155
69 0.49585 39 - -0.27932 9 -1.34076
68"~ 0.46770 38 -0.30548 8 -1.40507
67 0.43991 37 -0.33185 7 -1.47579
66 0.41246 . 36 -0.35846 6 -1.55477
5 -1.64485
- 52 -~
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between + o .

In addition, we can associate with every distance (or standard devia-
tion) value from the mean (plus and minus) a unique percentage value
which represents the percent of area under the normal curve from the
leftmost point to a line drawn perpendicular to the curve from the given
" standard deviation value. For example, the percent value associated '
with the mean (or 0 ¢ ) is 50% (since .exactly half of the curve lies to
the left of the mean). Similarly, the percent value associlated with +o
is 84%. The percent value being measured is shown in the shaded area:
. i ,

In the same way, one specific percent value can/be associated with each
standard deviation value. And, conversely, one standard_deviation value
can be associated with each percent value. (Thue, thig is alan a fue
way transeformation.)

Thie s our second data transformation: transf rming "percent remaipi' r
i.e., prrcent of emrloyees stil'l remaining from the starting growr t-
“numher of etandard devint fane from the mean ~f A normal curve "

As with logarithms, these values can be found in mathematical tables. A
simple one i« found in Table 4 2. This table requires interpolation f
intermediate values. More detailed tables can be found in statigtics
books. There 1s also » mathematiral formula which may be uvsed (Cor
the Technical Analysis for TOGPRO in the Appendix section.)

Using the Normal Curve Area Conversion Table (Table 4-2), we can see
that a percent remaining figure of 85% correspotds to 1.03643 standard
deviations, 80% to 0.84162 0 , etc.

Look again at the vertical lines on the ‘nomograph (p. 16) and consider their
~ 'scaling. The percents on the scale are spaced according to their corre-

sponding standard deviation distance from the wean (which is represented

by the 50% mark).
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For example, +1 0 corresponds to 84.17 and % 0 to 69.1%Z., If a mark is
made at each of these values, it can be seen that the distance from the
84.1% point to the 69.1% point is exactly the same (i.e., > O) as the
distance from the 69.1% point to the mean (50%). These are not equal
-distances in straight percent since: '

(84,12 - 69.1% = 15%
~ 69- lz - 50-0% = 19.1% ’ ..-.'

‘The transformation of '"percent remaining" to number of standard devia-
tions from the mean of a normal curve, when used with the transformation
of time to log of time, gives the straight line which can be found on
the nomograph. -,
Now we have the two data tranformations that were needed:

1. Years of servicé is transformed into the lbgarithm of years - -~ .
of service; and '

2. Percent of emplqz_§9 retained’ from an original group of hires
is ‘transformed into number of standard deviations from the mean
of a normal probability,curve.

Some Comments About Retention Analysis

These comments will cover four areas:

1. The collection of retention data;

2. The reasons behind the close relationshir brtween retention
data and the log-probability technique;

3. The condition under which the projectirn of n Vag probahfliry
equation fewains valid; and

A The continuiry af rho vretont fan rvve

Data Collection

It has been stated that retention data are collected by following a

group of hires over time snd rounting the number left after certain
lengths of time.

The group that is followed (the "original group" or "cohort") is composed
of employees hired during a specific span of time. This span should be
limited to one year or less. The 'certain lengths of time'" could be any
standard time units (years, months, days) after the end of the original
time span. Since the original group will contain employees with different
lengths of service at the end of the original time span (from 1 day to 1
. year), there are several options available for assigning values to the
time units. i
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For example, consider a group of employees hired during a given fiscal
year ending September 30. And suppose that retention data forithis group
are recotrded on succeeding September 30th's. The time'valugﬁ for thqg& -
data points may be: : ' L, Aot
: : -
(a) . 1.0 year, 2,0 years, etc. (calculated from September 30th to
- September 30th): or

(b) 1.5 years, 2.5 years, etc. (aspuming an even distribution of

- hires during a year and using the midpoint; i.e., 0.5); or

(c) 1l.x years, 2.x years, etc. (where x is a factor based upon
pecific hiring patterns, such as more hiring done at the end
of a fiscal year); or ‘

-8, (d) .y years, 2.y years, etc. (where y represents the actual
‘ average length of service of the original group at the end of
the hiring time span).

The number to the right of the decimal point is known as the time aver-
aging factor. When this factor is greater than O, it represents the
distribution of hiring into a group during a time span. -

Different occupations have different turnover/retention patterns. Some
occupations, such as Internal Revenue Agent, Foreign Service Officer,
etc., are qnique'to government. This type of occupation does not exist
in the private sector. Consequently, since there are no places other
than government where the employee can go and still remain in his or her
occupation, the turnover in thesg occupations tends to be low. Other
occupations, such as Clerk/Typist, are widely distributed both inside
and outside of govervment. Thus, there »re many possible employers for
people in these jobe. Coneequently. the turnover in theae occupationa
tends to be high.

These differences in turnover patterns among occupations require that
retention data be collected separately by occupation. It may be possible
to combine occupdtions with simjlar turnover patterns at a later stage

of retention analysis. However, the original data should still be
collected separately.

It may also be desirable to collect retention data by grade-at-hire
within an occupation gince there may be some variation in the turnover ,
patterns of employees in different entry grade levels (e.g., GS-5 vs GS-
7).

g,
48
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Why Retention Is A Log—Probabilitylginction

Out analysis of longitudinal retentibn data led us to the use of a log)
probability equation. Why does this particular equation fit retention
data so well?

The concentration of turnover in.the early years of service suggests
that turnover behavior 1s exhibited logarithmically over time. As with
the values of logarithms, the figures. for percent retained from an
original group get closer together as the number of years since hire
gets higher. I -

A logarithmic progression over time i1s also characterized by equal move-
ments during equal logarithmic¢ times. For example, consider the data
; for the printed line on the nomograph (Figure 2-2, - 16)

Losses from lst year to 2nd year = 587 - 44% = 14%
Losses from 2nd year to 3rd year = 447 - 367 = 87
Losses from 3rd year to 4th year = 36% - 30% = 6%

Note that the percent lost from the lst year to the 2nd year (14%) is

equal to the percent lost from the 2nd year to the 4th year (8% + 6% =
14%). (And remember that the logarithmic distance from 1 to 2 equals

that from 2 to 4.) This also suggests that turnover behavior is die-

played logarithmically over time.

The effectiveness of the second, or 'probability,” tranformation relatee
to the distribution of attitudes toward work which is displayed in moer
groups. This distribution tends to form a normal probhahility curve.

Each person’s attitude t~ward his or her job is made up ~f literally
hundreds of elements and combinations. For even a sm~ll group, then,
the total number of ~uch elements will reach into the thousands. For
only a fev emrloyees are these attitudes likely to be extremely negative
Likewire, for only a few employees are they likely to be extremely posi
tive. By far the likeliest is that.an emplovee's set of work attitudes
will tend to concentrate toward the midpoint between there two ewtrem"'?n
(negative and positive), where the positive and negative factors are
more nearly in balance. This distributior of ewployee work attitydes
tends to form a normal probsbility curve.

In terms of group losses we might éxpress this by saying that in any
given group of hires there 1s likely to be: one small group that will
hate the job and want to quit immediately; one small group that will
love the job and never want to leave; but the bulk of the group of
hires, who have some positive and some negative feelings about the job,
will be bunched up in -between. Their turnover will likely be neither
early nor late, but spread out over a substantial period of time.




0

Condition For Projection Validity

For log-probability projections of lomngitudinal retention data to remain
valid it is necessary that the organization’s internal situational f
tors affecting’a group's retention behavior during the initial perfod of
empirical observation continue substantially unchanged throughout the
period ‘of the projection. .

This condition involves the total working situation within a given
organization. As long as this working situation does not go through any
major§ehanges (such as a large reorganization, a radical program change,
etc.) during the data collection and projection periods, turnover patterns
- will not change.. However, major changes in the working situation will
be followed by changes in employee turnover. This is because such
changes affect the mix of positive and negative work attitudes within
the groups touched by the changes. Some employees who felt positive
toward the previous work situation will feel negative toward the new one
and vice versa. After an initial period of adjustments, turnover will
again settle into 4 log-probability pattern albeit a somewhat different .
one than before.

Continuity of a Retention Curve

One of the most interesting characteristics of the retention curve is
its relative independence of external economic and political happenings.
For example, one study of retention followed a group of hires into the
Federal service in the most populouvr professional, administrative, and
technical occupations during FY-63. The same group of emplovees was

N followed for 7 yenrs (through 1970) ard the percent retained was re

corded at the end of each figc"l year These rercents were pl-otted on

nomogr-\ph IFigurﬁ A-‘) and the "c‘p". Tine wnig ent imntad nefung n yinleay
Notice how ¢lrnee the fit la,
Figure 4-? ghrus the same data plotted arithmeticallv. A curve was

fitted to the points using the log-probahility least aquares technique
Again, notice how closely the curve fits the points. MNote that at no
time during the seven-year period do the actual values differ from the
fitted curve by more than 1%.

This means that the retention curve for this group continued undisrupted
over the entire seven-year period. But this was an era when the private
economy was experiencing substantial ups and downs. It was also the era
during which the number of Federal employees first greatly increased then
began to decrease again due to the situation in Viet Nam. These were
truly major changes yet neither of these had any effect on the retention
curve of the group.
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From theses aﬁd similar fihdingé, we conclude that log-probability type
- turnover curves, once established, .are for practical purposes non-
responsive to external economic and political influences.

~
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CHAPTER 5

FITTING AND USING THE LOG-PROBABILITY c% |

‘Manual Calculagion of the Log-Piobability'EquatiOn

Now that we know about the mecessary data transformation and data
collection techniques, we are actually ready to use the method of least
squares to fit a log~probability turnmover. curve. (A more detailed

version of this process may be found in the appendix Mamual Calculation
of the Log-Probability Curve.) . : . i .

'As an example, let's use the following data: .

0"Years Since " Percent
Hire Retainedl/
1.5, 83.2%
/ 2.5 75.62
: 3.5 70.4% -
4.5 65.6%

The graph of this reti;tion curve looks like ﬁhis:

100%

.

szl

The first step in fitting these data is to convert them into their
linear form using the data transformations discussed in Chapter 4. The
"Years Since Hire" can be transformed directly into logs using Table 4-
l. From this table we get: o

. .

.iff Note that thfoughout this and the following chapters an employee is
considered ."retained" only if the employee continues to be in the
same occupational group for which the analysis is ‘made. Any eqplqyee'
who leaves this group in any way (quit, change to other occupation,

etc.).is a "loss," even if that employee continues to work in the
same organization. o S

q61_"




log 1.5 = 0.17609
log 2.5 = 0.39794
log 3.5 = 0.54407
log 4.5 = 0.65321

<- -

The second transformation-froﬁ/oercent'remaining to number of standard _-""

. deviations from the mean of the normal curve-~can be done by using the
‘Normal Curve Area Conversion Table (Table 4~2, page 52) and some linear
interpolation. : s

Linear interpolation is simply a method to find a value - for a number
. which falls between two entries in a table. For example, what standard
deviation value corresponds to 83.2% (our first data point)? Now, 83.2%
'is two-tenths of ‘the way between:83% and . 84%. So we.want to find the
'standard deviation value which is two-tenths of the way between 0.95417
(83%) and 0.99446 (84%Z). To do this, we can multiply the difference
_between. these two values by 0.2 and thep”add this difference to the
smaller gtandard déviation value (0.95417). 1If we do this, we get:.

(1) 0.99446 - 0.95417 = 0.04029
(2) (0.2) x (0.04029) = 0.00806 _
+(3) 0.95417 + 0.00806 = 0.96223 S

Thus, the standard deviation value corresponding to 83.2% is 0. 96223.

Continuing in this manner, we get: .

Percent Standard
Retained Deviations"
83.22 - 0.96223
75.6% 0.69358
70.4% 0.53599

65.6% 0.40160

Now we have a set of x- and y-values and can set up a work table such ae
the one described in Chapter 3. To belpr keep the/ data relationships
clear, we will expand the work table to include both the vears since
hire and percent retajned values.

Log-Probability Work Table

Years Log . Percent Stan. Dev.

Since Year Retained From Mean ) . .

Hire - (x) ) (x) (y) x2

1;5‘ “0.1760§' ' 83.2% x//’ 0.96223 0.16944 0.03101

2.5 0.39794 75.6% 0.69358 0.27600 0.15836

3.5 0.54407 70.4% 0.53599 0.29162 . 0.29601

4.5 0.65321 ) 65.6% 0.40160 0.26233 0.42668

N=4 1.77131 . 2.59340 0.99939 0.91206
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The next step is to substitute values froﬁfthewwork table iﬁto eithe
(a) the normal equations or (b) the linear Fit algorithm. S

.

As a reminder, the normal equations are:

Zy = Na + b3x ' ’
2xy = a¥x + b2

From the work table, we have:

Ix = .1.77131
2y = 2.59340

o3x
TS
N

0.91206 o R .
4 . ’ : A

)
s

Substituting these values into the normal equations gives:
’ 2.59340 = 4a + 1.77131p
0.99939 = 1.77131a + 0.91206b

-

Solving these equations simultaneously gives: - .

=.1.165275

a
b = -1.167328

And the log-probability equation is:
‘ > y = 1.165275 - 1,.167328x

The linear fit algorithm is: -

b = Nxy - : )
— Y2 )

a =3y - bix
. N
Substitution results in:

b = 4(0.99939) - (1.77131)(2.59340)
4(0.91206) - (1.77131)2

= ~1.167328 ,
a = 2.59340 ~ g-1A167328)(1.77131)
= 1.165275 | ; \
- 63 - '
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And, again, thé log-probability equation is:
y = 1.165275 - 1.167328x

Now that we have the log-probability equatlon, what cau we do with 1t!

Itexation and Projection ¢f the Equation .

One major use of the log-probability equation-is to calculate curve
values for given time values. This function includes finding curve
values for: : ’ *

1. The time values uséd to calceculate the equation (s0 that curve
values can be compared with actual values);

Z. Any time values which fall between those used Lo calculate thi
equation (to estimate reteution at intermediace times); and

3. Any future time values (to project numbers Lo be retained at
any future point in time).

For the first two types of tlme values, tlhls prucenss is called 1teratloun.
For the third, it is called projection. But the matLematical steps
involved are the same in all three cases. Fur any given time value,
these steps are:

1. Convert the tiwme value to logs. -
2, Substitute the log of the time value intov the log-probabllicy

equation. This substitution iuvolves: ° !

,

a. Multiplying the log of the time value by the value of b,
and

b. Adding the result ot this multiplicaticn to the value ot

. a. .

The result of this substitucion 1s the curve value given by
the equation at the given time value. : This curve value 1is in
~ standard deviations\frpm the mean of a normal curve.

'

3. Convert the resulting curve value tosits cprresponding percent
remaining value. !

- 64 -
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For example, using the equation which we calculated in the previous
section and the time-value 1. 5 ‘years, we get.

y =. .165275 - 11.167328 (log 1.5) _
= 1,165275 - 1.167328 (o 17609) . B
= 0.95972

This value is in standard deviation unitst Using Table 4-2 and inter-
polation, it converts to a percent. remaining value of 83, 142

To find the curve value at an intermediate point, say 2.75 years, we go
through the same steps:

y = 1.165275 - 1,167328 (log 2.75)
1.165275 - 1.167328 (0. 43933)
0.65243

it

it

This value converts to 74.29%.
To estimate the percent remaining at a future time value, say 5.5 yeats,
we again do the same thfngs:

#

1.165275 - 1.167328 (log 5 5)
1.165275 - 1.167828 (0.74036)
0.30103 (or 61.83%)

y

4
#

To convert these ' 'percent remaining" figures to "number of employees

left from the original group,” divide the "percent remaining" figure by
100 (to get the percent to its decimal form), ,and then multiply the
number in .the original group by this quotienti} Supp se, for example,
that the original group consisted of 250 employees. "Then the estimated
number of employees remaining five years since the end of the hiring span
(i e., 5.5 years using the averaging factor) is/

61.83% x 250 = 155 employees.
100.

(Note - If you use a calculator, a mathematical formula, or a co puter
program to find percent remaining values, the result will be in,Uecimal
form so that division by 100 will not be necessary.) ‘/’r,'.

A 30-year projection of the sample log-probability equation is shown in
Figure 5-1. This graph also shows the positions of the four actual
percent remaining values. Here, again, is the standard retention curve.

The points which are plotted for years 5 to 30 in Figure 5-1 represent
the most probable values for projected future retention. They are esti-
mates. It'is also possible to determine a range of values within which
future reteéntion values will most likely fall. We will show how te do
thiis in an upcoming-‘ section, -
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Figure 5-1
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Application To Hiring Levels

In Chapter 2, we applied data read from the domograph to several prac-
tical planning situatiqns. We can now use the log-probability equation
to handle the same situations. To demonstrate this, let's use the log-

probability’equation we calculated earlier to represent-a given occupa-
tion: ‘
. /

y = 1.165275 - 1.167328x

Suppose, as we did in Chapter 2, that an orgariization has been hiring
exactly 100 employees into a given occupation. each year for the last 6
years. Suppose also that this hiring was evenly distributed during a
year (so that the averaging factor will be 0.5). To get a length-of-
service distribution2/of those employees still on board, first iterate
the equation using the time values 1.5, 2.5, . . . 6.5 (representing
from 1 to 6 years since hire). When we do this, we get:

& Percent
o Year Remaining -

1.5 83.14%
2.5 75.83
3.5 70.20
N 4.5 65.64
4 5.5
' 6.5

61.83
58.56

Tirdanslating these percent values to numbers retained (with 100 employees

in each original group) gives:

Number of ﬁhployees
Years Since Hire Retained

59
62
66
70
76
83
416

N WwWaseUo

Now we want to determine how many of these 416 empioyees will leave
during the upcoming year. By the eiid of this next year, each employee
still on board wil}l~ e to the next length-of—serviqe category. For .

.

2/ 1In an operating situation, a length-of-service distribution can be
found by simply counting the number in the given occupation who are
in each length-of-service category.

-
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example, those in the one-year-since-hire category will move to the two-
years-since-hire category. From the log-probability equatioan, we know
that 75.83% of the original group are retained to the end of the sgcond
year.! So this group will go from 83 to 76 (MQ x 0.7583) employeZK.
Each of the other groups are reduced in the same manner. (For the

smallest group, we need the percent retained value for 7.5 years which
is 55.72%.)

This process glveo the following filgures for the end vt the next ycax:

Yeaxs Nuwber at End Number oune Lost
siuce Hire vf Current Yea: Year Later in Yeaa
6 59 56 3
5 62 59 3
4 66 62 4
3 70 66 4
2 76 70 6
1 83 76 7

416 389 27

Lhus, 2/ of the 416 cuployees will Jeuve duidug the upcoulug Yeur. Lhie
is a t¥ruover rate of .0649 (27/416) or ©.49%.

We can use these filghres to show how Jdifferent levels of hiriug affect
the turnover rate of a group.

Suppose that during the curreut year the same pattern of hiriﬁg cout in-
ues; i.e., 100 employees are hired into the occupation iu an even dis-
tribution during the year. Using the log-probability equation we know
that 83 of these 100 hires will be recained by the end of the upcoming
year. 7This means that 17 of them will leave. Combining these losses
with chose from the other length-of-service categories gives:

17 4+ 27 =~ 44 losses
out of

100 + 416 = 516 employees
This gives a cdggover rate of .0853 (44/516) or 8.53%.
Now suppose cﬁac instead of hiring 100 ‘employees into the occupation
this year, the organization decides to hire 200. The number remaining
from this group of hires at the end of the upcoming year would be 166
(1. e., 200 x '.8314). Thus, 34 of the new hires will be lost. Com-

bining these losses with those from the other length—of—serVicedcace~
gories (which remain the same) gives:

]
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54 + 27 = 61 losses
a . out of
.’ 200 + 416 = 616 employees
In this case, the turﬁévér rate would be .0990 (61/616) or 9.90%.
4

Continuing in the same manner gives the following turnovér percentages
"for the group under different levels of hiring:

Number Hired Number . Number of Turnover
- Current Year Lost Employees Percent
- YK 0 27 " 416 6,49
. . _ 50 ' 35 . 466 7.51
t 100 44 516 8.53
) ' 200 61 616 : 9.90

300 78 . 716 10.89

These data illustrate again a point which was discussed in Chapter 2 but
which is oﬁ<such Importance that it  will be stressed again here. And
that is that the rise and fall of turnover rates is in response to

the rise and fall of hiring rates. '

Thus, when 2 management decision is made to increase hiring, the impact

of the decision on turnover can be determined. By the same token, if a
. decision is made to freeze hiring or even to have a redq&tion—in-force,
: the subsequent decline in turnover can be measured. ’

Other Applications

J\- .
The log-probability equation can be applied to other personnel questiong. .
A few of these applications will be discussed here. We will continue to
use the same sample log-probability equation. -

1. What is“the probability that a new hire into an occupation
~ will still be on board x years from mow? .

This question can be answered simply by iterating the log-probability
equation for the value of x. For example, if we want to know the proba-
bility that a new hire into our sample group will last 6 years, we iter-
ate the log-probability equation for 6 years:

y = 1.165275 - 1.167328 (log'6) .
= 1.165275 - 1.167328 (0.77815)
= 0.25692

N
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This standard deviation value translates to 60.14%Z or a probability

value of 0.6014. So that there 1s a 60%Z chance that a new hire into

this occupation will stay for 6 years. ° ,

2, What 1s the probability that an employee who has already been
on board for x years will still be on board in t years?

To answer this question, we need two values: :

(a) the probability that an employee will stay for x years, and
(b) the probability that an employee will stay for x + t years.

Then the probability that an employee with x years of seivice will stay
for t more years is calculated by dividing (b) by (a).

For example, if we want to know the probability that an employee who has
3 years of service will stay for 3 more years, we first iterate the log-
probability equation for the values 3 and 6 (3 + 3). This gives:

y - 1.165275
= 1.165275
= 0.60832

1.167328 (log 3)
1.167328 (0.47712)

y = 1.165275
= 1,165275
= 0.25692

1.167328 (log 6)
1.167328 (0.77815)

The first standard deviation value (0.60832) transforms to a probability
of 0.7285. The second (0.25692) transforms to 0.6014. So that the
probability that an employee will stay 3 years is 0.7285 and the proba-
bility that an employee will stay 6 years 1is 0.6014.

Now the probability that an employee with 3 years of service will stay
for 6 years 1is:

Probability of staying 6 yvears !
Probability of staying 3 years

“

Or, in this case: . L :

0.6014 = 0.8255
. 0.7285

Thus, in this group, an employee with 3 years of service has an 837
chance of remaining 3 more years. Or, in other words, if 100 employees
in the given occupation have 3 years of seryice, then 83 of them will
stay for at least 3 more years. '

.
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3. How many employees must be hired now so0 that x of them will be
on board in t yeatrs?

To anawer this qﬁeétLOn, we slmply fterate the log~probability equation
for t + 8 years (where s = an averaging factor, if any) and divide the
number of employees wanted in t years by the resulting probability.

For eaawple, 1f we want to have 100 ed&luyeea in our sample occupation
on board in 3 years, how many should be hired this year (supposing that
these hires are made evenly throughout the year)? First, we must iter-
ate the log-probability equation for 3.5 years (assuming an averaging
factor of 0.5):

1.165275 - 1.107328 (log 3.5)
1.165275 - 1.167328 (0.54407)
0.53017 '

=
|}

This viangloiws Lo a plobubi]ily value of 0, 7020, To gel Lhe Jdestred
answer, we divide 10uU (the numbe: of ewpluyees wanted on Loard in 3
years) by 0.7020. This gives:

ey

100 =~ 142%employees (
.7020

A
Thues, 142 employees must be hired iu the vecupation Lhis yedr so that
100 ot them will be on board in 3 years. '

4, Assuming that a training course costs $1000 per employee, what
is the actual cost per employee trained and stiil on board in
t years when (a) only new hires are trained and (b) only
employees with x years of service are trained?

Suppose that a decislon 18 made to train 100 employees in the sample
occupation. And suppose we want to know the actual cost per employee
‘trained and wtill on board three years after the training program. -

In case (a), all of the employees trained would be new outside hires.
Three years after the training program those employees from this group
who are still on board will have an average length of service of 3.5
years (assuming an even distribution of hiring during a year).

The first step is to calcullate the probability that ‘these employees will
be retainéq in three years. To do this,.we use the method ipr question
1, i.e., iterate the log-probability equation for the time Yalue desired.
In this case, the time value is 3.5 years. This gives:

y

= 1.165275 - 1.167328 (log 3.5)
_ = 1,165275 - 1.167328 (0;54407)
. e = 0.53017
. . . ,
4 .
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This translates to a retentioan probability of 0.7020.

To determine the actual cost of the training program per uew hire still
on board in 3 years, divide the billed cost of the training ($1000 per
employee) by the 3-year retention probabilitcy (0.7020). This gives:
£ 7
_$1000 = $1425/employee tralined {
0.7020 h

Thus, the 3-year return on the training investment when ovuly new ovutside
hires are trained is $1425 per employee crained“and still on boa:d.
/

- For case (b), suppose that all the employees to be traimed already have
three years of service. Three years after the training program those
employees from this group who are still on board will have an average
length of service of 6.5 years.

In this case, we need to calculate the probabilicy that ecmployees with 3
years of service will reach 6 years of service. Tou do this, we use the
method oi‘?uestion 2. Using this method gives:

y ~ 1.165275 - 1.167328 (log 3.5)
= 1.165275 - 1.167328 (0.54407)
= 0.53017 (ox 0.7020)

y = 1.165275 - 1.167328 (log 0.5)
= 1.165275 - 1.167328 (0.81291)
= 0.21634 (ox 0.5856)

The reteution probability for this group 1is:

0.5856 = 0.8342
0.7020

Now we can again divide the billed cost of the tialulug prograwm ($1000
per trainee) by the calculated retention probatility (0.8342). This
gives:

$1000 = $1199/employee trained
0.8342 ‘

Thus, the 3-year return on the training investment for this group is
$1199 per employee trained and still on board.

that occurs solely as the result of a selection decision on who is to
trained. In the long run, it will cost an organization more money to
train new hires than to train employees who have been on board for a
while.. This is a factor which should be taken into account when train-
ing decisions are made.

The important thing to notice here is the per employee cost difference
b)e
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The same type of analysis can be made for any other personnel are{ -
involving the selection of employees. Thig includes decisions ohq )
fi11ling vacancies by hiring from the outside or by reassignment fr .
within. The outside hire has a greater probability of leaving in less
time than does a reassigned employee. Again, this 18 something a man-
ager should know before such decisions are' made. The manager may still
decide to fill vacancies by outside hiring but the higher turnover level
that follows should not be a surprise.

More detalled descriptions of the applications discussed fu this section
plus other applications can be found in the Appendix sectiou.. '

The applications shown in this sectiou are exawples of some of the kiuds
of analysis whicuh persovnnel ofticials should perform tou asses8 a munage-
ment workfoice plan. They can be used to answer such questions as:

vestbtle to pruvide the worktorce required Ly the plant

) ls
J:; e workelo needed be provided ou tﬂ% Lie schedule which
he$ beeu established? -

How much will providiug the tequired workilorce coust?
1f analysls shows that a workforce plan 1s in some way iufeasiilec, Lheun
mauagemént should be (a) informed on why the plan 1s not feasible und

(b) advised on possible adjustments that could be made to it.

Confidence Range for Projected Values

In a previocus section, we showed how Lo use the log probablilicy equation
to obtain estimates of percent retaiuned at future times. Such projec~
tions give the most probable values of rfuture retention. % reality,
the actual retentieon values will most 1likely fall witntn a fange of
values surroundﬁng each projected point. “This range can be found by
using an important property of the standard error; i.e., that 95%Z of the
deviations from a least squares line will fall between -2s and +2s.

This property makes it possible to caléulate a range of values into
which an actual retention' figure will fall 95% of the time. This range
is known as the 95%- or confidence range.

Once a log-probability equation has been calculated, the major steps in
calculating the 95%-range are:

1, Iterate the log-probability equation for the known points and
find the deviations between the actual values and those given
by the log-probability line.

2. Compute the standard error.

3. Project the log-probability equation for the values desired.
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;}. 4. For each projected value, calculate the upper and lower

limits of the range in standard deviation units (using + 2s as
boundaries)

5. Convert the projected values and the range limits to their
corresponding pércent remaining values.

6. Convert these percent wvalues to numbers of employees.

'To 1llustrate this process, we fit a least squares line to the following

o retention data:
Years Since Percent
Hixe Remaining !
1 58% N
2 447
‘ 3 367
4 307
Us averaging factor of 0.5 years and converting the time values to
%#\\,/16é§g;§g\(h§hpercent values to number of standard deviatioms from the
mean of the normal curve gives:
Log Stan. Devs. '
Year From Mean
0.17609 0.20189
0.39794 -0.15097
0.54407 -0.35846
0.65321 -0.52440

The log-probability equation that results from fitting these data 1is:

y = 0.4638 - 1.5171x‘
New we are ready to begin the 6-step process of calculating the copfi-

. dence ranges associated with the projection of this 1og-probability
equation.

AY

Step 1. The deviations from the least squares line represented by the
log-probability equation are calculated by:.

a. - Iterating the equation for eachégiven x-value to get the value
given by the line (yl )

b. Calculating y-yl for "each given x-value.

v - A
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These calculationt are performed with the y and yl values in units of
standard deviations from the mean of the ndrmal curve; i.e., without
transforming them back to percent remaining values.

Going through this process for the first x-value (1.5 years) gives:
yl = 0.4638 - 1.5171 (log 1.5)
= 0.4638 - 1.5171 (0.17609)
= 0.19667
o
The actual y-value at this point was 0.20189. Thus, the difference
between the line and the actual data at x = 1.5 is:

. y - yl = 0.20189 - 0.19667 = 0.00522
Each of the other deviations is calculated in the same manner. The

process 1s summarized in the following table (which also includes the .,
square of the differences): ‘

x Y 2! yyl =4 az
0.17609  0.20189 0.19667 0.00522 0.000027
0.39794 -0.15097 -0.13992 ~0.01105 0.000122
0.54407 -0.35846 -~0.36161 0.00315 0.000010
0.65321 -0.52440 -0.52719 0.00279 0.000008

'0.000167

t

Step 2. The standard error about this line is:

s ="/zd_2 = f0:000167
YN 3
= 0.000056 = 0.00748 % ~

Step 3. Suppose that we wish to project thé équation through 10 years
since hire (using x-values of 5.5 to 10,5). 'Ihig glves:

Years Since Projeéte? ' o

Hire Value (yl) -
5 ~0.65940 o
6 -0.76947 .

7 -0.86375
8- £0.94622
9 -1.01950 *

10 -1.08545

) v * N ‘
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Step. 4. To calculate the upper 1imit (U) and the lower limit (L) of
confidence range, we usey:;; formulas

_ yl + 28
' L=y - 28

where y1 repreéents a projected value.
In this case, 28 = 2 x 0.00748 = 0.01496.

For the first projected value (yl = -0.65940), the'upﬁer and lower
limits would be: .

.Q)_ U=yl +28
' = -0.65940 + 0.01496 ~
= —0.64444 .
~ And, T .
- , . ’ - -
P‘?‘ ) L= 1 "28 ! . N ° p
‘ - L. 6594 - 0. 01496
= -0.67436
e
Doing this for each projected value gives:
N
-—————*——Rﬂhge (in Btan. DevsJ-——q-—e—-—
' o -
Years Since . Upper * c gpqﬂected *7-.; ~ Lower
> ‘Hire Limit - 7 value L Limit °
. i - . m “ .
5 ? -0.64444 .\ -0.67436 .
6 , =+0.75451 -0.78443
7 -0.84879 -0.87871
8 '-0.93126 ~Q, 96118
9 ~1,00454 -1.793446
10

-1.07049 -1,10041

Step 5. So far, we have been working with S£andard deviation values.
Now we can convert each of the standard deviation values to percent
(using Table 4-2 and interpglation) This gives

) B R
. .- ~
® \ ‘ > by
{ e——
.o ‘ ‘& ,
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—---6--Raﬂge (in”Percent)i;---J-,

a ° A @
Years Since . Upper ~ Projected Lower
Hire ’ ., Limie - _Value -Limit
' )5 25.56% . 25.48% - " 425,002
6 ‘ L, 22,532 T 722,082 21.642 .
~ o7 . * " 19,802 - ) 19.39% 18.982 2
8? o ., 17.592 . 17.202 - 16.82%
Y Y 9 \ g .. 15.762 15.407 ~ 415,052 L
- 10 | - C 14,22% - 13.892 & 13.56Z2 « . -
. R . » . . ) . v
L 3P — . .
Thus, for example, there is a 95 chance that the percent-of the origi-
nal group retained at-the end of the fifth year since hire will be
” between 25.00 and 25.96. In other words, 95 times out of 100 the. actual
retention percent will fall between these two values.
_A graph of this sample retentibp curve show:l\./ng the confidence ranges for
the projected values is found in Figuré 5-2. , . ‘
Step 6. To 'eoitvert these percent figures to‘*num,bers of elnp;loyees' to be . ‘
retained, simply multiply.. the number in the original group by.each of
the percents (in their decimal form). Suppose, for this -example, that
there were 250 employees in the starting group. Then the range values
would be: . I * bk
;o ) N -Range (T;.n ﬁmbefs)%—-—t—-—,‘, IR
“ Years Since ' - Upper * . " Projected Lower .
Hire & Limit - . Valp‘e Limit
5 64.9 - ‘7637 . - s
6 . 56.3 " . " 55.2 . - ’ -1 L
7‘ : o . . 49-5 R K ‘ 48.5 ) ’,v‘ \47-5 I
I8 ; & 44.0 43,0 L 4201
" 9 "‘._ 39-4 3.8-5 ' - '\.. 37-6 o
10 .+ 35.6 . -, 34,7 33.9 ?
... Thesé figures may be i'o%ded» fdr planning purposes.’ T i
' Each of thé function_s : lved :I.n 'fitt'ing ‘and projecting a retention

curve that has been discussed in this chapter can be done by an alrelady .
9 developed computer. program, This program ~isu.t‘£he subject of'the mext,

chapter, . . . : . N . p
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CHAPTER 6

STAFFING NEEDS PLANNING COMPUTER PROGRAM:

\

'LOGPRO

. AN

. Knalysis Functions

)

~ The’ computer prbgr LOGPRO has been designed to automatically perform'
the basic retentiof analysis functions described in the preceding chap—
ter. These functions are:
v ) 1. The calculation of the a and b values of a log-probability
’ . equation using:

a. Operator-supplied retention dat4 and
b. Leastquuares tethniques;

| iig .
2. The iteration of the log~probab11irv equation for each oper-

ator—supplied x-value; e
r

3,% The computation Of the standard error about the log-prebability
line:

o

4, The projection of the log-probability equation for an operator-
supplied projection period; and ~

5. The calculation of the 957 confidence range for each projected
value. :

LOGPRO (and each of the other staffing needs planning computer programs "'

.discussed in this handbook) forms a self—contained «comprehensive.package
+ . ‘consisting of (a). the main program .(LOGPRO) which performs the' retention
.~ ~,, analysis and '(b) the subprograms (ANDPX and -ANDXP) which hardle the ’
.« transformations from ."percent retained to "number .of standard devia-
_’5Les from the mean of the normal curve" and back again. A user of this
-et o, programs need not haye an extensive 'statistical background in
Sfrder to successfully utilize~and evaluate its results.

-

"0 is presently set up to be used in a time—sharing environment with -
n{-oser supplying retention data from a remote terminal during the run

407 the” program. In other words, the program will ask the user for

v i,%-iﬁfq;aftion and the user will previde it.

. .. ° '
N , » [T, L

# ./ N run of LOGPRO consists,of two main.anQ%y515 sequences.- Theg are'
hﬂ.g‘ -

be : s "‘ ’ l BRRE G
( d - . /'.. o . ". © . . ‘



Figure 6-1 ®
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—
1, Thevlog—prdbability analfsis of the given retention data; and

2. The projection of the calculated log—pfobabiliég equation,

og—Probability Analysis N : ~

. During this sequence, LOGPRO performs all the calculations required. to

fit a log—probability line to longitudinal retention, data (including
functions 1-3 above). :

The information fed to the computer by the gperator,for this phase of
the program consists of: -

1. The number of years for which retention data are available:
i.e., the number of known retention points.

2. The number of emp]oyees in the original or atarting group fo-
the oeccupation to be analyzed.

3. Whether the collected retention data sre in the form "numpye v
of emplovess rera{ned" or "pavrcvu" Af omplrovaer vretained

4. The actual retention data.

An example of the question and answer sequence for this part af LOGPRO
is shown in Figure 6~1. Responses made by the operator are underscored.
After each request. for information, the computer pauses and waits for

the operator to resppnd to the request. Each user response is followed

by a carriage return) This sends control of the program back to the
computer.

The data used in the sample run are:

Years  Since ' Percent

Hire Retained
' 1 - 58%
2 o 44%
. 3 36%
" 4 ¥ . 30% .
Number in the original group = 250 ' "

Averaging factor = 0.5 years -

Since there are four pairs of retention points, the answer to the first .
request for: information is simply 4, And, since there were 250 employees
in the starting group, the . answer to the second request is 250

. v
*

: . .
\ . ' 4
> . . ' .

e,

\ o . \.';81-.




The next question requests that the operator make a choice based on the
form .of the retgntion data. If data have been collected in "number of
employees retained" (i.e., without cohversion to percent) then alter-
native (1) is desired and the operator response is 1. 1In this.case, the
program will automatically convert these values to percent retained.

If the data have been manually cbnvérted to percent retained, then
alternative (2) is desired. And the operator response is 2. Since this

4

is the form of our sample data, the response in Figure 6-1 1is 2.

Next comes the-entry of the actual retention data. One important point
to remember for correct entrgﬁof these datg.s that all decimal points
must be shown. This rule apbries to evefykﬁagce of dsta entered at this
time including whole numbers. F¥or example; 1 vear is entered ss 1., 100
employees ie entered as 100. o £

\ ot
'

In. addition, when the '~ta are in h@fcenf, the decimal form of the pe’
cent valué is entered  For examplel SRY fn enreva! np 58, 70 €77 1=
entered ar ,58A2.

Farh soatentfon paly {a enterdd on a gingle line fn the Covems
rime vnlue, retentiop value CP

Entry continues until the supply of retention pairs is exhausted.
LOGPRO takes this retention data d converts it to log—probaﬁility
form. Then the linear ledst s nﬁizs technique is used to determine the
a and b values of the logfprgbgbility equation. This equation is {terated
for each given time value and the standard error is computed. The
results of all these calculations are then printed out in the "Table of
Log-Probability Analysis Results" (Figure 6-1). '

Y

As you can see, this table gives you, in a convenient form, both the
inputted retention values ("ACTUAL DATA") and the results of the log-
probability analysis ("L-P CURVE") so that they can be readily compared.
In addition, the computer prints out the number in the starting group,
the a and b values of the log-probability equation and the standard
error of the log-probability fit (in standard deviation uhits).

Projection Analysis

!

During .this sequence, LOGPRO performs all the calculations required to
project a log-probability equation and calculate the 957 confidence
range for each projected value. '

The information giﬁen to the computer during thié bhase of LOGPRO con-

-, sists of: -

' ' ' R
1. Whether the operator wishes to prfoject the log-probability
equation (a yes or no decision); and :

- 82 -
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2, The time parameteré of the projection.

An example of the question and answer éequence for this phase of LOGPRO

is found in Figure 6-2. This sample run projects the log-probability
equation calculated in Figure 6-1. .

RN

*

At the beginning of the projection section, the operator may choose
whether or not to project: the calculated log-probability equation.. If
not, the computer will skip around this sequence. If yes, the computer
will ask for certain informﬁtion concerning the time frame for which the

projection is wanted. At Zpoint:, the operator must enter three
values. They are: .

R

1. The first (or minfmum) time value for which = prn1ection
wanted. o - ‘

2, The last (or maximnm) +ime valup for wh[qh a profection ja
wanted. ‘ i‘,

1. The lergth of rhe time interval hetweon rucrearive prajoct fon

pointe (or the time inecrement) .

These values nre entered side-by-side, separated by commae (ne ehewn in
Figure 6 2). Here again all decimal pointe miert be rhown.

The sample run in Figure 6-2 projects the log~probabilir} equation for

the time values 5.5 years to 10.5 years. The increment in this csase is
1 year. This means that prnjectton points will be calevlated for each

of thege values: 6.5, 7.5! 8.5, 9.5, and 10.5.

LOGPRQ now takes }hese time values and projects the log-probability
equafion for the given time frame. It also calculates the 95% confi-
dence ranges for each projected value. These ranges are calculated in
both projected numbers of employees and projected percent'retained. The
results of all of these calculations are printed out in the ''Table of
Projected Values.” This table contains, for each time value, the pro-
jection (EXPECTED VALUE) and its 95% range for both projected numbers
and projected percents.

After printing out the projection table, the computer will ask the oper-—
ator if there are any more data to be analyzed. If there are, the computer
will recycle to the beginning of LOGPRO If not, the computer will stop
the execution of the program.

Summary '&
LOGPRO and its subprograms form a complete statistical package for the
analysis of retention data which are:

e -
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1. Longitudinal - i.e., employee groups (or cohorts) are followed
over time and counts are made of how many employees remain on
board after certain lengths of time. Lod

2.  Occupational - il.e., data.are,collected by occupation in all: . &

cases. Data are also entered by occupation except in those

. cases where aggregation of occupations is possible (see

Chapter 8). . '

¢
]

LOGPRO uses the statistical techniques described in Chapters 4 and 5 to
perform its analyses. A more detailed discussion of the mathematics

used by LOGPRO can be found in its Technical Analysis which.can be found

in the Appendix sectf{n along with its Operation Manual and Program Listing.

[ A ‘ , e .
Although LOGPRO is andbxtremely useful tool for retention analysis,
there are sgmg situations where it is infeasible to use it directly,
such as in drganizations with:

- - y “
- Hiring patterns which vary widely from Vear tn yea.
Low levels of hiring,

- Many occupations having only a few employees.

The techniques used to handle these snd rimilar eituations will he
explafned 1in the next two chaptera. ’ .



"CHAPTER 7

t

' STAFFING NEEDS PLANNING COMPUTER PROGRAM: - - &

e

LPFILE

Ky
R

£l

3

So far we have been discussing techniques of retention analysis which
require the use of longitudinal data. However, there are cases where
either (a) longitudinal data are not available or easily obtainable or
-(b) organizational hiring patterns do not readily adapt to a LOGPRO type
of analysis. We now need a way to apply the log~probability analysis
technology to such cases. For this purpose we have developed a . second ‘
«retention analysis computer program. This second program ig known
'“as’ LPFILE. A

When To Use LPFILE 4

There are-ceftgig,situations where longitudinal retention analysis

becomes Yess precise and, thus. where the use of LPFILE i8 recommended.

The three most common of these situations will be dis ussed. 2

? 1. The number of employees hired into one or more of an oygani—
zation's occupations during any one given year is relatively
small. ‘ ' s )

This type of situation can occur both in small organizaticns with few
employees d in large organizations consisting of a scattering of many

--occupations with. few employees. In such cases, the use of longitudinal
data is limited because a low level of hiring leads. to small cohort
groups. And small cohort groups, like small statistical samples, are
more subject to error#than are large groups. Also, a small cohort is
less likely to have a truly normal distribution of work attitudes (since

-, the likelihood of the existence of a normal curve increases as the

K\number of work attitudes increases). In addition, for a small group,
the relationships between standard deviation values and percentage of
cases change considerably.

2.'. The yearly pattern of hiring into an occupation changes from
one year to the next. ’

) . . . ':" “\- .'.lgl“?}\_' 1 V
One example of this type of situation occurs -ﬁa}ing into a given
. occupation is concentrated early in one year afdd Jate in another. Such

yearly differences in hiring patterns will cause’ yearly changes in, the
time-averaging factor which 1s used to calcdulate’ the logrprobability
. curve (e.g., 0.3 in dne year and ‘0.7 in the next). This means that a
* new-dquation must be computed for each year's group of ‘hires which in
turn means continuall collecting and recording longitudinal data for
each group. Thus, sugh a situation makes it difficult-to apply a log--. 3
¢ probability equation computed from a group of employees hired in onme ™
given year to employees hired in any other year. :

L4

/
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For example, Pigure 7-1 plots a log-probability equation computed using
an averaging factor of 0.3 years against longitudinal data for a group
of hires for which the actual averaging factor was 0.7 years. As you
can 'see, any type of projection or ealculation using this equation for
this particular group of employees would be consistently iow. '
A : $ . .

In addition, under these*conditions, the use of a single log—probability
equation to perform the'gﬁalysis applications discussed in Chapter 5
becomes imprecise. Thi; 1s because the qpﬁIIEations were designed to be .
used on all employees inf a given occupation regardless of their year of .
hire.

As a corollary to this situation, it might be that hiring into an occu-
pation during a given year is so unevenly distributed as to make it
difficult to use a convenient time-averaging factor. In such cases the
only recourse would be to compute an actual average-length-of-gservice
figure using the entry-on-duty date of every employee in the cohcrt. .
This may be too cumbersome a tagk. particularly if the reanltant ﬂyﬂv-
*rfng facror canncot he applied to any other year'g data.

? One vear's log-prorability retent'on curv~ for a given occvpa-
tion is noticeablv Affferant from apnthar vegr ' ®m rurve fop the
same occupation. X

Tt. may be that observation of diffedent years' cohort groups foy an
occupation rveveals noticeable (although not-statisticall significant)
differences in the retemtion curve for the occupation. This usually
happens when, the number of employees hired in the individual years is
relatively smwall, so that random variation differences tend to be rela-
tively large. What is needed in such cases is a_way to avervage the.
curye differences--which is what LPFTLE will de.

The LPFILE ‘Method

The basic motivating factor behind the development of LPFILE was the
need for a method which would handle each of the above sifuations by
making the maximum possible use of every bit of 4nformation available.
Data on every employee hired into an occupation during a selected time
span (say, 5 years) are inputted to LPFILE. These data are used to
compute a log-probability equation for the occtpation. The system used
has several advantages: S

- - Since data on every empioyee are utilized, every available
contributor to the group retention trend is used- to compute
. the group's equation. . | ’
= The size of the sample used to,éalculate the equation is

maximized. (This is particularly impértant when hiring. levels
‘are low.) |

R - o '. - 89 - g ; o
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: - Use of all the years of data available gives the maximum
- . possible precision to the result. ' '
\ ) P

v - The employees used to compute the equation are not limited to"
--, one year' s hires. . - o

o ' LN ‘,r"-'.

‘B

- There is no need to continually collect and record longitu-
dinal data. - ‘ :

. LPFILE uses a previously-stored file of employee data to compute a log-.
probability retention equation. In this section we will discuss first
the mathematics used, by LPFILE, them the set-up of the data file, and
lastly examples for gpecific sets of duata. -

The Mathematics: Suppose that we knew for the past, say, five years (a)
, - the date when every employee was hired into a given occupation and (b)
the date when those employees who left the occupation did so. With this
knowledge we could develop a quasi-longitudinal retention’curve for the
occupation to which we could apply the log-probability analysis technique

We know féom the previous diecussions of log-probability analysis that

two items of data are needed for use of the linear least squares techgique:
(1) the percent retained from a given group of employees 4t (2) specftic -
times. For LPFILE we need |to collect our data so that we/can construct
replicas of these data items. To do this we first need to select a time
period for which data collection will take place. This could be the

past two yeprs, three yeE\sabr whatever time span for which your organ-
Mzation ke:gs chronological records of eﬂbloyees hired. ° - -/
SeCond we record, for every employee hired into. a;giyen occupation.

during that time period, one or two dates:

-
P

1. The date of hire into the occupation (forJevery employee);

o and : ' :
: Tr.’-;w. ; ‘ ” ’ ~
e 2, The date of separation from. the occupation (for those employees_
‘ who - Kave - separated_f during the time span). oL

N 1 k -
These dates become part of the data file wﬂich is used - by\ufFILE. y
" We need one other date for t%ﬁ use ofs the LPFILE method apnd if is knowm

. as the "file ending date." ig ig the closing date of" ‘the file and of

e the time period under study. e A , "

o
477 Note that, as discussed at the beginning of Chapter 4, a‘"*‘-ar tiqn
ot " .18 any personnel actjon which creates a vacancy in the;group being |
' analyzed. Thus, a movement from this %o some other ocoupation within )

-the game organizat%on is a separation.' . . §' .
. . ’ : . ' S

\_ ! ‘ l ’ : ¥ '.
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’ ‘ than x). ' , . . S

\ ) <!

. - S -

LPFILE uses these dates to calculate two numbers for every employee in
the group. The values of these numbers will depend on whether or not an
gmplbykskhas separated from the_ group. ’
If Eﬂ‘employee ﬁas'separated,;thelnumbers comﬁﬁted are: '
| 1. The empldyee's actuax time on board .in the occupatidn (i.e.,
X /- Date of Separation - Date of Hire); and
2. Thé‘léngth of time that the employee coul?,possibly havé'been
. _ on Zpard during the selected time span if'he oy she had not: -
. separated before the end of that time (i.e., File Ending
: Date - Date of Hire). ‘ : : ‘

r . : ’ .

'_&f an employee has not separated, his’or her actual time on board will
be eQual.to-his or her possible time on board. So, for these employees
the two cqmputed values are equal,

.
! re

. w ¢ . B
'LPFILE records each of the computed 'value# in one of two' arrays. The,
first array consists of the values of the actual time on board for every
employee in tfe group. The second consists of the values of the elapsed
time between every employee's date of hire and the file ending date.
(These last values are either "possible time on bpard" or "actual time
on board: depending on whether-.or not an employe ’ has separated.)

These computed values are then used to develop a distribution comparing
the number of employees inp the group who could possibly have served for
a given.length of time with the number of employees im the group who

attually did serve for at least that same length of time.

Y

LPFILE now uses the résults of its computations te set up the X, y pairs

for log-probaﬁility retention analysis. First, each different’ value
from the elapsed time array becomes a length of time from original hire
for those employees who could possibly have served, (or who actually did

. serve) for. that. length of time... These values then become the time — or
x —— values fot log-probability analysis.

: The‘peréent retatned (o} y) values afe:calculaged‘us;ng the following
data substitutidns for each x - value:. L, C
] : i . " L o &5 -
1%%1 Phe number ‘of employees retained at time % =-the number of .
- employees whq actually stayed with fhg¢group for at least time

% (including those employees who separated at.some time later

Pl . ' * ~

- ,2.. The number-of émployees in thq originéi ggdup;of-hipes = the
- number of employees who could. have stayed.with the grdﬁp‘fof,

at least time x (including both employees who left before time.
X and employeeg who stayed longer than time x). '

-~

A
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. : oy L . ST
. _-FOr each x - valuen data item #1 is divided.by data item #2 to obtain an:
. ;.estimate of the percent reta{ned at‘that time. And these become the y-
A -values.- ' ‘ Con .

.':;' ’ ) ' - . .

”LPFILE uses these x, y pairs and tﬁé“ﬂega transformations found in_
LOGPRO to' calculate a least squares log-probability equation for. the
. given groupr. The resulting equation can be: used in the same way as &n
equation derived by LOGPRO.

. The Data File: -To. perform its calculations .LPFILE needs to be supplied o
with a specially set up file of employee data.. This file consists of
one record for each employee in a group . (or groups -~ gee discussion. of ::
possible file combinations below). There are four data elements in each
necord: They are the employee 82 . ' o .

\N_‘$ l.'. Occupation or series code‘
g..' Grade at'hire; - i Y ¢

"3. Date of hire (month and year); and -t

s

4, Date of separatiog (month and year), if any,

~.  The last two items are, of " course, those we discussed in connection with
' the method used by LPFILE. The first two items permit the user to both
(a) include more than one occupation in a single file and (b) perform
log-probability analysis on employees in different entry&grade levels.
., *
" In most organizations, these data items can typically be found in a
¢thronological file of personnel actions in the personnel office. Or ~ X
' they may be recorded in an organization's automated infot&ation‘system.
Before data collection is begun, decisions must be made on (a) the time
span fdr wﬁichﬁdata will be collected and (b) the occupations which will
be studieg. This information is then passed on to a computer prognammer
(if the data syste gutomated) or to the person who will collect the
data manually. P . ' '

. "y
If data are to be col ected manually, it is helpful to use some tipe. of

a standard collection form such as the one in Figure 7-2. You will notice
that an extra data item has been included in this form. This is an
employee identification number (e.g., Social Security Account Number) .

This item is needed since the other four data elements will most likely
be found on separate sheets of paper. However, LPFILE does not need it

to do its work. A partial sample of a fi}led out collection form can be
found in Figure 7-3(A). J ’

To get ﬁze from the collection form into a data file in the coméifer
so that LPF can use it, a few ruleségust be followed




e Figure 7-3

X A. LPFILE CATA COLLECTION  FORM
. : _ ‘ - -t a .
. ' EMPLOYEE _| OCCUPATION |} GRADE “DATL OF DAIE OF
NUMBER " COBE AT HIRE PHIRE  .+| SEPARATION
. MO 7 YEAR | MO.. YEAR ]
L 201 s 1-73 | 4r-74
L 201 . N 1 -72 NONE
3 L) 5 1-12 1-73
g . 201 . 5 1 91 | 375
5. 200 g o1 .7-13 NONLE
G - 20] 5 94-13 K13
. 1 - 20 N H4-12 ALl E
¥ 201 5 - [-12 ° -1y
s AR 200 5. A7 NONE
o -l 20t - - 5 1 h-73 . -74
i : — s
B. : CCMPWTER DCATA  FILE
P 002010501731174 |
. 00201051172C000 .
’ 00201050772G175
: 002C10522710375
. 002L105C7730000
¢ . 002010509730575
002610504 726000
002C105C1720275
'} 0020105(574C000
00261051 1730674
FILE ENCING DATE = JUNE 1975 e
1 -
<. LPFILE TIME VALUES
» . COULD HAVE ACTUALLY
FMPLOYEF SERVED SERVED
NLIM3ER (YEARS). _(YEARS)
1 2.42 1.83
2 2.58 2.58
3 2.92 2.50
' 3.75 3.50
y 5 1.92 1.92
6 1.75 1.67
7 3.17 3.17
3 3.42 3.08
' 9 1.08 - 1.08
. 10 .58 n.s58
A 94
. —
’ \

O

ERIC

Aruitoxt provided by Eic:
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*

e ‘_ g-fviw Each line on ;he collectiop form becomes a line of the data ;{”
T s file. ‘ T

. ‘ ¢ §
_ Z.f The data elements, in each line are placed in a specific order
R ) *'with oclupation code first, then grade at hire, month of hirem

year of hire, month of separation, and yeér of separation

g ._

, "3 If an employee has not separated then the entries for both the' P
month and year of separation are zero. , Lo

- . f i
: . ’ el
4. Depending.on the available computer system, the)éata elements ﬁf
-+, 1in each line are either (a) separated by commas or (b) spaced
' according to the criteria set up by LPFILE. .
“r"_or rule 4b, the following spaces are allotted for each data element:
- Occupation code--5 spaces. (To handle series codes of up to 5. 1_:
digits). . oo : : ’ X

I'e , | - :
- Grade at hire——2 spaces ' L ’

R |
// - Month and year o{ hiﬁ%, month and year of separation- - f

, 2 spaces each. . . /
/ 3 i

/
/7 /If a data element requires less than the allotted space, then the rest

- of the area designated for that element is filled with leading zeroes or
4 blanks. .

. v .
As suggested in rule 4, above, there are two whys in which the data from -
an LPFILE collection §orm may he transformed into a computer- acceptable ,'
file. First, if the data elements in a line are to be separated by

commas, then the first two rows from the sample collection form in
Figure 7- 3(A) would translate to: ' ~RL

"/ a01)'s, 1, 73, 11, 74, /
201 5, 11, 72, 0, 0

+ .
ae . ~

Note' that, gince the 3Econd employee has not separated, the last two
‘values in the second 11ne are zero

~ Second, if the data elements in a line’ are to ‘be spaced according'to
LPFILE's specifications, then the fifat two lines of the sample collec—-
tion form would be, entered sas:

, 002010501731174
00201051172000Q

Note that (a) the elements follow each other without any separation
character between them and (b)_leading zeroes are used to fill unused
spaces. . (In most systems blanks may e used in place of tﬁe leading

® oy

\, o _ _95_ i . .
) - ) 2 . . L
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Eeroes.) The completed file based on the sample collection form may-t“
ound: in Figure 7-3(B).

The transfer of data from'a collection form into the computer may be
‘done directly or there may be an interdeiate step: which transfers data’

first tp a coding &heet (vhere the data: are arranged in computer-acceptqble

form) then ‘o the computer. A L. .
Yok
v

In any cad% entry of the file into thei computer from the keyboard of a

A computer terminal follows standard steps which include'

| 1. ?Givingsthe data file its own name; . )
. 2. : Entering the data file one .line at_a‘trme; | T -
3. Hitting the "carriage returéhlkey.atLthe.end of'each Iineéiﬁud
4, Storing the fdle in the computer's'memorp a:ea. -

gnce entered and stored, a data file can be recalied\at any time,for use
y LPFILE. ' coL ’

Q

“ -

The contents of these data files may consist of one occupation per file ,.

or multiple occupations per file. A single file may also contain’ more
than 02: grade at hire level. During a run of LPFILE the user may ' .
. select“what portions of the file are to be analyzed. For example, if
a file contains retords on three occupations only one of which is to be
analyzed during a giver run, then LPFILE will use only those records of
employees in that occupation. : ‘ yﬁﬂ
Each file will have a filé ending date which.will be entered frbm the
terminal keyboard during a run of LPFILE. [

?
Examples As a simple example of the techniques used by LPFILE we will
use the sample file of 10 employees found in Figure 7-3(A). Of course,
it'is unlikely that such a small fiXe would exhibit log-normal character-
istics and an actual file would consist of many more employees. But a
small file is useful for {llustration purposes. - ®

. ,'.,

‘

Let's assume that the file ~ndivg dare for this sampl®file is .Tune
1975.

First we have to calculate, for ea " emrloyee in the file the valyes for
actual and prosrible tiwe o1 Ehes rov ewample, conaider the data for

employee #1 in Figure 7 V(M)

pate of hire = 1/7? )
Date of separatfon = 11/74

~ 9% -~ ’ Y



This employee could{have seﬁyed from January 1973 to June L375 (the f&le .
- ending ‘date).. In other words, "the employee ‘could have served g&v
- years. ang 5 mbnths pr 2. 42q&ears. But the employee actually se e& B
until November 197& or 1, yéar'and 10 months or 1. 83 years. ' 4 ;*"
. b o &" SR
_ . Each employee 8 time valﬁes are calculated in the same manner. And for B
;g;ﬂx; Qhose employees who‘havelnot separated, the two values are equal. ‘For.
W example, for employee #2/, ‘the adtual and. possible values are both 2‘68
R years (from November 1972 ito June l975) L o "
.. i ' . . . . ( ) - ‘ ,' K
' The completed table of actua;,and possible time val&bs is found in o

Figure 7—3(C) Arranging tbese values from lowest' to highest possible
, service gives. L .

e - S v

;Q‘:z:"‘;g1:” o oo Coul&LHave R ‘ Actually { S

S @1';' . o S ~ Served - - Served : { "

» Dol RRE X . (Years) : . (Years) = -

L TR L - 1.08 - J 1.08

AR e 0 1,58 "  -0.58 v
co . B \ R O S 1.6

"'i ; » _,.'\.: . Ty "' * ‘\ Cod 1.912 ' ) 1.92

S - Co L 2,42 1.83

co L . e tw 2,58 2.58.

o v e F 2,92 2,50 ;

. e 3T 3.17

! § oo L3442 3.08

' A ' 3.50 ,

v , S - : 375
The next. step is to translate these values into log-probability %, y
‘Tetention pairs. The "Could Have Served" column becdmes the x—values.
These represent "Years S¥nce Hire" values. To determine the. percent
retained for each x-value two counts are made

'

2. The'mumber of employees in the group who didcserve to at least ,
time x. . oL ‘ - : O SR
- For example, the first x-value is ;1.08 years.“ All ten employees in tﬁe .
* group could have gerved for this time but. only nine of 'them actually did -~ ..
‘(employee #10 left after 0.58 years of service) This gives a retention =
ratio of 9/10 or 90%. ° . ' R e
- y - . / s
'

)A

1
Yo/
k ~
. o .




;, Figure 7-4
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The next. x—value 18 1. 58 years. Nine of the employees in the group .

could hdve served for this time (employee #9 18 no longer in the run- * .
nipg) of these nine, eight actually did serve for at least 1.58 years.i o
“Thus the retention ratio for 1.58 years is: 8/9 or 89A And so on through N
- N each x-value. ‘ L . _ gl

\
—eie

* The retention values for this sampleuiiie would be:

Years Since .

_ o : Percent ‘ PR
ot Hire - _ Retention (//j ~-- Retained - . ‘%
o e x) R Ratio - i

‘ : .. - & g
_1.08- - 7 . 9/10 ' - 90 =
1. 58 {: ' 8/9 89 ? 7?.-1
- L75 -, . 7/8 . ) ' 88 ¢
s i 1,92 , ’ “6/7 R 86 - - )
‘ .42 w m TN 5/6 ' 83 , LA
. 5 2.58 Cor ' . 4/5 ) 80
L : 2.92 L 344 C v .75 {
Ce - 3.17 " o 2/3 67 - T '
Voo 3.42 A 1/2 . . 50° ¥
: . , (375 . 0/1 — 0. '
. : i
Y. (Since,there was ,po one left to contribuf¥e to the group retention trend -
by 3.75 years, this time value would not enter into the 1og—probabi1ity o

. »
"' 1}

LPFiLE utilizes the. 1inear least squares technique on these x-'and y-
@values to compute a log- probability equation for the given group. .

.equation calculatiomns.)" » . , ot .

: - ~ 7, N
As we said before, a file consisting of. only ten employees-is unlikely
‘to exhibit true log-normal behavior. To illustrate what LPFILE data
will look like in a practical situation, we have construqted two larger
sample files. The first is a hypothetical file for a professiona
occupation. For illustration purposes, we have used the GS- 801 (General
Engineering) occupation. This file, which we have named LP801, is

d listed in Figure 7-4. The second sample file representg a clerical o
occupation. For this file, we bave vsed G5-322 (Clerk—Typist) We have -
named it LP322 (see Figure 7-%Y.

[ N N

-

1

To show the type of retention pattern which I8 exhibited ‘by such files,

we have plotted in Figure 7 6 the retention pairs derived from file

LP322 (the scattered dotg). As vou can see, there is a distinct and

fairly even lpg-normal retention pattern exhibited by these data. The 3
pattern devii}?s sonewhat in the tail area of the curve. This is due to
the smaller numbers of employees who contribute to the trend at the

higher length-of-service levels. _
The 1og—probability curve which LPFILEﬁEﬁtted to the LP322 data is shown
by the dotted line in Figure 7-6. -




" Plgure 7-5
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M5 and GS-7 hire : e two retention curves pased on these™~different
entry-levels are plotted in Figure 7-8, This graph suggests that there
ma& be curve differences between, different entry-grades that require the

e use of more than one leg-probability equation. Ther e more.on
T .such differences in the next chapter. -

..a ? - . ’ B
o Sgggle ‘Run of LPFILE {F . . ‘f‘\[’ . -
R LN . . 4 o o )

Figuge 7-9 ‘shows a sample run of the program LPFILE. There are two
, secti%ns to this run: information inputs and analysis outputs.

The first piece of information to be input is the file ending date for
the file to be analyzed. This date is entere by typing the value of
the mofith (from 1 to 12), and the last two digits.of thé year (e.g., 75
for lQZ?), separated by commas.

. The nexgaitem needed by LPFILE is the number of employees in the whole :

,  file. O#, in other words, the number of lines in the file. Then Fhe
name of éhe file is réﬁuested As presently set up in LPFILE, thifs name
can be 2} ‘most five. characters long The f#rst character must beJalpha-
- betic although numbers may be used in the other positions (e.g., }{P801).
This name is'the same one under which the data file was stored earhler.

- That portfon of the. file which is to be analyzed during the current run
is chosen by the user's response to -the next question:

' | ¢
/ " DO YOU WISH BREA@&N\ BY:
b. v " ’
| (1) OCCUPATION v

'If a file contains records.for employees in more than one occupation, .
these occupations should be analyzed separately by choosing this option.
LPFILE will ask for the desired occupation code and select for analysis
-only the records of employees in that occupation. The other occupations
. may be analyzed by re-running LEFILE until all the occupations have been
completed.

a

-

e

s .,  (2) GRADE
If yon feel that there may be differences in the turnover curves for
' different entry-grade levels (although the effect of grade at hire on
retention is much less significant than the effect of length of serv
this option may be used. If there. is more than one occupation in a file®
then this option. alone will analyze all employees in the selected entry
. grade regardless of occupation.

’
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Figure 7.8
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> fFigufe‘j;éV

' »~
:‘ENTER FILE ENDING DATE (MDNLH. YEAR)
12,74

ENTEﬂhTHEw\UMBER oF EMPLOYEES IN THE FILE

60, o

'ENTER . THE NAME OF YOUR TURNOVER DATA FILEQ”
(MUST BE LESS THAN OR EQUAL TO 5 CHARACTERS)

'LP}?Z

. ~DO YOU WISH BREAKDOWN BY: |

(1) OCCUPATION N
(2) GRADE '
(3) BOTH OR

(4) NONE. RUN WHGCLE FILE

.':

FOR THE ENTIRE FILE®

THE L-P EQUATION IS:
= 0.4635C + ( -1.35693)X

AND THE STANDARD OEVIATION IS: 0.04116

L WRITE DUT ACTUAL ANC CURVE VALUES2 (Y OR N)
Y : :

THE RETENTICN VALUES AREDN_
L.C.S. - -PERCENT RETAINED-

-

(YEARS) -ACTUAL- -CURVE-
0.25% 0.891 0.900
0.33 0.870 0.867
0.42 0.830 - 0.836
e 0.50 0.808 0.808
‘ 0.58 0.765 0.783
0.67 0.760 02759
0.75 0.735 0.737
0.83 0.708 0.716 -
0.92 ‘0.702 *  0.697 o
* 1,00 0.696 0.678 AL
1.08 0.689 0:661 ;
A7 0.659 . 0,645
1.25 . 0.651 0.630
3 . - 105 - -
1r»

<

. .
247-598 0 - 17 -8 ~ '



“
1.42 0.619. ., 0.602
. 1.5C . 0.63b . 0.589
t.5¢ 0.600 0.576"*
1.75 0.590 . 0.553
- 1.83 .0.553%7 0.542
., '+ 1.92 - 0.568 +—-0.532
, 2.00 0.528 0.522
2.08 0.543 0.512
1 c2.17 0.500 0.503
; ik . 2.25 0.515 0.494
® .33 0.L69 .  0.486
o 2.42 0.L452 0.477
B 2.50  0.433 0.470
2.58 0.414" 0.462
2.67 0.429 0.454
2.75 - 0.407 0.L47
2.83 0.423 . 0.440 .
: 2.92 . 0.440Q 0.434
‘g 3.00 0.375 0.427
3,08 °© 0.391 0.421 -
3.17 0.364 0.415¢ -
3.25 . 0.233 0.40¢
3.33 .'. 0.350 0.403"
3.42 0.368 0.397
3.50 0.389 0.392
3.58 0.412 0.386
3.67 0.375 0.381
3.75 0.400 0.376
3.83 0.357 0.371%
3,92 - 0.308 0.367
4.00 0.323 0.362
. . 4k.o8 0.364 0.357
4.7 0.400, 0.353
4,25 0.333 0.349
- 4,33 0.375 0.344
4. 42 0.429 .0.340
4.50 0.500 0.336
4.58 0.400 0.332

L.67 ~ 0.250 0.328

AGAIN WITH SAME FILE? (Y OR N}

AGAIN WITH ANOTHER FILE? (Y OR N)
X o 2 \
L

ﬁl
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(3) BOTH

Under this optidn, employees in the selected occupation who also were in
the selected grade at hire are analyzed.

- ' _ (4) NONE. RUN WHOLE FILE o ’
- This option should be used for files that contain only one occhpation.
~ 0or, for files that contain only occupations which_have been previously

anal;;ed and found to be compatible (see the next chapter)
LPFILE then uses the selected records to calculate a log—probabrlity
equation%and standard error, both of which are printed out, The user’
has the Option to write out the actual retention pairs and the corres-
vondiﬂg curve values. _ :

» . 4’

After each run of LPFILE, the user may recycle either (a) to do another -
analysis on the same file or (b) to analyze a different file.

Additional information about the development and use of'LPFILE can be
found in its Technical Analysis and Operation Manual. ’

¥
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STAFEING NEEDS PLANNING COMPUTER PROGRAM ' -
- ﬂ} : L'ngmmrvu *f,. - ’
T C PR ‘ ' .

We have said that retention analysis is ideally pérformed by. occupation
using longitudinal data. We ‘'saw in ‘the preceding chapter cases where
lpngitudinal data téchniques are not directly -applicable. These cases
led to the developmsnt of LPFILE. There are also situations where

- either (a) &nalysis’by .individual occupations becomes difficult or (b)

analysis within individual occupations is desirable. For such situa-
tions, there is a third staffing needs planning computer program known
as LPTEST. - . .

R ,
When To' Use LPTEST . '

- .

LPTEST deals with' the concept of the existence or nonexistence of differ—

ences between or within occupations. It statistically compares theif
retention trends to determine whether or not they may he grouped together
for analysis and planning purposes (such as for input to LOGPRO).

There are two types of analysis which can be done using LPTEST. These
two areas can be characterized as inter—occupational and intra-occupa-
tional.

Inter—occqpational analysis: For this type of analysis, LPTEST EOmpares

the retention curves of different occupations to see if they have the
same or similar retention;patterns. Those that do can then be aggregated
into a single planning unit. ,\\/gz

This analysis_capability is useful for organizations consisting of -
several occupations with only a few employees in each. Such a situation
means that there will be only a small number of hires into any omne
occupation during a year. This in turn means, as we saw in the preced-
ing chapter, that longitudinal analysis for any ome occupation would be

. imprecise. However, it may be that some of these occnpations have reten-

tion patterns which are similar enough to allow for their grouping
together. Such a grouping can be considered as one occupation for
longitudinal tetention analysis and projection purposes.

It may also be the case that, after having separated.out its major occu-
pations for analysis, an organization might want to combine some of its

smaller occupations into aone or more 1arger groups which can be analyzed
using log~probability tec iques.

. J .
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T As ‘a; corollary tg this process,t LPTEST may“be used to test the retention
" patterns of the ‘same ‘occupatiohhat different times. That is, it may
‘ compare, the éccu:éfioﬁfé rétention Eﬁgﬁ}as‘calculateg from one year's
N . c¢ohort group with that “‘calcudlated ‘from ‘Another year's cohort group.
Such a compa sop will show whether there has been any change in the
" occupation’s retghtion pattern over time. £
” Analysis for a Eﬁ of grouped occwpatibgs will utilize one'l&enggbability
equation to represent the entire g oup.’
Intra~occupational amalysis: For this type of analysis, LPTEST compares -
. " ‘the retention cprves of subgroups of the_same occupation to see if they
/"~ have differeng retention patterns. '

7

. ~
¥ RN .

A subgfoﬁﬁ:of n occupation consists of employees from that occupation®
SN who fit into a y desirefl category. Some of the categories may be sex,«
T minority ‘status, grade ft hire, training received, etc. For example,
EST may be used within an occupation to compare the retention patterms
f male vs..female emplayees, minorities vs. non-minorities, GS-5 vs.
GS-7 hires, those givqh special trainihg vs untrained controls, etc, If
a difference is discovered, the-affected subgroups can be plapned for

separately (separate 1og-prgbability4§?gations will be available).

‘The technology used to make such comparisons is also useful in other
areas of personnel management. - There will be more about this in the /
next -chapter. N '
‘There is an portant point §¥0ut such comparisons which should be
emphasized here. And that is!that they should be made for, subgroups’ :
within the ssme occupation. It is not valid to say, for example, that

there is a difference in the turnover rates of men and women if the

rates compared,come from different occupations. (Remember that different
occupations have different turnover rates.) Such rates should be compared
within occup.tiohs where both males and .females are strongly represented.
This will remove the differences in turnover rates:>which are solely the
result of the differences in occupations.

A . ,

Statistical ﬁifferences

b
< ! 1
LPTEST co res two or more occupational retention curves to determinz
if all-ox some of the occupations may be grouped together. When Tooking
at retentioﬁ trends, LPTEST is searching for statistically significant
differences: The underlined phrase leads to two questions:

S

1. Wpat constitutes a difference?
i :

>

b

B . '
2. What is meant by "gtatistically significant”?

¥

P . '
- TN ' : . .
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‘Qgestion 1. There are two conditions which alqne or in combination can (
cause occupations to have differing retentidfi trends. They. are (a):
differences in the first-year turnmover rate and/or (b) differences in

the log-probability annual loss rpte.

B"
W

' Figure 8~1 shows the retention curves for a professional occupation
(Curve I) and a clerical occupation (Curve II). It s€gems obvious just
by looking at these two curves that they are differentfmsFor one thing,
thelr first year loss rates are decidedly different ( for Curve I vs.
42% for .Curve II). -Secondly, Curve II loses 38% (= 5 " 20%) of its
cohort from year 1 to year 7, while Curve 1 loses. onl % (= 832 -
35%). This means that Curve II has a faster log-probability loss rate
per year than does Curve I, .
. Another way of examining the difference between two curves is by plotting
them on a log-probability nomograph. This is done for the two sample
curves in ‘Figure 8-2. As you can see, Line I starts and remains above
Line II. -Also, the distance between the two lines is growing larger as

-

time passes{//There is a 257 difference between the first-year retention "

rates of the twoqines. This huilds to a 36% differénce at the ‘seventh ,
year. In other words, the two lines are diverging (getting farther and
farther apart).

These kinds of differences can also be seen by looking at the log-

probability equations for the occupations tested. For example, the log-

probability equations for the two curves in Figure 8-1 (using the first
four years of data) are: .

Curve I: y = 1.15682 - 1.17/278x
Curve II: 'y = 0.45692 - 1.49392x

First, you can see that the A-terms of the equations are quite different.
This term by itself represents the normal curve’ standard deviation value
for the time t = 1 (since x = Log t and Log 1 =0). The first A-term,
1.15682, transfqQrms to 88% while the second, 0.45692, translates to 68%.
Thus, Curve I has a higher first-year starting point than does Curve II.
(This dNfference 1s reflected on the nomograph in Figure 8-2, Both of
these lings were plotted using a 0.5 averaging factor so that the values
on the first vertical line are for t = 1.5.) s

The second, or B, term of the equation represents the slope (or steep-
ness) of the log-probability line. Looking again at the lines on the
nomograph, you can see that Line II is steeper than Line I. This differ-
ence is reflected in the B-terms of the log—probability equations for ‘
these two lines, since the absolute value of the B-term fgr Curve II 1is
larger than that for Curve I.

) LY
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_ eviden e .£o say thap e tested octupat :
g”"is statistically s,gndficanﬁm;
_J'First it éhould\be said thtt when ‘we compare occupatiohs using _

'we are. testing to see if the individual .sets. of retention daxaa'

.samples which come from the same overall population.x°lf‘?hey do'
3lthey maywbe gtouped L e A R

To determihe what probability value is associqéed with a given difference,

i [ B . "
- Statisticians haye worked out formulas and developed tables which enable :Trgfﬁ’g

,'Such inspection techn ues are useful_in determining occup tionaf”
- d ferences when occuppations have obviously different reteg

-?'fI'7addibion, ﬁPTEST mayobe used
,,}.which would be dif%icult to. accomplish visuallzlf/,» -

o N Lt «. . . \ N 3 "3 4" R Y/‘.'v-‘.' ' M 4
S \ : o o Y L G
) B

tion‘p tterns.

.'xi

Eto test more than two occupat??n'

\' 0 / )
estion 2. Just the :

IT is ecessary to o’ one step futther
: 1 2 0® L
%‘:T»®3.~ a_”

r ‘o ':,9 S o '\

No two sets of d are ever going to. be.exactly alike. Theﬁe"Will';‘—;__f_ff_;
alvays be some difference which is dpe to the action of chance factors. ‘
What is needed’ is a criterion to dedtqpine when the occurrence of 'a
difference" means that the compared sets come from different populations.

This criterion is known as statistical significance. Statisticiamns have & =~
defined differences as being statistically significant when the proba- = ' .
bilﬁqy that their occurrénce could be attributed to chance is 1 in 20 ' '
(or “less).

the difference must be quantified. This is doiie by first setting up an
hypothesis which assumes that no difference exists (the "null" hypothesis)
and then trying to disprove it using an appropri te statistical test.l ,
This test will result in a number which will be ;ssociated with a pre
determined unique probability value. .
By definition, if this unique pre-determined probabili "value is less
than 0.05 ‘(= 1.20), then a statistically significant difference will
exist. = If the probability value is less than 0.01, then the difference
is considered to be highly significant. - These probability values arey
also knoun as significance levels.

one to determine what probability value is associated with the result -
achieved by using a giv, statistical test. These tabl%s can be. fotgd/ i
in any statistics book: L ' X -

o
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- carefully made.. There are ﬁ%ny such* tests and eagh one should be used

omiffednel T T T Y iy

’ o ' : ‘ S gt f Ce
'The(StétisticalﬁTest. The selection of aﬂstatist;pal test should be ?{* o

: 4
only inthe situation(s) £or whichait was desi ed I &u E R 5
: %7 N
-test~ This test e :
compares two-variances (by. dgvdding xhe larger vakiance by the,sﬂallg;) o
to get & valuedwhich is kn%wn ag "F." - If this Malue-&swlangg.enbugh,h?- .
then the difference betweep t 18, EWe Vsiiances is considered to Be sig- L S

- 7 0
-« .0 ’

s

The significance level associated withja given value of F cen be iﬁferred* '
.from statistical tables or approximated using mathematical equatdons.: 1

LPTEST contains a subroutine using one such mathematical approximatioq,
This subroutine uses a calculated value for F plus what are known as the
"associated degrees of freedom figures for each of the two “prévipusly- -

a

. calculated variances. Generally speaking, degrees of freedom is'defined -

as the number of data itggis in a sample minus one. In LPTEST the number N

of data items equals the nuflber of items from which a variance is calcu-
_I8ted. :
/

. N

. s egn .,..__»." ) . i -
The LPTEST Method - | e T

LPTEST makes use of longitudinal data to comfare occupational retention
trends. These data are in the same format as) those which are entered
into LOGPRO. Thus, you need to enter, for edch occupation to be tested,
the number in the starting group and the number or percent retained at
later points in time. LPTEST also uses the same statistical transforma-
tions and bag}c methodological assumptions that are used by LOGPRO. .

. R -~ . ‘
LPTEST can also use data which come from an LPFILE program run. This AN
is done by using LPFILE to compute an equation for the occupatiomns’ . - .
concerned and replying "YES" to the option to write out the actual «and U
cyrve values. Thed you can select from these lists actual percentage - . .‘<
values for a few time values (using the same time valués for each occupa-:
tion). These can_then be entered into LPTEST. Since the retentionm :(or

ly-) values will already‘be percentages, any convenibnt values can be Q?L ’

entered into LPTEST as starting group figures. _ -
As was discussed at the beginning of this chapter, LPTEST type data are N
either grouped by occupation (for inter-occupational.analysis) or by .
subgroup within an occupation (for intra-occupational analysis).. If anhy P
set of groups or subgroups 1is.found to be compatible, they may then be'. . -
comhined for further analysis. For example, combined longitudinal data
can be entered into LOGPRO for analysis and projectionm.-

Any group of occupations which is found to be incompatible can be - . ' MR
“regrouped"--i.e., one or more of the occupations can be removed from :

“the test group and the rest can be run through ‘the program again. This = -

process can be repeated as often as the user wishes. : '

’ v . i
B

‘ . o . _ ' S
& . ’ .
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To test the. inputted longitudinal data points for any differences,
. LPTEST sets up the null hypothesis that there are no differences among,ﬁ'
the retention trends of the inputted occupations. “Then it calculates

a value for the F-statistic and determines the probability associated ‘
with that value of F. . ‘

To determine a value for the F-statistic, LPTEST uses what is known as

_an analysis of.variance technique. This- .involves. using all of the

,inputted longitudinal data to compute two. specific variance figures

-

Va = The variance among the inputted groups

Vw = The variance within the inputted- groups

The first variance, Va, represents the differences among the inputted

“groups (or how the groups differ from each other). The secdnd, WVw,
estimates the variation, that occurs within each group.: The F—statistic
is calculated using thanormula: Er .

"¢ F =Va

Vw

If. the null hypothesis is correct, then there should be little or no
difference between the two calculated variance figures. In other wordg,
the value of F would be fairly close to 1. However, if a significant
difference exists, then the variation among the inputted groups will be.
considerably larger than the variations within the’ individual groups. If
this is so, then the value of F will be large.

The degrees of freedom figure associated with Va (Na) is equal to the
number of groups tested minus one. The degrees of freedom figure associ-
ated with Vw (Nw) is the sum of all the’ longitudinal data points entered
minus one. For example, if tﬂkee occupations are tested' and each occupa—-
tion has four years of retention data, then SN

- e

Na =3 1-2 |
,r‘]h"'"

L]

Nw - (A e by -1+ 11

The values of F, Na, and Nw are entered into the F-approximation sub—

‘routine (FTEST) vhich returns the associated probability value to LPTEST.
1f this value is less than 0.05, then the differences among the inputted

groups is statistically significant.

LPTEST also calculates the log~probability equation for each inputted
group. 1f it is determined that one or all of “the inputted groups
should be analyzed separately, then the log—probability equation(s)
calculated by LPTEST can be used any‘further analysis. If, on the
other hand, the tested groups are/ found to be compatible, LPTEST calcu-

lates . .the log—probability equatio which represents the combined groupa.

] . s



"ﬂlﬂ Run of LPTEST -

°

"EPTEST is designed to accept longitudinal retention data for up to twenty
-occupations or groups. These data are entered during the first- or in-
formationrphase of an LPTEST run. A user may select all or any subset

" of the entered groups for testing. The test results are printed out .
I‘dnting the analysis odtput .phase ,of LPTEST.

»

"During the information input phase of a rum, LPTEST asks for the follow-
‘ing pleces of inforgﬁﬁion. .

)

(1) The. number of groups (e g., occupations) which are to- be
tested

"(2) ‘The occupation or series code for each.inputted group. (If

:subgroups of one occupation are being entered each one will
need a numeric code.):

. ' » *
{3) The number of time (or x-) values for which there are retention

data. Each group’ tEsted must hsve the same number ‘of x-
values.
(4) Thesvalue of each x-value. Each group tested must use the
- same x-values. . : co '

-~

§5). The starting popuiation for each cohort.

- (6) Whether the retention (or y-) values are in the form. number
’ of employees retained" or "percent of employees retained."

/ .
(7) The actual retention values.
The data for item (7) aré entered by x-value. That is, all of the y-
values associated with a given x-value are entered on ome line and
separated by commas. The order and number of the retention values on a
line i5 the same as the order in which the- occupation codes were entered

In,addition, LPTEST asks for information to determine which of the inputted

groups are to be tested at this time. First, it asks if the user wishes -

to test (1) all of the groups or (2) only some of the groups. If all of

the groups are to be tested, ‘LPTEST goes directly to its analysis sequence.

If only some of the groups are to be tested, LPTEST queries the user as to
how many groups are to be tested and ich(pnes they are.

'Figures 8-3 through 8-7 show a ‘sample analysis sequence using LPTEST. -Five

different occupations are entered and comparisons are made usi{ng three
difggrent‘subsets o? these occupations. The sample data used are:

- - 117 -



OCCN - K R PERCENT RETAINED AFTER

CODE - y - '  1¥r. =~ 23¥rs. .3 ¥rs.
322 | 30 - 58.00% ' 46.00% 36.00%
312 S 25 52,73 - 40.00  32.73
201 . 62, 83.20  .74.50  70.30
212 50 0.00 70.00  61.00

1520 S 15 ,92.00 87.00 85.00 -
Figure 8-4 shows the order in which percent retained ﬁélnes are entered:
first, each o¢cupation's "1 Yr." values are entered (in the same order
. as the occupation codes.ﬁere entered), then, all of the "2 Yrs." values,

etc. ‘ : S '

' Since the ‘sample occupations are a diverse mixture, they would seem to
fall into at least two obvious groups: clerical (322 and 312) and_PAT!J-
(201, 212, and 1520). Using this breakdowm, the first test made was a A
comparison of 322 and 312. (Note in Figure 8-5 that to make thig, selec-
tion, we entered "1, 2." These are the values that were assigned to .
these groups during the entry of occupation codes.)

The result of this first test can be found in ‘Figure 8-5. As you can :
gsee, this output shows which occupations have been tested and states .. .  °
that- they may be grouped together. The log-probability equation for -

~each group tested is also printed out. In addition, since these two
‘occupations were found to be compatible, the log-probability equétipn_of,
t¢heir combined retention values is printed (under the heading "Total
Group Equation"). ‘

Next, a test was made to compare 201, 212,'and 1520. The analysis

output in Figure 8-6 gives the result. of this test: these three occu-
pations may not be grouped. Since it seems likely that occupation 1520
is the one which is gumming up the works, this occupation was removed .
from the group and another test was made. The result of this last test
is shown in Figure 8-7. The two occupations, 201 and 212, may be grouped
so their total group .equation is printed out.: ;

So, from this analysis of five occupations, we came up with three group-
ings: 322 and 312; 201 and 212; 1520. These groupings may be used in’
further analyses involving these occupations or the occupations may be
analyzed individually. Either way, the LQg—pﬁobability equations needed
are, produced by LPTEST. : -

v : : : - . .
After each run of LPTEST, the user may recycle back to the beginning to
perform another comparison by either using the same .occupations or
inputting new occupatigns. :

Additioﬁal'iﬁformation‘abo the devqlopmeht and use of LPTEST can be

Ifoundﬂip its Technical Analyais and Operation Manual. , i
' ' ' IR ~

1al, Administrative and Technical

Y ppr is shorthand' for Prof
occupations.

»
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THIS PRUGRAM'AN?LXiEg AND COMPARES THE RETENTION TRENDS OF 2 OR MORE
- JoCCIPATICNS 'TO CETERMINE WHCTHER THCY CAN BE GRLUPEU TCCETHER FLR Lidd
|PROsABILITY ANALYSIS. -

“FOR PURPOSES OF THIS PRGGRAM: '

" (1) THE "X - VALYES® = LENGTH OF SERVICE CGMPLETED: AND
(2) THE Y - VARES" = NUMBER (CR PERCENT) RETAINEC AT TIME X.
|sEE INSTRUCTION MANUAL FCR FURTHER EXPLANATIGN GF DATA REQUIRED.

)

ENTER THE NO. OF RETENTION ‘GROUPS TO BE COMPARED
5, - ) :

ENTER THE GCCUPATION COCE FCR GROUP

NG, 0 ' ' -
322 ' - Y

ND. 2t
312"

NG. 3:.
201

INO. l’: *
- a2 .

"INo. s:
152¢C

ENTEP Thr o o

'w

érﬂrn v oy

i

VO.
1.5
§
NO. 2
2.5
N_Do 3: o
1.5 -

1.
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figurc 8-4 ‘ \ o . ._f,tﬂf
ENTER STARTING POPULATICN () FOR GROUP. ' S Y
NO. V3 ( 322) - - L
20 . ;
NO. 2° . ( 312)
.25 '

NO. 3 ( 201)
62 : . +
NO. " 4: ( 212)
20 '
NO. " §: (1520) | : 5
ARE Y-VALUES IN

(1) NUMBER OR

(2) PERCENT FGRM?

(ANS 1 OR 2) .

2

IN CECIMAL FORM, SEPARATED BY CUOMMAS
ENTER ThE Y-VALUES CORRESPONGING TO' X =

1.5000: °
.58,.65273,.£832,.80,.92
2.5000:
L4, .40,.745,.70,.87
3.5000:
“.36,.3273,.703. 6v, RS
e )
v
- 120 -
1 1)~y * N
Av 4



Figure 8-5-

S

DD YOU WISH T0 TEST (‘) ALL CR (2) SUME GF THESE ”°GUPS?
(ANS 1 LR 2)

2 ) K o .

t : - f . ) "
HOW MANY GRGUPS DO YOU WISH TO TEST?

2 _ .o ) , .

WHICH ONES? ENTER USING THE GRGUP PUMBERS
. ESTABLISHED DURING THE .ENTRY. OF OCCQPATION CODES
' gSEPARATE THESE VALUES WITH COMMAS.)
v 2

\‘:g R . : . ’ ’ V-
. . . \ 3

XXXXXXXXXXXXXXXXXXXXXXXXXXX XXXXXXXXXXXXXX

X | S X, -
X - ' N\
X ,

----==-LPTEST AVALYSIS UTPUT-é -----

JInE 2 OCCUPATIONS TESTEL

322 4
: 312 ' _ :
MAY BE GROUPED TCGETHER.

INDIVIDUAL SUBGRGUP CATA:

T

--L - P EQUATICN--

" CCCN b (A) (2) '
322 30 0.46709 -1.52832 //
312 25 0.31322 -1.40587

TOTAL GRLUP FQUATIGON:

L} .
1;: 0.39664 - 1.47072x

22D I DI DC DC I I I D I M D DN D M MK D D W K-

XXXXXXXXXXXXXXXXXXXXXXXXXXXXNXXKXXXY XXX X
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 Figupe 8<6 S E ' |
A

DG YOU WISH TG TEST ANOTHER SUBSET CF THESE. GROUPS (Y OR N)?
Y ‘ _— \ : . :

DO YOU WISH TO TEST (1) 'ALL OR (2)_SOME .OF THESE GROUPS?

(ANS 1 TR 2)
z

HOW MANY GRUGUPS DO YGU WISH TO TEST? - -
3 : _ |

-— . [y

T

WHICH OMES? ENTER USING THE GROUP NUMBERS C
. ESTABLISHED DURING THE ENTRY OF OCCUPATION CODES. .
(SEPARATE THESE VALUES WITH COMMAS. ) :
3,4,5 \

-~

XXXX XXX‘XXXXXXXXXXXXXXXXXXXXX)IXXXXXXXXXX)-(,XX

X X
X : X
X =--=--=- LPTEST ANALYSIS OQUTPUT------- X
X - X
X ' . : X

‘X ThE 3 OCCUPATIGNS TESTED X
X 201 X
X 212 X
X 1520 ) X
X . MAY NOT oE GROUPED TOGETHER. X
X X
R X X
X INDIVIDUAL SUBGRMOIP CATA: X
X X
X -l - P EQUATICN-- X
X CCCN W = (A) (8) X
X ———- - --- L. X
*X ) . X
X 201 - 62 1.15866 -1.18236 X
X 212 50 1.11498 -1.52008 X
X 1520 15 1.57040 -1.02254 X
X ' X
X . : CX
XXXXXXXXXXXXXXXXXXXXXX XX XXX XXXXXXKHXXXXKX
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L Figure 8-7 ' - - ///

Y

2

2

D0 YOU WISH TO TEST ANOTHER SUBSET CF THESE GROUPS (Y OR.N)?:“

°

-

. ~ D0 YOU WISH TO TEST (I) ALL GR (2) bqu OF THESE GROUPS?

(ANS 1 OR 2) . 2 . N

s . <

HU¢-MANY GROUPS DD YOU WISH TO TEST?

WHICH ONES? ENTER USING THE GRGUP NUMo oo
ESTABLISHED DURING THE ENTRY OF OCCUPATIUN CODES.
(SEPARATE *THESE VALUES WITH COMMAS.)

3,

4

xxxxxxxxXxxxxxxxxxxxxxxxxxxxxxxXxXxxxxxxxx

M D I DK XM I DK M XD X I D X N X X X X X X X K

XXXYXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX.

 5¢ X< X

THE 2 OCCUPATIONS TcSTED
201
212

MAY BE GROUPED TOGFTHFR.

INDIVIDUAL SURCHONHD [ATA:

g - p merlom?

OCCN N A (a) (86)
201 62 1.15866 -1.18236
212 50 1.11498  -1.62008

s

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

TCTAL GROUUP EQUATION: X
X

Y = 1.13857 - 1.3311X X

X
X
X
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CHAPTER 9 .

S ¢ ' .

STAFFING NEEDS PLANNING COMPUTER PROGRAM

cs8l0 -

T-he Need f?Analysis of Advancement

L Having covered the detailed methods of analyzing and projecting turn-

over, the logical next ‘step is to show how to utilize this technology in
’estimating hiring needs. At this point, however, while the detailed
discussion of the LPTEST ‘program is still fresh, we want to  show how an .
adaptation of LPTEST techniques for determining differences can be
_applied to the analysis of grade—advancement patterns.

Advancement, of course, is omne of the most fundamental of. all personnel
" movements. And the goal of advancement based on merit and fitness for
the work of .the service is one of the most fundamental goals of the’
Merit System itself. Apart from its intrinsic interest, however, ‘there
dre,g number of specific purposes for developing methods of analyzing
advartement patterns. -

One purpose is for occupational studies. An occupation's advancement
pattern is one of that occupation s most characteristic and distinctive
features. Being able to analyze advancement patterns .and -to distinguish
between the advancement patterns of different occupations are important
agpects of occupational analysis work.

A'second ﬂhrpbse of analyzing occupaional advancement patterms is for
.use in employee career counseling activities and-—along with data on
intey-occupation mobility trends—in ‘the establishment of lines of
promotioh for. setting up merit promotion plans.

A third reason is for the purposes of research. Being able to analyze
and compare advgncement patterns for different groupings would give us a
powerful tool,”/for example, for comparing the effects on advancement of
such factors as differences in personnel characteristics, or the. effects
of different kinds of training programs. Advancement of employees who
have advanced degrees, for example, versus those who do not. Or advance-
ment.of employees given special post-entry training versus those who
were not. And so on.

A fourth purpose for analyzing and comparing advancement patterns is to '
id%ntify individuals and/or groups whose advancement; is significantly
above or below the norm for their occupational group. Identifying
;.employees whose advancement is much above average, for example, can be
.very useful in programs for identifying potential future executives.
Identifying employees with below-normal advancement, on the other’ hand,
can be useful in remedial training, performance evaluatjion, and.similar
programs. : s .
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: Finall?i'GSBlO can be of use in equLl employment ppportunity programs,'
 in. comparing advancement patterns of minority groups with patterns of
- non-minorities. A . : ‘ e

Equél-employment-Opportunity,'df cpurse, is an importaht responsibility
both of government——Fgaeral, Sta and local--and of private industry as.

well. Mpst major employers, in fact, devote substantial and-coﬁtinu;ng
efforts toward the establishment and improvement of their -EEO programs.

Data analysis usually is a key element of all of the above-mentioned
programs. It provides objective means of assessing program progress.
It can help to pinpoint program areas which may be.in neéd of improvemeént. -
Tt can show the effects of past actions. And it can indicate the likely
future effects of current actions. .

We ﬁelieve,that in LPTEST we have.gn analytical technology which can be
of significant help in such analys& : o : :

B

"Bagriers To Analysis

There.are truly formidable barriers, howevéf, to applying LPTEST tech-
niques to-the analysis of advancement data. Let us cite just a few.
First, we have established through research which has followed group . -
‘grade  advancement over many years that the mean grade of a given group
of, say, GS-5 hires, rises over time along a log-normal curve. Thisg dis
just like the L-P (Log~Probability) turnover curve described -earlier
except that it'gogf\:i\%nstead of down, as in tga-followingfillusttation.

S
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.The significance of the fact that this is & rising curve lies in the
necessity—-which was explained. earlier in the tramsformation of L-P
curve data-—for _converting y-axis data into "Percent of Maximum Possible
Value of ‘y" and thence into Standard. deviations. For L-P curves,*we
could do this because we knew the maximum possible value 6f y: -~ the
number of employees we started out with. Because advancement curves are
rising curves, however, we have no way to determine what the maximum
possible value of y; 1ght be. Thus, we have no way of converting oyr
data:into the "standard deviation" form needed for least-squares fitting.

The curve form used in LPTEST therefore, cannot be used for advancement
data. : e

.Those with eeonomics'backgrounds might at this point suggest that ve
substitute for the L-P curve form one of the standard growth curves used
in economics, such as the Pearl-Reed logistic or the Gompertz:

(1) 1/y = a + beX (logistic); or
(2) 1log y = loga + logb(cX)(Gompertz)
These curves are such, however, that they can be fitted to data only by
approximate techniques;. least—squares fitting is impossible. If they
were used, we could then not usé the F-test of variance to permit com*
parison of omne curve relative to another.

v A

The second major barrier to the use of the LPTEST technique is that of
the availabilfty of data. The L-P curve technique would require longi-
tudinal data on workforce advancement trends for, say, ten to twenty
years past. Such data are simply not available. Thus, here too, the
techniques of LPTEST cannot be directly applied. '

Finally, any analysis of advancement trends must have some means of
scaling jobs by grade level; i.e., into numbered intervals, rather than
the continuous variable y-values used in LPTEST. GS810 uses the General
Schedule grading system used in Federal white-collar employment. The GS
system i8 not used, however, in State or local govermment or in private
industry. To be useable ouvtside the Federal government, then, some
other means of ecaling job levele -y—values--must also be provided for.

GS810 Features.

Formidable as these three barriers are, they are not insurmountable. To
overcome them, four major adaptations of LPTEST techniques have been
developed. These give our advancement program GS810 four characteristic
‘features which distinguish it rather sharply from LPTEST and which
should be thoroughly understood. These are as follows.

First, GS810 uses census-type data, rather than.longitudinal data, in
its calculations. That is, all of the data used in GS810 are collected
at one point in time, rather than over several successive time points.

-



o school. . :

liwéic;h‘tilﬁatia;e ﬁhe<aif£e}ehce this'why; Suppose yoh.wgdted-to study.

séhii§ren'97growth_patpe:na during their grade school years. If you were
_to use the longitudinal method, you would take a particular group of '~

.hildrenjjpst-ehteting-grade-Bchqql,‘measﬁre;their heights at that
péint, and re-measure them annually thereafter until they left grade

~—

Y

_Hi'io.uée théﬁ@gnsus.method, on the other hand, you ?odld measure allsfhe'
~ children in, the school at the same time{ Then you would group data from

all first-graders together, all second-graders, all third-graders and so

. on, and average the heights in each grade separately. The resultant

curve formed by plotting these averages would look much like the Eurve,

_that would be gotten from longitudinal data, except' that each year's "=
. observations would be of different children. : ~ ' o

—

The setond major difference between LPTEST and GS810 is that GS810 uses

a different curve form for fitting to the data. . The form used .is a

variety of exponential:®

Yy = a xP

4 . * ~

~ The reasons that this form is used can be summarized quite briefly.

First, by means of logarithms, it can be converted into the simple’

* linear form:

log y=1log a+bd log xl/

This form can be fitted to data by straightfbrward"léaSt—squarés techniques,

 and the F-tést procedures similar to those used in. LPTEST can be used in

GS810 with full validity.

Second, when the total time span covered by the data is held to not more

than about 10 years——as' compared to the 30-40 years that might be theore-
tically possible in an old-time organization——this curve form fits grade

advancement data so closely that it is statistically virtually indistin-

guishable from what could be gotten using ‘the log-normal curve form.

The third major difference between LPTEST and GS810 is that in GS810 the
y-values data are in grouped-data form, rather than in continuous variable
form. In L-P curve fitting, you will recall, the value of y--the fraction
of the starting group still present--was a continuous variable which

could take any value between 0 and 1.0 (0% to 100Z). Thus, we could—

~and did——get values like 0.1275 (12.75%), 0.6733 (67.33%), and so on.

»

»

ljf"This form of linear equation is referred to as "log-log" since both
the x- and y-valués are transformed to their i;xfesponding logarithms.
. e X o

v - g

o o
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.Grade leVel figures, however, are not continuous variables. - There are
~no fractional. grades. There are only a limited number of grades into -
. which the’full spectrum of job. difficulty must be grouped: . Such’ group-
ings obviously ignore fine differences in ‘job difficulty. Thus, a job

that barely.reaches the GS-3 level of difficulty fs "GS-3," not "GS-

'3.01." By the same token, another job, which falls just a hair short of

reaching the GS-4 1eve1 is also "GS 3 " not "GS 3.99." ..

* Each: grade-level number, in other words, stands for an interval. "Gs-3"
. stands for "GS-3,00 to GS-3. 99," "GS-4" gtands for' "GS=4.00 to GS-

- 4.99." And so on. Grades, then, are jus like the ranges that are used;u .

_.when groupyﬁé continuous variable data thgether according,to intervals. .

.

- To return to our grade-school example, for a moment, guppose we ‘took all

second—graders whose height we measured and we made up a grouped- data -

- table showing how many there are in the 46-47. 99'\interval (3 feét 10

inches, but not 4 feet) how many are in ‘the 48-49)99" interval, and so

~on. To make up a 'grouped-data average," of course, we would take the.

number of' children in each interval, multiply this times the midpoint of
each interval (47.00%, 49.00", etc. ),»and then divide the overall sum of ..
these products by e total number of ehildren to get our desired

.average. : _ :

GS810 handles grades the same way. Since "GS-3" includes all jobs whose.
difficulty falls in the range "3.00 - 3.99,' the midpoint of the "GS-3

' interval is weighted "3.50." Similarly, the "GS-4" range midpoint is

"4.50." And so-on, e
The "1ength—of-service dimension is treated in exactly the same fashion.
The employees who are in their first year of service fall in the 0.0 - °
0.99" interval. The midpoint of this interval is "0.50." The-midpoint
of the "1.00 - 1.99" years of service interval is "1.50." "And so on.

In GS810, then, all computations are done from grouped—data tables, with
both x-axig (length of service) values and y—axis ‘(grade) values made up
of intervals. Such an 8 row by 10 column tabular format is an "8 by 10

" matrix," in computer pdarlance. (See sample below.) This is where the

-

"810" part’'of GS810's name comes from.

The "“GS" part of the name comes from the’ fact that GS810 automatically

provides correct weights for the two most common grade progression

'patterns: of the Federal "General Schedule" {GS) occupations: GS-1/8 and

GS-5/15. (The program also permits entry of other weight patterns, 1f
desired, for non-GS or non—Federa1 occupations.,) vy . :

. The fou#th major- dif!Lrence is that although LPTEST and GS810 both use

the F-statistic to determine if a’difference exists, he two programs
ugse differg¢nt methods to obtain the variances which compared.
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In LPTEST, thé variances which are fested are those within and between

columms. - In GS810, on the other hand, the data for each individual Sub-,

group are added together and a log-log least-squares line is fitted to’

the summed (or total group) The resulting equation represents the

. overall group norm. -In addition, log-log’ least—squaré% lines are fitted
. to each individual subgroup dand three types of variancgs are calculated;

, 1. " The variance of the total group data from the total group

[}

. equation, . S
R ® <l
' 24 The variance of each: subgroup 8 data from the total group
. ' eQuation, and o L I R

3. The variance of each subgroup's}data from its own'eQuation.

Ail of these variances are calculated utilizing differencee between '

Y actual and curve values as described in Chapter 3. Ca e
Three kinds of comparison tests are made using different combinations of

", these variances.” A value for the F-statistic is calculated for every.

~test. The tests are ‘discussed late;

oo ‘ : : -,

. . - . N D
’ N . -’
" . . . ) -

S

'Preparation of Data =~ S : P .
L M - ' ’ . . : ¢ v ‘
To assemble the data needed for a G8810 analysis, then, we would proceed
like this. First, we would take all employees who have ten years or

. less of service and for each such employee, we would make up a, card N
showing. _ ) . :
(1) occupation ' X ‘ L T,
(2) sex ' ) . 3 . . s
(3) minority status 2/ ‘ . o :
: (4) 1length-of-service since entry on duty o .
- (5) grade . .

Then, we would sort these cards into stacks by occupation——one stack per
occupation. The number of stacks we get will determine the. number of
- .GS810 occupational analyses we can do.

To prepare an occupation for. = ae”10 analysis, we then sort each occupa-’
.tipnal stack into four piler: : .
Minority Male (MM)
Minority Female (MF)
Non-minority Male (NM) :
Non—minorit§\Female (NF) ' b

> .
o

Lo

2/For other phases of advancement research data elements (2) and (3) .

_ may ‘be replaced or’ supplemented by other test characteristics (e.g.,~
receipt of post-entry training, age—a t—hire, educational level, etc.)

4

!
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*We then take each pille and'sort it by length-of-service into ten groups:

0-0.99 years, 1.00-1,99 years, etc., and sort each of these in turn by
grade. Then, we count the number of cards in each block of our 8 x 10
table and we record the results in matrix form like this (entering
zeroes in each block’ where no employees were found)

0 0 0 0 0 0 0 0 0 0

0 04 0 1 2 7 7 1 3 3

0 0 0 1 4 4 8 2 4 7

1 3 9 13 24 53 21 6 5 3

31 42 51 40 48 48 & 28 4 6 6
119 128 109 19 27 23 17 2 2 4 ‘

82 30 10 2 1 5 4 1 3 0

10 3 0 0 0 1 0 0 0 0

Following the GS581U technical directlions, we enuter these data into the
computer as named files. For occupation Y99, for example, we would have
files named "NM999," "“MFY99," and so on. \ . -

From this point on, the complete snalysis job will be done entirely by
GS810 in the patteru desired by che program operator.

Using GS810

Since the GS810 Upciatlon Manual provides a derailed, step-by-step
description of GS810's features .nd optiouns, we will not repeat these
details here. Rather, we would like to discuss. the principal things
that GS810 does and how it can help the analyst identify the nature and -
source of the kind of problems that are typically encountered.

&t‘the outset, it mist be clearly understood that GS810 must be used
only for the kind of comparisons for which it was designed: comparisons
of the overall norm of the occupation of which the subgroups are a part.
To put it another way, GS810 cannot be used to compare any subgroup with
the norm of any group of which the subgroup is not a part.

The reason for this is inherent in GS810's methodology. It i{s an abso-
lute requirement for GS810's use of the F~test that all of the data for
the subgroup'béing tested must have been used in computing the overall
norm curve and variance against which the subgroup is tested. Any
departure from this requirement, however slight it may appear, destroys
the validity of comparison results. ‘

With this preliminary caution firmly in mind, let us now look at what
GS810 does in its comparisons and how it can help the analyst pinpoint
problem areas.

"

i
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" To begin with, GS810 tests each éﬁbgréup in three ways. Once to test
the-aubgrpup's grade-advancement ttrend against the occupational norm. _
Once to compare the width of the subgroup’'s skill spread above and below
the advancement trend line with the skill spread of the occupation as a
‘whole. And once tol_compare the total grade-time pattern of the subgroup
with the total grade-time pattern of the overall occupation.

B A

Hone specifically; the first test is an evaluation of the value of the

ratio:’ S
: = l :‘%}l
2 [s2
F = "sc/"ss Ce
where - o
|~Jj . a%G'ﬂ variance of subgroup from overall group advance-

ment curve

aés = variance of .subgroup from curve computed from
subgroup data only : P
This test is designed to answer the specific question, "Is the grade

» . advancement curve of this workforce subgroup significantly different
from the overall gtoup's norm?" If the answer to this question is-
"Yes," thé program then determines whether the subgroup curve is:

"Higher" ?1:B°th A dand B terms of the subgroup curve equation are
- ,above ‘the corresponding group .norm equation .values;
. Tt

" "Lower" —- Both A and B terms are below the group norm values; or
‘"pifferent"” -- One value is above, one below. ' o

_ When a "significant difference" is found on this test, the analyst
should carefully check the equation values in the "Results" .table and/or -
e plot out on graph paper both the subgroup curve and the group norm
curve. If the "A" term values are substantially equal, and the "B" term
,values are comspicuously unequal, then'a plot of curve values will show
the curves starting at-or near a cOmmon?%oint and then diverging progres-
gively over time. This is the classic pattern of a group which is
receiving”clearly differential treatment as compared to the norm.
. . L. S , :
1f, however, the "A" term difference is as great or greater than the "g"
_term difference, the case is an ambiguous one. It could be the result
" of differences in the gradédistribution of new hires. Or, it could’be .
" the result of marked changes in hiring patterns during the ten-year
period of the sample. Or, it could be the result of "a number of other
factors. When the two respective curves, then, converge or intersect,
tathef\fhan'diverge from a common starting point, further investigation

-

W’
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1 needed to determine the causative factors. No clear-cut, direct
: finding is possible. : . :

»

' .',The second test in the GSSlO technical sequence is an evaluation of the
'ratio. ’

V= 2 ”2I' 2 2 - .
F2 "GG/"SS' OR Ofs /"GG -
(whichever is greater), where

Uac = variance of overall group from group equation

0%5 = variance of subgroup from subgroup equation -

In this test, we remove advancemen from both subgroups and overall
group data to test the question, "Is the spread of subgroup employee -
grade (skill) levels above and below the grade advancement curve signi-
ficantly different from the overall group norm?" If the answer to this
question is "Yes," the program then determines whether the subgroup
spread is "greater" or "smaller" than that of the overall group.

"Generally speaking, a finding that the subgroup grade spread is "smaller"

is more common than the finding of -'greater," particularly when the sub-
group involved represents a minority. In most cases, the #smaller"
spread means that subgroup employees are closely clustered around the
grade advancement curve with few or no employees being much above or
below it, even in the first few years of service. Generally, this
indicates that relatively few applicants who are qualified for above-

basic-entry grades are available for hire in the labor market. Thus, a
fgreater proportion of minority hiring is at the basic entry grades than

is true of non—minority groups.

Where the. finding is "smaller," then, additional study of'the proportion
of subgroup above-entry eligibles in the labor market is needed to esdta-
blish the nature of the problem.

A finding that the subgroupb grade spread is ''greater,'" on the other
hand, almost always stems from the subgroup's getting a greater than
normal proportion of its entrants by in-service accessions——e.g., the
promotion of long-service clerical employees into professional éntrance
grades. This can be recognized in the subgroup' 8 grade-time matrix by a
greater than expected proportion of employees showing up in the entry
grade(s) in the later years of service (6th, 7th, etc.). )

A finding of "greater" spread, that is, is a common result of effective .
upward mobility programs. This effect can be readily cross-checked by

.redefining the grade-time fatrix substituting "length of, service in this
- occupation" for "length of service since hire." If the. "greater" finding

is the result of in-service hiring factors, this'will cause the difference
to disappear. :
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The third and final test of GSBlO is a test of the overall subgroup e
matrix agdinst the overall group matrix. This involves the valuation of

l the ratio'

P ) 2
F3 T / aGG
where = ' ‘
' ’ \
0§G = variance of the subgroup from the overall group
equation
02 = variance of the overall group from the overall group
equation . .

<.

: This test. is designed to answer'the overall question, ''Does the overall .

subgroup grade/time pattern which results from the combined effects of .
(a) the subgroup grade-advancement curve and (b) the subgroup's grade

spread, significantly differ from the overall pattern -of the occupation
as a whole?"

The findings possible on this question are either "different” or."not
different." In almost every case of a "different" finding, a "signifi- -
cant difference" finding will have shown up on one or both of the first
two tests. Essentially, then, the third test measures the overall

., effect on the subgroup grade distribution pattern of the curve and

variance factors which ‘were tested separately in the first two tests..

‘ Putting it another way, if the third test results in a "significant -

difference" finding, then the ‘subgroup can be’ expected to show differ-
ences by other tests as well-—average grade of subgroyp Vs average - grade
of occupation, percentage of subgroup population reaching ‘upper grade
levels as compared to overall occupation population, and so on.

Further, if the subgroup distribution shows up as significantly different
for employees with up to ten years of service, it is highly likely that"
these differences will continue to be present for the foreseeable future.

What a "significant difference" finding on this third test does mot
automatically mean, however,-—-and this must be emphasized in the strong-
est terms-—is that these differences must have resulted solely and
entirely from discriminatory treatment. On the contrary, as we saw °
earlier, differences can regult from effective upward mobility programs,
'unusually high levels of. oegupational advancement, difficult labor
market conditions, and so om. Differences can result’ from discrimina-
tory treatment, of course., But the finding of a "significant difference"

on the third test by no means equals a finding of discrimination.

N
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Another caution is-also in order, this one more genéral. If the
pOpulation ‘under study ineludes employees/ who were hired long before
- EEO. programs -began to have a real impact jon recruitment and hiring
"practices, past discrimination could be misinterpreted as an indicator
‘of present discrimination in the occupational series studied, thus
1foverestimating the extent of present digcrimination. One way to avoid =
this is to provide for separate analys1§ of persons hired more recently--
_say,. since 1969 (E. 0. 11478) or 1972 g;he EEO Act)

Conclusion

" Let us conclude this chapter by pointing out once again that GSBIO is a
powerful analytical tool for personnel specialists and other interested -
officials to use in evaluating and comparing occupational and subgroup

. advancement rates. It will do many things for you and do them accurately

. and objectively.3/ But it does not and cannot substitute for the reasoned

judgment of the analyst. It can be an invaluable guide for pinpoihting

areas of inquiry. But it is the analyst who must carry cut those-inquir—

ies to their logical conclusion. .

In the next chapter, we will return to the step we alluded to at the

start of this chapter: applying the log-probability techniques set

"+ forth previously to the key staffing needs planning problem of esti-

mating hiring needs.

RN . ) ' -{

3/Since a single run , of GS810 involves the possible operator selection o
of several different options, each of which will result in a different
run format, no one single sample run of GS810 is reproduced here. A

. reader can look at Appendix F-4 (Sample 0utputs) to study the outputs
produced by GS810.
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ﬁv:‘.first-Year'P{ojections

- . future staffing needs in“the organization(s) they serve. Such fj iture

.~".. CHAPTER 10 )
: . \

- STAFFING NEEDS PLANNING' COMPUTER PROGRAM:
' ' N HIREST

* The 1al goal of the technology that has been ‘described earlier is to "

permit personnel mé‘agement officials to make effective estimates of

-

. needs estimates are essential if personnel officials are to rationally

'ft in year X (this year). This difference can be determined
‘ subtraction of the starting’ figyre from. the target figure.

'Note also, however, that by far.the bigger share of th
. total 1is accounted for by "Losses, This is where o

plan: future personnel .management programs to meet those needs.-

. In some circumstances, of course, future needs can be estimated by

simple extrapolations of past trends. 'As we showed earlier, when. (a)
employment 1in the future is expected to follow the same trend that it
has in the recent past, when (b) the same percentage of accessions are
expected to be new outside hires, and when (c) no change is expected in -

. the.percentage -of the workforce who will' be coming to retirement eligi-

bility, then-—-and only then——current turnover and retirement rates can
be expected to continue in the future without significant change. In
these cases, simply extend current loss ratesﬁinto the future unchanged.

"If howeVEr, some significant d parture from past trend is expected in

one or more of these three conditions--employment, percent of new out-

'upide hires, or retirement eligibles—-then either the turnover rate or
‘the retirement rate, or both, may be expected to change significantly.

Where this- is so; estimates need to be made .of the direction and magni- ’

tude of such change(s)

~

' With our final'computer program, HIBEST, we now show how the L-P tech-
niques described above may be combined with standard actuarjial techniqueg

to yield such estimates.

To show how this is done, review Figure 10-1. Note:first that):the
"Growth" portion of hiring needs is determined by the difference between
the total population in year X + 1 (next year) and the total population

combination-of

{‘ﬂ

techniques is required. Ay e N
: 3 Coom e

A relatively small broportion of" tota1 losse

‘retirement.- Figure 10-2 contaims”’ a sample of actuaria1 tables for these

2%

_-‘,r._‘ . . i : R 2

a4

an a'verag‘e organiaaticm i
" consists of losses for actu ria1—type reasons: death, disability, and
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J33. 7 0.00122° ~ 0.0014 R €.00090C 0.0621 . =eee= | meme-
34. -.0.00133 0.0016 R 0.00096 6.0023 e
35. G.00145 0.001&  =-----  -=-=-- 0.00103 0.0025 = —=me= | =e=ie-
36. ~ 0.00158 0.0020 ---=-  ----- .0.30110° 0.0028 -—--n ————-
37. 0.00173 0.0022 . seee-s ome-- 0.00118 0.0030 | =m-e==  ===--
38. 0.00188 0.0025  -----  ----- ©0.00127 .00  seeee emee-
39. 0.00205 0.0028 -—=---  ----- 0.00136 0.0037 . ==-==" -----
40, = . 0.00224 0.0031" |  —e=e-=  —w--- 0.00145 0.00L1  mmme=  -----
4. 000244 0.0035 -=---  ee--- 0.00156 0.0045 R
42, 0.00266 0.0039 = ----- - £.00167 €.0049 Semee me-e-
43. 0.00289 0.0043  -----  ----- ‘0.0017¢ 0.C05% Fmmme  emees
44, 0.00316 0.004¢ R 0.00132. 0.006C mmme  emman
45, 0.,00344 0.0054 —--em —ee-- 0.00206 0.C066 Lheser eeme-
.qu46. o 0.00375. 0.0061 B T €.00220 0.0073 Siea- L Em---
{47, - 0.00408 0.006¢& —mm—m oo 0.00236. .0.0080 e mmmem
Jus. 0.00445S 0.0076 . ===--  —---- 0.00253 0.0088  -----  ----2
4y. 0.00485 0.0085 = ~---=  ~==-- 0.00271 0.C097 ————— ==
50. 0.00529  0.0095  ----- ~----- 0.00291 0.0107 O
51, 0.00576 7 .0.0407 = =----  =---- 0.00311 0.0118 A
52 0.00628 0.0119  =—==-- - ten- 0.00334 . 0.0130 ————- —imam
53. 0.00685 0.0134 . —-=a-  —---- 0.00358  0.C143 = ~-mee —---%
54, 0.00746 0.0149  -----  ----- 0.00383 0.0158 * ----=  =----
55. 0-00813 0.0167 0.250 ----- £ 0.00411 0.0174 0,290  -=---
56.4  0.00886 0.0187 0.168 ----- 0.00440 ~ 0,0191 0.200  ~----
.S7u.a ,0.00966 0.0210C 0.150 | ----- 0.00472 £.0211 0,180  -----
98"' %g 01053 0.0235 0.150 ------ 0.00506 0.9232 0.180 =-=---
59,." 7301147 0.0263 0.160 ----- 0.00542 0.0256 0.190  -=-==
60. 501251 0.029% 0.210  ~---- 0.00581 0.0282 0.260 ===--
BT, o° ,01363 0.0329 0.190° =--=-- 0.00622 0.0310 0.200 -~~--
62.:.770001485 0.036¢ 0.180 0.060 0.00667 0.0342 0.220 0.080
63. ~.0.01619 0.0412 0.180 0,050 0.00715 0.0377 0,190 0.060]
64. Gy 0.01764 0.0461 0.190 0.060 0.00766 0.0415 0.180 .0.070
65. 0.01923", 0.0516 ‘0,230 0.110 0.00821 0.0457 0.230 0.120
66. 0.02096 0.0578 0.220 0.090 0.00880 0.0504 0.210- 0.100
~l&7. 0.02284 0.0647 0.220 0.090 0.00943 0.0555 6.200 * 0.100
‘168 . 0.02490 0.0724 0.230 . 0.100 0.01011 " -'0.0611 0.220 0.130
69. 0.02713 . 0.0810 0.620 0,100 0.01083 0.0673 0.610 0.140
70. 0.02957- .7 .0.0907 1.000 0.110 7.01161. 0.,0742 1.000 0.150
/.. [ 0,03223 031015 --»=- 0.120 0.01244 0.0817 ~--=- 0.160
1720 0:03513 0.1136 ' ----- 0.130 0.01333 0.0900 = ~----- 0.170
{723, 0.03829 0.1220 ----- 0.140 0.01429 00991 - s---- 0.180
s, 0.04173 0.1823 ° = ----- 1.000 -0..01531 0.1092 = se~-- 1.000
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three types of losses. Note that for both death and disability the.
employee data needed are simply "Sex" and "Age." For retirement, how-
evet, "Length of service toward retirgmgnt" 1s also needed.

Noté qiéb'that what the tables provide is the probability of the employ-
ee's being lost to that cause during a year. Thige are, in other words,
annual loss probabilities. e

. X ° o

We can make up an estimate of the numbers of deaths, disabilities, and
retiremeﬁts}fp,be expected in our workforce in a year, then, by deter-
mining each employee's probgbility of loss under each category and then
adding up all of the death probabilities, all of the disability proba-
bilYities, and all of the retirement probabilities. éhe sum of each
category will be our estimate of expected losses in that category.

- , , :
"If , for example, we have 100 employees whose retirement prébabilities
average 0.05, we would expect 5 retirements. If the sum of disability
probabilities was 0.95, we would expect ome disability. If death proba-
bilities totaled 1.03, we would expect omne death. ' :

. H
As you see, if we have each employee's date of birth (DOB), sex, and
service computation date (SCD), the finding of probabilities and adding
them up to make one-year estimates is simple and straightforward.

To these ac'uarial estimates, we must next add estimates of the proba-
bility of ofher types of loss from a group during the year. To do this,
‘we will use the L-P equation computed for this group. ' B

! ¢

Let us assume that the L-P equation for our group--i.e., occupation—-is
i . - .

y = 1.1 - 0.9 log x- ®

Then let us assume that we have an employee whose entry on duty (EOD)
date is four and one half years prior toithe start of our projection
year. We first use the equation to get the employee's probability of
survival to the start of the projection year by substituting

P

x = 4,5 7 L
into the equation to get R -
' ~y=1.1 - 0.9 log (4.5)
/ﬂ y=1.1-0.9 (.6532)
- y = 1.1 - .5879 = 0.5121 ;
p(y) = .6957 :

Then to get that employee's probability of lasting to the end of the
period, we'add one year to the 4.5 and substitute

x = 5.5



. 1ato the -equation, getting
. o 1 - 0.9 log (5.5)

1 - 0.9 (.7404)

1 - .6664 = ,4336 &
6

y
y
y
) 7

® Pt Pt Pt

.
.
. .
6 U

~

"To get the probability of the employee 8 lasting from the start of the

year to the end, we divide the ending probability by the atarting proba-
“bility. ,

| — 0.6677/0.6957 = 0.9598
Thus, the probability of this employee 8 being an L-P type loss during
the projection year is:’

1 - 0.9598 = 0. 0402 R
By using this method we 'can determine the probability of L-P ‘type. loss
for each employee, uaing that employee's EOD date. These probabilities
can then be added together just—3}ike the actuarial loss probabilitiea to
make up an estimate of group L-P type losses for the projection year.

Noy, since we can estimate, for each employee, the probability of loss
due to death, disability, and retirement sons by means of actuarial-
tables, and the probability of loss due to ther causes by:meana of the
‘1-P technique, it 1s obvious that if we add all of theae probabilitiea
together the sum total must equal the“total probability ‘of that -employ-
‘ee's being lost for all causes during the year. And since we can make
such estimates for all employees in the workforce as of year X, and
since we can add our individual estimates together to make group esti-
mates, we obviously-can.make estimates for total group loaaea during the
earefrom date X to X +71 -

Further Yeara!Projectiona

"
From thia point on, however, the mathematics gets a little more com-
‘plicated because it is not enough to,make projections ‘only to point X +
1. We must'make them for an additional dne (or more) years beyond point
X+ 1. And to make projections for a second period involves some mathe-
matical problems _ . s

" Assume forfh moment that you are part way along in.a fiacal year. You .
~have just gotten-a file of employee data for the workforce on board as
of date X, the beginn ng of the fiscal year which you are now in. If.

'g,'you make a projegtion of that data through date X plus 1 year, you hav
. made a projection only through the end of the current fiscal ar.

'Obvicisly, then, if -your desire is to make a projection through the .
~ Budget. Year, orbbeyond you will have to make further years' projecti ns
;gin order to get what you need.
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ﬁ"The.mathematiCAI,problem in making such further years' projections does

not stem from our basic probability-estimating techniques—-these will

. work perfectly well for any year you name. Rather, the problem stems
" ‘from the fact that estimates for periods after the first are estimates

. of conditional probability. .

E”E“u’Jancan;éiplaih’the problem this way. Suppose you bet a friemnd that if

you flip:a coin it will come up heads. What is your probability of’

winning your bet? Simple enough, 0.50. Suppose you then bet again that

you can.flip the coin and have it come up heads, what are your chances
of winning a second time? Again, 0.50.  For each independent trial, -
that is, the probability of heads is the same. ' And since each bet was

" for only one trial, your probability of winning your bet was 0.50 both

times.

".'ﬁow, however,'coﬁsider'the conditional-probability case where what you

are betting is that you can flip two heads in a row. ' Now the question
becomes, "What is the probability that you will lose (flip a tails) on
the first flip and,what is the probability that you will lose (flip a
tails) on the second flip?" T '

The probability of flipping a tails’on the first flip is still O,SQ;'as‘
in the one-trial case. And- in those cases where you have gotten a lieads
on the first flip, the chance of getting a heads on the second flip is

again 0.50. But remember, you had a 0.50 probability of getting a tails:

on the first flip and thus never getting a chance to take a second flip
at all. ¥So the probability of your losing on the second flip is 0.50--
. the probability of getting heads on your second flip—-times 0.50, the
probability of the first event (getting a heads on the first flip),
which must have occurred before the second event'(secqnd_flip) can take
place. . . B

Thus your probability of losing on the first flip- is 0.50 and your'
probability of losing on the second flip is 0.25. Your probability of
,flipping two heads in a row is therefore what is left, or 0.25.

This multiplying of probabilities together when the probability of a
second  event is conditional upon the occurrence of a first .event also -
must be done when you are making projections for more than one time
period. . . '

Consider, for example, the case dfyan employee who we determine has an
1-P loss probability of 0.10, a death probabilityfof 0.01, a disability
probability of 0.0l, and a retirement probability of 0.02. Sdncethe -

. employee is. present in the workforce at the start of the year, the
probability of being present is 1.00, or 100%. cértainty. We can set up
our first-year projection table like this:. ' o '

.

-

.. >
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“« ,hoss Prob. of[helng'-' . Net Prob.

Prob. present, start of year. of lossé
% ' L=P loss - 0.10 x 1.00 " = 0,10-
s Deaﬁh ' . ~0.01 x-  - 1.00 = 0.01
. " Disability ' 0.01 «x 1.00 =" . 0.01 |
-+« Retirement 0.02 "x . 1.00 = 0.02 .
R T - ' - . 0.14
’ w . t. .. ) . s '." s k

Probability of retention to end of year:

1.00 - 0.14 = 0.86
”For,our second projection périod however, we must multiply the rates
estimated for each employee who was present at the start of a year by

this employee's probability of being present at the start of the second
year, like this:

Loss . < Prob., of being ' .. Net Prob.

. Prob. present,' start of year . of loss -
. : / ”
"L-P 0.09 X 0.86 = 0.0774
: . Death 0.01 b4 0,86 = 0.0086
~ Disability  0.01 x 0.86 - = 0.0086
: Retirement . 0.02 X 0.86 - = - 0,0172
Total S . ~ 0.1118

) \ »

?robability of retention to start of next year:
0.86 - 0.1118 = 0.7482

And so on. Projections for a third or subsequent year would be made in
"a similar manner, multiplying each annual loss probability by the
. . probability of the employee 8 being present at the start of the year.

'Projecting,"Hires Needed"

If you will ‘go back to Figure 10-1 now, you will see that by these
methods we have made a projection of the losses which c¢an be expected
,during the projection period among those employees whom we started out
with in year X, the as-of date of "our employee data file. And you will °
note that the .-sum of '"Losses" plus "Growth" equals "Hires," thée number
of added employees that you need to have on board as of date X +°1 in
order for the workforce to be the required §;Ze.-" :

Please note very carefully, hohever, that this/number of added employees
" ‘does not quite equal the total number of new accessions that must be
. made to the workforce in order to have the needed number of added
employees on board at. the end of the year. Because your hiring is
spread out over the year, some new hires will have quit before: the end
_of the year. 'So you must actually make more accesgions during the year
than the number of added employees you need at year 8 end. TN
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 How do we estimate how many more accessions we will need? We use two
methods, based on the two different kinds’of accessions that can be
made,, new outside hires, or in-service accessions of employees from
other occupations or organizatioms. N

HIREST asks for input on the percentage of total accessions that are new
hires (i.e., new Career-Conditional appointments). (This proportion, by
- the way, tends to be remarkably stable in most cases over even widely-
varying conditions.) HIREST then takes this-figure--say, 60Z—-determines
the percent filled by in-service accessions--in this case, 40%—and thern
multiplies these percentages times the "Hires Needed" total from Figure
10-1 to get estimates of ‘the actual numbers of both kinds of accessions
who will be needed by date X + 1.1/ -

In the firstsestimating method we use, then, we assume that new hires
are spread evenly over the year. Thus, at the end of the year, the
newly-hired employees will have an average length of service of 0.5
year. .To find what portion of these will have been lost to turnover, we

substitute 0.5 into our L-P equation: P

y = 1.1 - 0.9 log (0.5)
] y=1.1- 0.9 (-.30103)
_ y = 1.1 + 0.27093 = 1.37093
N p(y) = 0.9148 '

To find the’ number of new hires whieh must be made during the year pen\\\\
e

employee on board at the end of the year,. we divide the retention rat
into 1: ’ ’ ‘

1
f

1/0.9148 = 1.093

By multiplying this figure times the pumbef of newly-hired em}loyees
needed on board at the end of the year, we get an estimate of the number
of new hires we need to make during the year.

Projecting losses from this new-hires group for further years requires'
only elementary L-P technique. If their average Los2/ at year X + 1 was
0.5, their average LOS a year later, at year X+ 2, is 1.5. Another

year later, 2.5. And so on. Substitution of these x-values into the L-

P equation gives us a direct estimate of future retention (and by sub-
traction, of future losses) in the manner described for LOGPRO earlier.

. . . -
The second estimating method we.use is for in-service accessions. In

‘this .case, since we cannot estimate their LOS, we must assume that their
loss rates will be comparable to.those of existing employees. Here, .
too, however, we must also assume that these accessions will be spread
over the whole year so that average service in this occupation is only

0.5 year. Here, therefore, we estimate losses as equal to one-half the

. B

i) . . . o S
';/Noté:€hat'1f{the first-six-months loss rate for -new hires differs o
substantially from that for in-service accessions, the final *"'hires
needed" estimates will show a somewhat:difféient;ratio_-of{new hires
'q§§?~total accessions than was input into. the model (e.g., Figure 10-4).
2/10S = Length Of Service _ Ty
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- . . . ) \ .
‘annudl loss rate for the existing workets. Assuming the existifig worker. -

- . loss rate is.14%, the number: of new in-service hires needed per hire on b
. board at the end of the year would be: . ’

1.0 - (0.14 x 0.5) = 1.0 = 0.07 = 0.93
. 1, 0/0 93 = 1,075 - '
. !Projecting future losses from this in-service accessions group is also . ’,
L straightforward Since our starting assumption’was.that this group's
loss rates were similar to those of retained. employees, " we simply apply

~our rate estimates for retained employees to this group without change. )
HIREST Requirements <’ 0 )
Since the above discussion gives a basic picture of HIREST's principal _. 'f”:.f

~ techniques and ‘assumptions, it is appropriate next to describe briefly

é& ' a) What inputs HIREST requires:;.
: b) What HIREST does; and
c) What it does not do.

HIREST's input requirements can be summarized briefly. From the above .
discussion, it will be readily apparent what role each data item plays. C e
Required inputs are;: . '

Vet

-.e,

D An employee data file 8howing for each eﬂployee in the ;i .
: occupation (in the. following order) . i :

P L .
. _ . DoB (Date of Birth) "{ ' . S
- EOD (Entry on Duty) date3A
- Sex(l—F,2=M§
- SCD (Service Computation Date)4/

2) File "As- of" Date for employee data file . o .

3) The group's L-P loss equation’ . | oo O

4)  Number of years projections wanted . L o

5) Percentage of total accessions who are new hires (i e.,
new, Career-Conditional4appointments)

6) Population estimates for the years coveréd < - fé_[klf

Given these data, HIREST performs its calculations automatically and R
" prints out the results in summary‘tabulation form, a sample of which 'is.
reproduced in Figures 10-3 and 10-4, Note ‘that these tabulations include:

}l)'. A summary of the group p lation data which was input
' _ Earlier. 2, ; .

o

- - . , e
3/pate of first entry into service:. The first entry on the 'SF’ 7, Service

Record Card, or in the Service Record File, if automated. All dates in :

month and year only. E.g., 0253 (= 2/53), ~ . - ) o e
4/p sample line of file for a male, born 8/44 with an EOD date’ of 9/68

. and an SCD date of 6/64 would be: 0844096820664 SR i - . e
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L Figere 1043

- TENTER 5-SPACE NAME OF
" | EMPLOYEE DATA FILE ~

| mip322 . -
} enter No. oF EMPLOYEES
IN MP322 FILE

Yz o

:-.7.76

ENTER MP322 AS-DF (I.E., - '
CURRENT) DATE IN MO., YR. (E.G.,05,75)

1,76
'ENTER A,B OF MP322 L-P EQUATION
.4635,-1.35693

-~ .

FILE MP322 READ. NEXT:

ENTER NO. OF FISCAL YEARS
PROJECTION WANTED (1-5):

5

|, wa—

ENTER MG., YEAR OF START _
OF FIRST FISCAL YEAR (F.G., 10,76)

r

ENTER MP322 POFPULATINN
AT START OF 7Y 1977°

120

ENTER MP322 POPU! ATIOM -
AT END OF FISCAL YEND

1977
130
1978:

s
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_',.vl: : L - . . R T
/
NTER FRACTION OF MP322 TOTAL .
\CCESSIONS WHD ARE NEW HIRES (E.G.,0.25)
SUMMARY'OF ESTIMATED LOSSES AND GAINS &
léﬁhtpoz - eased 1977 . 1978 1979 1580 1981
POPULATION: - ~
START ,  n12. e 130. 138, 145, 136,
“END | 120, 130. . 138 145, 136 130.
Jest. Losses nb: oz No. F¥TNO. % NO. % NO. X NG. %
LOSS % T 7. 5.8 16. 13.0 T17..12.8 17. 12.& 16, 10.9 14, 9.9
DEATH © 0. 0.1 ©0. 0.2° 0. 0.2° 0. 0.2 G. 0.2 0. 0.2
pISAB. _. 0. 0.2 1. 0.5, 1. 0.4 1. C.& 1. 0.5 1. 0.5
RETIRE 0.7 0.4 1. (.0 1. 0.8 1. 0.7 1. 0.8 1. 1.0
TOTAL 7. 6.6 1E. VA6 19, 14,3 19, 13.8 18. 12.4 16. 11.7],
*(RIF) 0 0. 0. 0. 0.
|est. "cains
 NEW HIRES 9. 16. 15. 15. 5. 6.
| accessions 7. 12. 12, 1. i .
|ror. cains | 6. /8. 27 26. 9. 10
s g
RUN AGAIN2 (Y OR N)
N |
)‘IOP *
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'3A'Buqmaty.of loss estimates, By'tyﬁe of loss, with data ..
ahovﬁ'ag'bdth»ndmber and percent. o .

. 3). A s§é¢1ai,detﬁii‘ling showing ‘the number of lbssééi;if

any, which are expected to be RIF's,

- ' ¥

. . - ) . T . '
- 4) A summary of gains estimates, broken down by New Hires
. and In-Service Accessioms. . '

a B .

A

‘On an. overall basis, them, it may be said that what HIREST does is to "
“perform tWwo functfons. First, it serves as a projection model by means, .. |
- of which personnel officials are able to make projections Qf'éhcupationgk .
hiring on a multi-year basis. - : it Co o

‘Second, it serves as a simulation model whose input variables can be _ _
-delibérvately varied to test the effects of imput changes on occupational °
hiring levels, turmever levels, etc. ;Oneiean.test'the-effects of "specific ’
changes in population levels, for example, on the number of . turnover losses,
or RIF's, or In-sérvice accessions.  In this way, HIREST ¢an help advise®” . -
management of some of the personnel implications of proposed management

' dactions before such actions are taken. ‘ _ ‘ -ﬁ;g;

It should alse: be noted, hdwever,.that'theré are certain -things that

HIREST i€ not or does not do. First, .it is not infallible. It provides

. a means of making "probable value" estimates. But these are. ofily estimates..
They are not last-digit-accuracy predictionms. There are too many uncertain-
ties in the total process to make unqualified predictions a realistic pos-—
sibility. As one example, HIREST assumes that hiring will be evenly dis-
tributed over each of the projection years and accordingly hds estimated
turnover among new hires using a 0.5 averaging factor. If real hiring {s
concentrated early in the year (averaging factor, say, 0.7), however, or
late in the year (factor of, say, Q.3), HIREST estimates will be signifi-
cantly off target as a result. : . :

Second, an& in a way related to the first point, HIREST is a. stochastic

or probabilistic model but it does not provide confidence-range estimates
for its projections. In the:program LOGPRO, for example, we provide limits
above and below projected values within which actual values can be expected
to fall in 957 of possible/cases. In HIREST, such 95%-confidence limits
are not provided. . P :

In part, this reflects the situation discussed first, above, that there
are many unknown variables whose effects cannot be estimated befonehand.
And in part, this reflects the technical problem that whereas we do have
confidence-level data on L-P curve equations, we do not have such data

for the actuarial™sables that make up a substantial part of our loss esti-
mates. For both reasons, providing 95%-confidence limits for HIREST pro-
jections is not feasible.



;’1

And third, while BIREST does provide estimates of both in-aervice and N

*,r.:, outaide hiring, 1: does'not ‘provide-any breakdown of hires by. grade

level.. These will have to be estimated by the analyst by otper means.

: eonclusions
B EIREST ptovides a very powerful and very flexible tool for staffing )
needs’ analysis.. Combining two techniques of proven validity--actuarial
technique and log-probability anaiysis—-it enables personnel officials
(a) to simulate for management the majar turnover and hiring implications .
of management's, alternative workforéce plans, and (b). to project the
 future turnover and hiring levels which may be expected under management's'
approved workforce plan. Thus, BIREST performs the central analytical
- tasks necessary for staffing needs planning in the operational setting.-

As with any projection model, of course,. HIREST projections are*only

probable values--they are in no sense predictions possessing any last-

digit accuracy. Also, BIREST projections ré¥lect’ the basic assumptions

used: in the wodel, such as hiring distributed evenly during projection ? '

years. To the extent that these assumptions are not borne out, HIREST
reaults may be affected accordingly. :

On the whole, however, HIREST can generate a great deal of very valuable
management and personnel management information from relatively simple
and straightforward elements. We believe that it is an effective first
step toward the still more powerful and refined models of the future.
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CHAPTER 11% | s

' THE ROLE OF THE ANALYST

. When Abraham Lincoln delivered his famous "House Divided" speech inm
1858, it was at a time of unprecedepted danger for the Union. The
' United States would soon be engaged in a great civil war and the -
responsibilities facing the Nation's leaders were awesome and for- _
bidding. In the very opening lines of this speech, which is remembered
as his most notable address before becoming Presideqt,‘he'summedfup
the information needs of our leaders at that fateful hour in words of
matchless precision: ' ' '

“"If we could first-know where we are, and whither we
are tending, we could better judge what to do, and how
to do it...." ‘ :

Every analyst should memorize these words. Not only because they
express with absolute clarity thq%gnfdrmation needs of every decision-
maker. But also because they show the ,way for every analyst, .no
matter where located, to make a vital contribution to the effedqiveneSs
‘of our system of government. S I

Y

You have seen in our earlier discussions how to perform the key analytic
functions of staffing needs planning. You have seen the policies and
functional provisions needed for effective staffing needs planning
programs. You know what planning data are needed from management. You
know how to analyze and project turnover. You know how to estimate
future staffing needs. '

With this knowledge, you can now provide derision-makers with many types
‘of information which they vitally need to their jobs better. If the
manager proposes a future course of action requiring a workforce struc-
ture that cannot be staffed, you can now say so. If there are workforce
plan changes which could be made and which would make staffing feasible,
you can make known those needed changes. If the needed workforce cannot

. be delivered at the cost specified, you can provide better estimates.
And, if the required workforce cannot be delivered on the schedule
necessary under management's program plan, you can inform the manager of
this.

These are information items that the manager urgently needs to be sure
that the plans being made, or the alternative program propogals being
‘ wei@heq,'are in fact real and viable--plans which in actual:fact can be
carriFd out. : " . i
. . vy . . e o .
1f, because these data were not providéd, the manager submits to top .
executives, or to legislative bodies, program plans or decision alter- e
¢ natives which in actual fact: :
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N ‘cannot be carried out at all because the needed personnel are
mot available, qr vhich """ , \;_ Ce Q\-

1 - i ) '

:rk.' cannot be carried out within the cost levels specified' of
- which :
: =" cannot be carried out on schedule because; needed hiring and7or
: ‘training cannot be completed in time' ,:: . :
. . .\" .

then because of the failure of " the analyst, executive and legislative"'“-

actions will be taken and program performance promises will be made that
the passage of time will show were seriously in error.

AY

In such- circumstances, the work of executive and legislative decision—

2

makers can become no more than guesswork. And the performance promises of

;government can become literally incredible to the very public that- govern-"

ment exists to serve.
Such failures of analysis as these can thus contribute in no small
f'measure to the severe impairment of public confidence in the word and

:'workings of government. = . - . ﬁ%

Clearly, as we said in the beginning; major improvements in analytical a
. methods and techniques are urgently and vitally needed. And the further

“we progress toward truly multi-year planning, the more intense this need
becomes.

Everyone 8 contribution is needed in this improvement effort. The
techniques described in this handbook, we believe, represent one major .

step forward. But they are not by any means the 1ast possible word.

On the contrary, they will in their turn ‘be supplemented and eventually
supplanted by other, still more effective techniques. Perhaps some of
the readers of this handbook may be given or may take the opportunity to
contribute to this progress. If you do get such an opportunity, we hope
you will take it and that you will give it your best effort.

Every improvement that can be made in staffing needs planning——or
indeed in the whole manpower planning process—-is an improvement in the
ability of government managers--and thus, of our executive and legisla-
tive officials——to make public decisions more effectively.

Every improvement in analysis, then, enhances the ability of our govern-
mental system to be responsive to the informed wishes and choices of the
.people at large.

.

And that, ultimately, is what the job ofﬁthe analyst-and indeed that
of every public servant—is all about.
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_MANUAL_CALCULATION OF .THE L0G-PROBABILITY CURVE
-Probiem% ' S '

i..betermine'the A and B-vafues of a log-probability retention eguation

: 'uslngy i —_— : . o . ‘ ®

) X ) e
.= Manual least squares techniques
o v and A , : : o
- Normal curve area and logarithm conversion tables.

o .
Data_CoIlection=

Retenhtion data- are obtained by determining the number or percent of .
employees retalned from a given group of hires after speci fled lengths =

of service., Ideally, a group should be composed of employees In the = .- -

sameiioccupation. However, if the number of employees In one or more
occipations is small, then it Is possible to comblne li ke occupations.

To analyze a diven group of employees, two types.of information must
be recorded: ’ '

(1) The number of employees in the original group
of hires; and |

(2 The numbér.(or\percent) of these employees re- 3
talned after given lengths of time. T

The "griginal group" is composed of employees hired during a specific
time span (one year or less). The "given lengths of ‘time" consist of

a standard time unit and, in most cases, an averaging factor which"
approximates the actual average length of service of the original group

at. the end of the hiring span. '

\
0

Sample Data:

\\ The following is a sample set of retention data which will be used in
the calculations below:? - . )

Number hired in occupation ¥ in fiscal Year 1970 = 250

At end Number Percent
of FY: ) Retained Retained’
71 208 83.2%
72 189 75.6%
73 : 176 70.4%
/ _ _ 74 164 65.6%
The averaging ‘factor used will be 0.5 years (which assumes an even

distribution of hiring during a fiscal year). Thus, the value for
FY 71 1s 1.5 years, for FY 72 is 2.5, etc.
- 157 -
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Page 2

The Eguatlon-’ L ‘ . -

£

‘v

: The mathematlcal ‘form of a llne ls given by the equatlon-

oot . N

A : . Y= A+ B | R

"a”j“‘ Reténtion data (also-called log-probability data) cqn be expressed
‘ linearly by maklng tvo transformatlons- . _

(1) Percent of employees retained Is transformed lnto
Tumber of standard deviations from the mean of a
normal curve; and e

-

(2) Years of service completed I's transformed into the
logarithm of years of servnce comp leted.

These two transformations can be made using the two tables lncluded
in this instruction:

kl) The Normal Curve Area Conversion Table

(2) The Table oerogafIths

Computations:

[y
L4

To solve the stated problem It is necessary tq transform the retention
data lnto their linear form and solve for the coefflicients A and B

To begin, let:

N = Number of retention points (i.e., number of observations)

2

i = Retention polnts, i=1,2,....N
ti = Length of service represeﬁted by retention poiﬁ%‘l
X; = Base 10 logarithm of tj
P(t;) = Percent of the oriainal group remaining at time tj
Y; © Number .of standard deviations from the mean of a normal
curve reprecented by the value P{t;)
This instruction will romputo A and B using the sample data and:

Case I: Two years of retention data

Case 1I? Three or more years of retention data

Case I. If only two years of retention data (or two retention points)
are available, then the®A and B values of the log- probability equation
may be computed using the following formulas: _ .

- 158 - N
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X - X R
LI ; x
g o ‘ g?
A= Yp-Bg - ()
Uslng fhglilrst.tvo,éoanS'of the sample datas = . _7_. ' - -~
ot E.I.S P(ty) = 83.22 S
ty'= 2.5 P(tz) = 75.6% S . \\5%\

:From the Table of Logarlthms, we obtaln-

X

, = 0.17609
X2

D.39794

And from the Ndrmal Curve Aréa Conversion Table and {nterbolatlon‘(seq
Page 7): ' - ' : ‘
L v,

Y2
Substituting these values into formulas (1) and (2), we get:

-

0.96223
0.69358

B = 0.96223 - 0.69358
 0.17609 - 0.3979%
= -1.210953
And,
A=

0.96223 - ( 210953)(0 17609)

.175467
Thus, the\log-probabillty retention equation in thils case Is?

Y = 1.175467 - 1.210953X

Case. 1. If there acre three or more years of retention data avallable,
the A and B values of the log-probability equation may be calculated
Iin one of two ways:

(1) Simultaneous solution of the Ynormal equatlions"; or
N . ‘Q \

(2) Substltdtlon'of values lnto the “linear fit algorlthm”.

-

These methods are both varlatlons of the 'least 5quares” technlque.

Nhlchever method is chosen, several gquantities must be calculated.
For this purpose, It Is useful to set up a work table In the follov-
_ing form (uslng all the sample data polnts):

o _ - 159 -
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e

v

*.iLog

o 2o : Percent. - - . Stan. Dev.- o -
;;[Year H.Year* Remaining . . .From Mcln** = , 2 ¢
o fﬁfgf/._ 0,17609 - '%3 2 .0.16%4 - 0.03101
2.5 © 0.39794 B 75.6 0.27600 0.15836
3.5 0.54407 - 70.4. 0.29162  0.29601 -
) 4.5 0.65321 .- 65.6 o 0.26233 - 0.42668 .
o : - 77131 B . ‘ ey 0.99939 ° 0.91206 -

,* Using Table of Logarithms :
*%: Using Normal Curve Area Conversio ble and"
lntqrpolation

’ IT-I. The normal equations are:
PARE NA + BZX . (3)
: XY = Azx + B3X? (&)
-rom the above wor k table,twe have:? , o v
‘ & . ) .
S X = 17713 , ,
3Y = 2.59340
. _ 3XY = 0.99939
- . $Xx2(= 0.91206
: i N=b .
.Substitutfn; these values into equations (3) and (4), we cbtain: \
4 2.59340 = 4A + 1.771318 (3a)
0.99939 = 1.77131A + 0.912068 = (4a)
Solving these equations simu]taneously'(See Page 8 ), we have?
| ' A= 1.165275
B.= -1.167328
And the Iog;probablllty equation is:?
= Y = 1.165275 - 1.167328X r : . 3%

I1-2. The linear fit algorithm is?

. L B = NEXY - ZX3Y © (5) L
A I NEXZ S (2X)2 _ o
- A= 3Y - BEX C(6)
Y - BaX e
P _ - 160 --
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?fF h(o 99939) - (1.77131) (2. 59340)
(0, 9|206) - (1.77131)2

RO ‘,#--o 596|SS S Lo

-1.167328

b

-And, . L . . ' S -

n

= 2.59340 - (-I.l67328)(l.7713f)

A S 2E . SR
Tnds, the log- probablllty equation is: '  ,‘ " E " .
\4__ ’ !

Y = 165275 - 1.167328X (- S

Iteration -and” ProJectlon~

The processes of” iteration and proJectron are conceptually the same;
~They both involve the substitution of X-values into a glveri equation to
obtain the Y-values given by the line (Y"). The only 'di fference be-

ftween the two 'is in the X-values vhac;/are used. .
In iteration, previously-observed (or’ past) X-values are used to ubtain o
the equatlon values. For example, usnng equation (7) and the flrst X-
value in the sample data (i.e., Xy = 17609) we obtaln-

- Y7 = 1.165275 - 1.167328(0,17609)

o = 0.95972. o - ‘

. . ‘ M o i ‘
Using the ‘Normal Curve Area Converston Table and Jnterpo ation, this
value may. be converted to percent. In this case, the percent value is
83.14%. - . . . -

Iterated values are used in the caICUIatIon of standard devlation and
varcance and ‘other: ' goodness of. fit medsures.

For projection, future X-values are used to obtain estimates of the
number retained from.an oriainal group at future points In time. For
example, using equation (7) and year 5.5, we have:.

t = 6.5

k]
>
u

0.74036 ' ‘-
And,

Y° = 1.165275 - 1.167328(0.74036)
= 0,30103 (or &1.83%)

Projected values may be used in planning for future.hlrlno needs.
: ! - 161 - -
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Standard Deviation:: N . L \ N ‘ Page 6

To calculate a st-andard deviation from the .log-probability line of re-
gressidn it’ is necessary to (a) itefpte the regression equatiaon fqr ,all
the past values of X and (b) determite the differences between the ac-
tual Y-values and the curve vilues (Y7). Iy4f'pan be done using the
following work table and the sample data: LT , - ' -

-

) - .
. J

( Year Actual . Curve .,  DIff.  Difft
(¢g) . (vp)y . Y7y, L, T (D=Y;-YT) (0?)
1.5 0.96223 0.95972, © 0.00251  '0.0000063 .
. 2.5 '0.69358 S . 0.70075 - -0.00717- . 0.0000514 -
3.5 0.53599 0.53017 0.00582 0.0000339 + -
4.5 *0.40160 o 0.450276 -0.00116 0.0000013
. ’ ‘
The formula for the standard.deviation isi- . .
s %] 2D & .
, N-1 ,
In this example, ¥
»
s02 = 0.0000929 :
N = & ' "
And,
‘ =‘/otgggg929 = 0.005565
5719
. Note thdt this value i= in ctandard deviations from the mean of the
normal curve.
The variance rauale the ~aunins of the ctandard devigrion.

{
Confidencé Interval for Projections®
In addition to simply proJerting a log-probability equation for future
points, it is &lso po=sible to calculate a 957 confidence range for :
each projected point. This 12 done using the ctandard devliation., To «
begin, let: '

s = Standard deviation from the log-probability 1Ine
Y™ = A projected curve value
- 162 -




~“And, . . : ) . - : e Page 7
H= Y + 25
& - L= Y - 2s - -
.Both H and L are-in the form standard deviatlons from the mean of the
normal curve. Using the Normal Curve Area Conversion Table, these
values can be converted to percents and these percents will constitute
the confidence range. To convert to numerical values, simply multiply.

‘each percent (in decimal form) by the number in the original starting
groupe.

For example, using equation (7) and t = 5.5 years, theni.

Y™ = 0.30103

And,
s = 0.005565 b
2s = 0,011130
ThUs, - ]
, H = 0.30]05 e 0.01113 = 0.31216
L = 0.30103 - 0.01113 = 0.28990

-

Using the Normal Curve Area Conversion Table and interpolation, H and L
convert to 62.25% and 61.41%, respectively. The percent value associ -
»-ated with Y~ is 61.83% (thls Is also known as the. "expected value").
“ Numerlically, the range would be (with 250 in the starting group)?

_
-~

High: .6225 x ¢50 = 155.6
Expected Value: .6183 x 250 = 15§.6
Lowi® .6141 x 250 = 153.5 N
For planning purposes, these flgu;es may be rouéded.l .
‘Linear Interpqlatlon:
The process of linear interpolation s used to read between the llnes

of 3 statistical table; I.e., to calculate intermediate values.

In general, suppose that value V| is represented in a table by value LT
“and V., is represented by T,. What is the T-value associated with the

T value“V (Va<vevy)? The-va?ue of T can be calc¢ulated from the following

..ratio? - RN > =

V-V, T-T o

Vy - Vp Ty - Ty
' - 163 -
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Solving ;hls'eduatibn.for'T}'ve get: IPagg LA
V- V2
T=1T2 ¢+

(Ty - T2) (8)
Vi - V2 |

This 5}6cess ¢an be used In both of the tables attached to this lnstruc¥_ 

tion. I o . - _ o S
"' \N - : : . ’ . : . ' . J i

For example, using the samp le data and the Normal Curve Area Converslion

Table, what is the standard deviatlion value assoclated .with 83.2%2 : In

this case,

'

v

v =83.2% J = 2
. vz = 83.0% Tz = 0.95417

1
Using equation (8). "

T = 0.95417 +,(83.z - 83.0)(0.99446 - 0.95417)
EE.O - 5300 ‘

0.95417 + (0.2)(0.0502§3 |

I

0.96223
Thus, the table value associated with 83.2% is 0.96223.

Interpolation may also be used {n the other direction; i.e., with the
standard deviations columns representing the V-values and the percent
remaining columns the T-values. : ' ' '

For example, the first lterate&’value from the log-probabllity'equation
s 0.95972. MWith what percent value Is this associated? In this case,
P - .

v = 0.95972 T = 1
Vi = 0.99446 " Ty = 84,0%
Vg = 0.95417 I<‘= 83.0% o
And, ' * : o S
T = 83.0 + (0.95972 - 0.95417 (84.0 - 83.0)
. 0.99446 - 0.95417 '
= 83.0 + 0,14
= 83.14%
Simultaneous Equations: — —

. Solving the normal equations for A and 8 (see Page 4) is equivalent to
' solving two simultaneous equations In two unknowns, These equatlons
are of the form: ) 164 o -




5;. Page 9

Q)A + Qz8 o o (9)

S = RjAH RpB (10)

where 8, Sé; Oﬁ:hpz.'Rl. and*Ry are all known gquantities. -

“The technique for solving two simultaneous equations in two unknowns
-can be shown using the normal equations,in thils Instruction as an
example. These equatlons are: k\\

+ 1.771318 | (3a)
77131A + 0.912068 (4a)

The first step In solving these equations Is to eliminate one of the

unknown values (A or B) from them. If A is selected for elimination,

then each term in equation (3a) is multiplied by the coefficlient of

A In equation (4a) (d.e., 1.77131) and each term in equation-(4a) Is

multiplilied by the.coefficient of A in equation (3a) (l.e., 4). After

. these multiplications have been completed the two normal equatlions
now look like this?®

/.085240A + 3.1375398 “«(3b)
7.085240A + 3.6482408  -(4b)

4.593715
3.99756Q

Hon

The next step is to subtract one of these ecuations from the other to
get one equation gontalning only one unknown (since the A terms will
cancel out). If equation (4b) Is subtracted from equation (3b) the
result is:

0:59615% - -0.510/018
Solving this equation for B gives:i

B = 9615

10701

ojc
v
v

= -1.16/7328
This calculated value ot B can now be substituted back into one of the
two original equations to gyet a value for A. If equation (3a) is se-
lected, the result would be: :

2.59340 = LA + 1.77131(-1.167328)

And,
’ ’ A= 1.165275 '
It is possible to check these results by substituting the calcdﬂated
values for A and B into equation (4a). This would glve: - .
' 0.99939 = 1.77131(1.165275) + 0.91206(-1.167328)",
T 2 27064063 - 1.064673
- = 0.99939 '
i > 165 -
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S ettt ~=---TABLE OF LDGARITHMS--- ————————
3 A | ]
YEAR LOG (10) | YEAR LOG (10) | YEAR LOG (10)
- 7/
0.1 -1,00000 5.1 0.70757 | 10.1 1.00432
0.2 -0.69897 5.2 0.74600 |-10.2-- 1.00860
0.3 -0.52288 | 5.3 0.72428 | 10.3 - 1.01284
0.6 -0.39794% 5.4 0.73239 | 10.4 1.01703
0.5 -0.30103 5.5 0.74036 | 10.5 1.02119
" 0.6 -0.22185 5.6 0.74819 ] 10.6 1.02531
- 0.7 -0.15490 5.7 - 0.75587 |.10.7. 1.02938
0.8 -0.09691 5.8 0.76343 | 10.8 1.03342
0.9 -0.04576 5.9 0.77085 | 10.9 1.03743
1.0 0.00000 6.0 0.77815 | 11.0 - 1,041
t.1 0.04139 6.1 0./8533 | 11.1 . 1.04532
1.2 0.07918 6.2 0.79239 | 1.2 1.04922
1.3 0.11394 6.3 0.79934 | 1.3 1.05308"
1.4 0.14613 6.4 0.80618 | 1.4  1.056%0
1.5 0.17609 6.5 0.81291 | 11.5 1.06070
1.6 G.20412 6.6 0.81954 | 1.6 1.06446
1.7 0.23045 6.7 0.82607 | 1.7 1.06819
1.8 0.25527 6.8 0.83251 | 1.8 1.07188
1.9 0.27875 6.9 0.83885 | 11.9 1.07555 ¢
2.0 0.30103 7.0 0,84510 | 12,0 1.07918 |-
2.1 0.32222 7.1 0.85126 | 12.1 1.08279
2.2 0.34242 7.2 0.85733 | 12.2 1.08636
2.3 0.36173 | . 7.3 0.86332 12.3 1.08991
- 2.4 0.38021 7.4 0.86923 | 12.4 1.09342
2.5 0.39794 7.5 0.87506 | 12.5 1.09691
2.6 0.41497 7.6 0.88081 | 12,6 1.10037
2.7 0.43136 7.7 . 0.8864k9 } 12,7 1.10380
2.8 0.44716 7.8 0.89209 | 12.8 1.10721
2.9 0.46240 7.9 0.89763 | 12.9 1.11059
3.0 0.47712 8.0 0,90309 | 13.0 1,1139%
3.1 0.89136 B.1 0.90849 [ 13.1 1.11727
3.2 0.50515 8.2 0.91381"] 13.2 1.12057
3.3 0.51851 8.3 0.91908 | 13.3 1.12385
3.4 0.53148 8.4 0.92428 | 13.4 1.12710
3.5 0.54407 8.5 0.92942 | 13.5 1.13033
3.6 0.55630 8.6 0.93450 | 13.6 1.13354
3.7 0.56820 8.7 0.93952 | 13.7 - 1.13672
3.8 0.57978 8.8 0.94448 | 13.8 1.13988
3.9 0.59106 8.9 0.94939 { 13.9 - 1.14301
4,0 0,60206 9.0 0.95424 | 14.0 1.14613 |
&1 0.61278 9.1 0.9590% | 14.1 .18922 |
4.2 0.62325 9.2 0.96379 | .2 1.15229
N 4.3 0.63347 9.3 0.96848 | 14,3 1.15534
bk 0.64345 9.4 0.97313 | 1h.4 1.15836
4.5 0.65321 9.5 0.97772 | 4.5 1.16137
L.6 0.66276 9.6 0.98227 | 14,6 1.16435
8.7 0.67210 9.7 0.98677 | 14,7 1.16732
4.8 0.68124 |- 9.8 0.99123 | 14,8 1.17026
§.9 0.69020 | 9.9 0.99564 | 14,9 1.17319
5.0 0.69897 [10.0 1.00000 | 15.0 1,17609
// - 166 -
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e et dmmmmmm o NORMAL CURVE AREA CONVERSION_IABLE--; ------ P e
STANDARD ' STANDARD " STANDARD

~ PERCENT DEVIATIONS  PERCENT DEVIATIONS  PERCENT DEVIATIONS

" "REMAINING FROM MEAN REMAINING FROM MEAN REMAINING FROM MEAN

95 1.64485 65 0.38532 35 -0.3853.2"
94 1.55477 64 0.358% 34 <Oh 41246
93 1.47579 63 0.3318% 33 Z0343991
92 \ “1.40507 62 0.30548 32 . -0.46770
91 1.34076 61 0.27932 3N -0.49585
90 1.28155 60 0.253%5 30 -0.,52440
© 89 1.22653 59 0.22755 29 -0.55338
88 1.17499 58 0.20189 28 © -0,58284
87 1.12639 57 0.17637 27 -0.61281
86 1.08032 56 ~0.15097 26 -0.64335
. .
85 1.03643 54 0.12566 25 -0.67449
84 0.99446 54 0.10043 24 -0.70630
83 - 0.95417 53 0.07527 23 -0.73885
82 . 0.91537 52 0.05015 22 -0.77219
81 "0.87790 51 0.02507 21 -0.80642
86— 0.84162 50 0.00000 20 -0.84162
79 0.80642 ~49 -0.02507 19 -0.87790
‘78 0.77219 48 -0.05015 18 -0.91537
77 0.73885 47 -0.07527 17 -0.95417
.76 0.70630 L6 -0.10043 16 . -0.99446
.75 0.67449 44 -0.12566 15 ,-1.03643
74 0.643365 4y -0.15097 14 -1.08032
73 0.61281 43 * -0.17637 13 -1.12639
72 0.58284 42 -0.20189 12 -1.17499
71 0.55338 4 -0.22754 B -1.22653 7
70 d?&a%%gv 40 -0.25335 10 -1.28155
69 0.49 39 -0.27932 9 -1.34076
68 0.46770 38 -0.30548 8 -1.40507
67 0.43991 37 -0.33185 7 -1.47579
66 0.41246 36 -0.35846 6 -1.55477
' 5 -1.64485
- - 167 -
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- : ’ : - Page 1
Questlon& What is the probability that an employee who has already had
1 "t years of Federal service wlll have at least one more?

}Suppose that the log-propabllity equation for a given employee™s oc-
pation is: : . '

Y = 0.9534 - 0,9102Log(t)
And ‘suppose that, . . . Vo
. r
t = the employee s length of service
(preferably based on origlinal en-
try on duty date)
= 3.75 years
1 N
t+1 = the employee”s length of service
plus one year
= 4,75 years
s .
Then,
Ye 0.9534 - 0.9102Log(t)

0.9534 - 0.9102Log(3.75)
0.9534 - 0.9102(0.57403)
0.43092

Converting Yt (which Is in standaid deviation units) to percent gives:

P = 0.666/

t
And,
Yeed 0.9534 - 0.9102Log(t+1)

0.9534 - 0.9102Log(4.75)
0.9534 - 0.9102(0. 67669)
0.33748

Converting Y., to percent gives:

Py = 0.6321

The retention probability is given by the formulas

R = Peey _
Py '
In thls case,
' R = .6321 = 0.9481 .. ;
.6667

"Thus, the probabllity that an employee who has served 3.75 years will
serve 4,75 years is 0.9487T,

- 171 -
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" Page 2

Qdéétion=- What Is the prbbébility that an accession to your organ-

o

fzation will stay with you for at least two years if (a)
the accession Is a new outside hire and (b) the accession

"is a reassigned employee who has already been with your
organization for 3 years?

2

t

I ’ ’

Suppose that the log-probabilfty equation for the occupation:-in
which a vacancy is to be filled Is? : i

Y = 0.9534 - 0.9102Log(t)

Case a. Suppose that this vacancy is filled by a new outsfdehhire..

The probability that a new hire will be with the organization in

two years is found by Iterating the log-probability equation for
the t-value of 2. This gives: : .

0.9534 - 0.9102Log(2)
0.9534 -°0.9102(0.30103)
0.67940

: : SR Y

This Y-value transforms to a probability value, of 0.7516."

Thus/, for this occupation, there Is a 75% chance that a hev.hire
will stay with the Job for at least 2 years.

Case b. Suppose that thesvacancy is filled by a reassigned employee

who has already been with the organization for 3 years. The proba-
bility that this emplo?ée will stay for at least tuo more years Is
found by calculating the quotient of the probabilit staying 5
(3+2) years and the probability of staying .3 vyears. Thixs involves
two jterations of the log-probability equation?

Ye3 = 0.9534 - 0.9102Leg(3)
= 0.9534 - 0.9102(0.47712) :
= 0.51913 ‘ ‘
This converts to a probability value of3 ,
Pe3 = 0.6982
And, v .
) | Yo5 = 0.9534 - 0.9102Log(5) .
= 0.9634 - 0.9102(0.69897)
= 0.31720
This converts to a probability value of?
. Pag = 0.6245
. .
S a Coo1n2 - | 2
/
-— ,
s .



- Page 3 -,-'
Then the probabllity that an employee with 3 years of service will
" stay at least 5 years Is? . . ,

P+sg

———
-

P...B

.Using the calculated probability values glves:
C 10.6245 = 0.8944 '
0.6982

Thus, for this occupation, there is an 89% chance that an employee’ ;
with 3 years of service will stay 2 more.: In other words, 9 times . '
out of 10 a selection of someone with 3 years of service will result

in that employee staying with the new job for at least 2 years.

The Important point to note from this example is the dl fference In
retertion probabilities which is caused salely by di fferent methods
of selection. In this example we used a log-probability equation
which characterizes a professional occupation. However, the differ-
erfces noted here are even more pronounced in clerical occupations
wHere there can be a 10 to 1 retention di fference between selecting
"an employee already on board or hiring from the outside,

Y
+

[
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i

- QuéStlon:'HOQ éqn.ln&ivldual retention probabilities for emplqyees'lmv_ﬂ:;f

3 "a glven greup be translated Into the estimated number vhogé
will be lost from the group? - : ' ‘

Subpose';hat'the Iog-probabi]!ﬁy equation for théuglyéﬁ T.

v

Y = 0.9534 - 0.9102Log(t)

And suppose ‘that the given group consists of 10 eMployéi
length of service composition and“individual retention probabill
ﬂsee previous'ques;ion) are given by the following table:?

1
.

. -Base Year- Base year + I Retention
Employee Ret Ret Prob.
“Number - L.O.S. % L.O0.S. Z . (R} =
-‘Eiz--- Et) (Pt) (t"") (Pt'.'l) Pt'."/Pt)

1 1.2 .8109 2.2 .7395  .9119

2 3.5 .6766 4.5 .6401 . 9461 T

3 0.8 .8512 1.8 .7646 .8983 -
4 2.4 .7282 3.4 .6807 .9348

5 1.8 .7646 2.8  ..7076 . 9255 %

6 4,3 .6468 5.3 L@lS57, .9519

7 6.7 .5798 7.7 .5582 .9627

8 5.0 .6245 6.0 <5968 - .9556

9 2.1 7454 3.1 .6936 .9305

10 i.6 .7786 2.6 .7176 L9217

The number lost from this group from (base year) to (base year + 1)
“is given by: ' '

i
From the above table,

the number of employeesabn_the-groub

N =
= 10 .
N ' ' - - : '
ZRI = 9.339 [ -
i=1 ,
lAnd.
L =10 - 9.339
= 0.661

This value would round to 1. Thus, 1 employee will be lost from.the
group. There is no way to determine which one it will be.
- 174 -
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Page 5
Questlon- Hov many civll engineers must be hired by the organization
_ g ‘In this fiscal year in order to have ‘100 of them on board
.[_y - five years hence? . - ; S

Assume that tﬁe log-probability equation for civil engineers ist

Y = 0.9534 - 0.9102Log(t) M)

*

The t-value for base year + 5 is 5.5 years (assuming an even distri-
buLlon of hires over a fiscal year).

The first step Is to, calculate the ”pefcght remaining” value gl ven
. by equation (1) for 5.5 years. Solving the equation for the Y-value

assocliated with t = 5.5 results in:
) Ye5 = 0.9534 - 0.9102Log(t) '

= 0.9534 - 0.9102(0.74036) .

= 0.27952 : .
Thfs value is in standard deviation units. Converting to pércent
gives:

&5 = 0.6101 (or 61. OIZ)

Thus 61.01% of the starting group hired during the current fiscal
year will still be on board In five years. ~

To determine the number of civil engineers to be hired thls fiscal
\//////#Qgii\lft.
W ’ Ng- = the number to be hlfed in the
base year

Nyg = the number wanted on board in
five years .

'Then.

0 = Nas
Peg

= 100 = 164
L6101

Thus, 164 civil englneers must be hired this flscal Year S0 that 100,
. of them will still be on board in five years.. 5 '
~ b
-175.-
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Question: What Is the three-year return on a training investment (A)

g wvhen only nevuoutéldg hires are trained and (B) uhenvempjoyf
eés who have already been on board for three years are
tralned? ' . o o '

S PR | )

Suppose that an organlzation wishes to train 100 personnel manage-
ment specialists and -that the billed cost of the tralning program

‘is-$1000 per employee tralined. And suppose that the log-probabl -
Ity equation for personnel management speciallsts is3 .

Y = 1.165 - 1.167Log(t) Q)

Each of the cases described in the question can be explalned by
caqulating two figures:?

1. The number of employees from the starting group
of 100 who will be retained by the organization
. three years after the completion of the training
course; and
2. The actual cost of the training program per re-
talned employee. ‘ ’

Case A - Suppose that all 100 employees in the tralning program are
selected from a group of new outside hires. , :
Three years after the training program, those employees still on

board will have an average length of service of 3.5 years (as'suming
. an even distribution of hiring during a year). ~ :

Tke Y-value assocliated with this value of t (i.e., 3.5 years) Is
given by:

1.165 - 1.167Log(3.5)
1.165 - 1.167(0.54407)
0.53007

[} )

Y43

"nitn

o This value is in standard deviation units. Converting it to percent
results in: ] ' s

P,3 = 0.7020 (or 70.20%)

»

Thus, the number of employees remaining from the original group'of
100 is: .

.

. P+3 X ld '
0.7020 x 100 = 70\~

z
+
W
1"t

To translate this number Into an actual cost per employee trained
figure, let: - ‘

: TC = the original stated cost per -
. employee of the training : K
. y
- 176 - |
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o 'AC = the actual cost ‘of the tralning '

> ;f.*'.;ﬂ  . program per employee still on
o e s Y  .board three yeérs later
..- LI ., ...(' . Y . . : { . ) . ;
| AC = TC :
P+3 . . ‘ ‘
2= $1000 = SIQZS/ehployee tralned
. .7020 .

Thus; the threequar return on the training Investment when only new

"outslde hires are trained-is $1425 per employee tralned and stlill on

board. - . : -

R4 Y

e ployees who have already served three year's vith the organlzatlon.

Three years after training, those trained employees stlll with the'
. organizatlon will have an average length of service of 6.5 years.’
. The Y-value associated with th)s valuesof t Is glven by-

1.165 - .167Log(6.5)
1.165 - 1.167(0.81291)
0.21633 o e

~ Y46

.
II 1" u

-

Converting thls value to- percen% givest '

Peg = 0.5856  (or 58.56%)

' o
In addition, since the trainees had already been on board three years

at the time of the program, their retention probability from 3 ‘to 6

0.8342 x 100 = 83

To translate this number into an actual cost figure, use the formula?

‘ AC = IC o
: o, : ' (
) | Ty .., =117 -
. . ﬁa‘"fl‘. ! L
.. .‘ ! ,. ) -
e~ S e 177 .
© 25/ @ L oeT

Cgse B - Subbose.that all 100 employees In tHe‘tralnan pfogram are

-

.years is given by: . ) ’
.o o w
P = P+6 . oo -t )
. \,[. N , < .
e ' . Pe3 Av - PO A
A . . N /; S s ) ¢ ' -
=.0.5856 =:0 b2, .
s +70.7020 ﬁ”%gi’z ;”ﬁf’~
el ' ' U\ L . R
hus. the, number of; employees refa nhhil rqm: #he original group of 100
tralnees ls- — %% AR LY N : .
: ‘ . ' i %) '\!' At
- ) , Nig P, x 100" . e AL ;
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Aruitoxt provided by Eic:

“Thus, o o

Page 8

. . '/..

I

AC = $1000 = $1199/employee tralnéd-" . . “
R .83‘.2 | . . . . ) . .

.l .' . . " . 1 . . > - ) e w
Thus, the three-year return an the training Investment wheri émployees
who FHave already served three years are trained is $1199. per employee

! [ ‘ e o !

trained and still on board. : . . 2
s . B ® A e

} o S ) Co RN . . .
# , Py o oo
Conclusion - The return on a>{{;:;;Lglnvestment can vary significantly . -
based on the. selection of employees to be trained. 'Maﬁaggmen: should . '
nvolved so they can make an In- . °

be_-made-aware of the «cost differences
Fogmed selection decision . ¥ : _ .
o B . 8
\. s [ - Y : 3 - .
.. : ‘. ' ‘ M - . ’ ' .
. . [ - ' °. .
: t ] . ‘ " 3 .
. -
L} » ) .
.
. . -
- ' -
- . N .
v < \ )
~ ]
r N~ ©on
4 . ] "
. e .
, < ! 3 N
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+ 7 Question? What are the group retentlon probabllltles ‘for employees

.6 o ln each’ length of service category?
PARE Suppose that the log probablllty equatlon for a glven occupatlon -
" “ TIss ) v
o f ST Y'= 0.9534 - 0.9102Log(t) - d

To . answer the question we need to calculate group retentlion proba- “
.bilities; i.e., the probabllltles that employees: in given length

of service categorires durlﬂﬁ a glven base’ year will still be on

board at the end of the next’ year.

First ‘consi der thosé employees in their first year of service --

i.e., from t day to | year --during the base year. Jdt Is_a simple™ -,
matter to determine their group retention probablllty- Just calcu- -
late the Y-value associated with the t-value of 1.5 years. (Thls_

is the same as calculating the retention from an orlglnal group

one year: later.) In this case we have:

Y o.953u,- 0. 9102Log(l 5)
0.9534 - 0.9102(0.17609)

0'70:2"7

-

0ot

8 % -
: This Y-value corresponds: to a retention probability of 0,7861.

To determine the probabilities for employees with more than one
year of service, first step is to iterate the log-probability
equation for the m?HQOlntc of each-length of service category be- -
glnning with 1 - 7 years; i.e., more than one but {ess than or e-
qual to 2 years. (For convenience sake we will stop at the cate-
gory 9 - 10 yeatrs. However, the methnd used would work for . every
length of service categnry.) .

Iteration gives the following values:

L.O.S. Retention A :
(Years) Midpoint Pejcent e
- 1-2 1.5 78.61%
2-3 2.5 72.28 S -
3-4 3.5 67..66 . BN .
4-5 4.5 64.01 ... . . - .
N ) '5-6 5.5 . 61.01 . ¢ '* . .
. 6-7 6.5 5845 o . .
7-8 7.5 56.23
8-9 8.5 54.28
9-10 . 9.5. 562.53

In addltlon, to get a retention probablllty for-our last group, w
*. also need to, iterate the iog- probabnllty equatlon for the category
10 -1 years. Thls Ist : —

10-11 10.5 so,as s —~

- 179 -
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The second, and final, step Is to divide each year”s retention
percent Into the succeeding year”s percent. For example, the

; retéention probability for employees with 1-2.years of service

. “sg : ‘ ' ) - . . - - .

72.28% - 0.9195. o
78.61% o

~

‘Similar calculations for each'length of service category ngé
the following group retention probabilities? : ‘

: v _ L.OD.S. _Retention
! ' S L (Years) Probability
‘ 0-1 0.7861 : : :
. - 1-2 0.9195 : .
2-3 0.9361 T
J > 3-4 0.9461
ARG 4-5 0.9531
: 5-6 0.9580
6-7 0.9620
- 7-8 0.9653
; 8-9 0.9678
. 9-10 0.9699
‘These probabilities can be used to estimate the number of em-
- ployees retained In "#fhlLeng;h of service category..
, -
* X
.
/ S
« o . Wt
4 - -
o . ‘- .
-.II 1. ] .
\ ~ 3 - \
.. . . ~:z. Zﬁ.‘ . . . . . . | | . . . '.‘ “:—‘ L .
' [ . . l". .l'a v . . . C n ! . ‘ _I . .- ' o - .
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Questlon- Uslng group retentlon probabulitles. how many employees .
. . will be nttar~3d from a given group one yeat later?

- Suppose that the length-of service composition of a group of em-
ployees in-a gnven occupation at the end of a given (or base) year
is? . )

‘ -
L.o.S. Number of
.(years) Employees

100
81 e
76
71
67
64
61
58

- 55
0 c7

. [}

/\_

VOO NS WN -~O
1

[ S N | ]

'3

This means rhat there are 10" emplidyees in their first year of
service, Rl in their rcecnnd, ‘wte. Thie i< A total of 685 employ-
ees,

Suppnse alzn that the Ing-propability equation for this group is:
Y = 0.9534 - 0.9102Log(t)

) . .
Using previously-explained techniques, the group retention proba-
bilities associatea with this log-probability equation are:

\

Retentjon
Probability

—
r< Lo
[ K]
v O
-
w n
-

0.7861 7 g . "" . .
0.9195 ' '
0.936}) . o e
6.946 _ L

u 0.9531 . '

6.9580
0.9620 |
0.9653 - o
0.3678 ¥
0 0.9699 . L

N
[

H
WONOCONEWN ~O
[ I T |

— 0 N OV E W R —

1

R _,: - ' - 181 -
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. Page 12
TJo estimate the number from each length-of-service categoéz to pe
retained at the end of the next year, multiply the number in each
category by the retention propability for that same category. :.For
example, of the 81 employees in the 1-2 year category, an estimaten
.ZQ_VZII be retained at the ena of the next year (si'nce 81 x 0.9195
= 74). : -

The following table displays this entire procgess. It shows (a) the
number of employees in each Iength-of-service'category at the end of
_the base year, (b) the ‘retention probability'@gr each category and

(c) the resulting gstimateq,number retained at® the ena of the next:
year. The ‘corresponding figures in this seguence are linked by arrows
and the estimates of employees retai.-ned are moved down to their new
lengtn-of-service category.

- L.0.S. dase Retention dase

(years) Year Prob.. Yr+l
— o . ¥
G-1 ioo\
(./861) "
12 B ™~ 79
) T~ (£9195)
73 /i £ TN 7
e (.9361)
_ A S 7
(_ol..(,1)
oL “, ' \67
T~ (.9631)
o o e
T~ (.9GR0) .
o 7 a ™~ g
T (L9k20)
] 8 w\ 59
(.9653)
fROY 67 ] \56
T (.9678)
n e cv\\1~ ™~ 53
(.5699) .
1011 \/50

The estimated number of employees retained at the end of base year +1
is 634. The retention rate for the entire group !s?

. 63476685 = .9255 (or 92.55%)

i

... Conversely; the estimateé numoer lost dukiné base year "+l 15.51'(685 -
. 634) agnd the loss rate is?
. ) 1 1 '
51/685 = L0745 (or 7.45%)

' v -

e

\

- 182 - '
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Qp¢5t1on{ How do changes in hiring levels affect a group”s turnover
Y y rate? : 5 '

..

Suppose that the log-probabllity equat[on for a glven‘occupatlon'ls=

Y = 0.§53h - 0.9102L0g{(t) -

.Suppose further that over a period of years there . has been a steady
number of hires into the occupatlion, say 100 hires per- year. Then
the length of service distribution at the end of the base year. for
those hired over the past flve years would probably look something .
l1ike this:i . ' -

L

' Years Since Nuimber £
Hlire Remalnlng

63

66 - . \

69 ' ' '
74 T : o
81 v '

- N W &N

. This givés total of 353 employees.

To, estimate the number of these employees who will still be on board’-
at the end of next year (base year + 1), se can use .the group reten-
tlion probabllities associated with the log-probabllity equation.

{

These are (a< raleulated In a previous questlon):

Years Since Retention

Hire ~ Probabllity
5 0.9580 '
4 0.9531
3 . 0.9461
s e 0.9361
1 . 7h0.9195 .

After muitiplying the number in each length of -service categor%'ﬁy the
corresponding retention probability, we have? . T

Years Since Number -at End Number,at~End Nupmber |

. Hire'. of Base Year of Base Yr +1 " Lost
v . B
5 63 60 : 3
4 66 ~_ 63 . 3
3 69 _ 65 ' 4
<2 74 69 5 »
is 81 74 7 ‘
353 331 22

~—

- - - 183 - o
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Thus, of the 353 startlng*empIOﬁfes. 22 will be lost during the
year. . v ) .

Now let”s héld this figure constant and see what effect different
Tevels of hlrlng_ylll have on the occupation”s turnover rate,

Suppose that during the base year the same pattern of hiring con-
tinues -- l.e., 100 employees are hired., Of these, 79 will be

. left by the end of base year + :1 (using:the log-probability equa-
tion). This means that .21 of the new hires will be lost by the
end of base year + 1. Combining this with the losses from the
other length of service categories we have!

21 + 22 = 43 losses , . ' : .
out of : S .
100 + 353 = 453 employees o

This glves a tur r rate of:

_ﬁ: 094 4 9%
T 0.0949 A(or 9.49%)

Now suppose that Instead of hiriﬁz 100 employees during the base
year, management decides to hire 200, The number remalning fro
this group at the end of base year + | would be 157.". Thus, 43 em-
ployees would be lo"t, (omhining this figure with the losses from
the orher leovarte «f =evvi- e rateqgoried~®hich remain the san'u,e) wve

have! ;

hI v 22 = 65 lo<ses

~ut of
200 + 163 - 5§63 employees
In this rase the turmaver ¢ ate would bhe?l

Eéé - n.1176 (or 11.758%)
[ . . .

)

Continuing in the same manner, wé get the following turnover rates
. for diff\erent levels of hiring:

v _ Number Hired -Turnover Rate
Base Year - - Base Year‘+ |
) 0 6.23% -
SO 8.]9 . ' AN
100 9.49
200 11.75
300 13.17
LY
. -
4 . - 184 -
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Thus. lncreaslng the number of newv hires Increases the_turnover
. rate. Gonversely, decreasing hires lowers the turnover rate.
~-.This Is_a logical result since most turnover occurs during the
-Qearly years of service. : - :

It is also uorthvhlle to note here that a freeze on hlrlng will
lower a group”s turnover rate.  This is Important to realize .
since decisions to freeze hirling are usually coupled with plans
to let natural attrition take care of lowering employment levels.
However, most calculations of the rate of this lowering of employ-
" ment are based on previous attritlion rates and, thus, are usually
wrong. The lowering of attrition rates In theSe cases must .be
taken lnto accoupt.;,

- O ] c .
jStmllarly. in a RIF’ situation, turnover rates are going to. décrease
both because no neéw hiring Is done and because the first employees
. to be RIFed are those with fewer years of servr/;

‘A
. ’

;
@ . N
. . N
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LOGPRO TECHNICAL ANALYSIS’ ’

Introduction, .

The computer terminal program LOGRRO was developed to enable useng to:
(1) perform a quantitative analysis of group turnover and o
retention rates (based on employee length of service); and

" (2). use the results of this amalysis to proJect these rates
: into the future. . S
-Since the paJority of all vacancies are caused®by turnover (rather than.
by growth), the accuracy of prOJections of future hiring needs is
directly related to the accuracy of turnover/retent1on ana1y81s and
projeetion. . :

LOGPRO and its two subprograms @‘YDXP and ANDPX) together form a ’
comprehensive, self-contained unit which completes all the necessary
statistics required for the analysis and-projection of turnover/retention
rates. This means that a user of this set of programs need not have

an extensive statistical background in order to. successfully utilize

and evaluate its results.

\

Data Collection and Input

For use in LOGPRO, turnover/reéention data are obtained By detérmining
the numbers or percent of employees retained from a given group of
hires after specified lengths of service. More precisely, data for
the LOGPRO analysis method are collected by. cohort group; i.e., by
following the retention behavior of the same group of employees over
time., This type of data is also known as longitudinal data.

I&gally, cohort groups should be composed of employeea in the same -
occupation. However, if the number of employees in one or more -
occupations is small, then it is possible to combine like occupations

(e.g., all scient1sts). +In addition, there are téchniques available S

which will stat15t1ca11y determine which occupatlons may be grouped
together. (See documentation for LPTEST. )

_ t)x'
. — . ) - . .
From each cohort to be analyZed two types‘bf 1nformat1on must be
recorded: L ) . ' ’

» K2

(1) The numberfof'employeésrin the original group of hires; and

EY

" (2) The number (or percent) of‘these employeee retained after
given lengths of- time.

o~/

The "original group" is composed of employees ‘hired during a ‘specific -
.span &f time. This span should be limfted to on€ yéar or less.  The
"given lengths "of time" cohld: be’any standatd time units (years,. Lo
months, days) after the d of the.original time span. Note that, s1nce

=191 - L T
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‘ Percent _Ret;ained From Origiml Group

i’ercet}t Lost -From driginal Group .

FIGURE 1 . Page 2 .
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"the’original group will contain employees with different 1engths

of service -(from 1 day to. 1 year), ‘there are several options invol?gd'”‘
" in assigning values to the time units. .

'; _ For example, consider a group of employees hired during a given fiscal

T .'year ending September- 30th. And suppose that retention data for this . -
group are, recorded on succeedind September 30ths., The time va1uee for
' these data points may be: -

° /

_(a2 1 year;,Z years, etc. (calculated from.September 30th to g
' September 30th); or ' ' , : .

(b):sl 5 years, 2,5 years, etc. (assuming an even distribution’

' . of hires over. a year and using the midpoint, ieee, Oe 5),lor

() 1.X years, 2.X years, etc.“(where X is a factor based upon
specific hiring patterns, such as more hiring done at the
end of a fiscal year); or :

(d) 1. Y'years, 2.Y years, etc. (where Y. represents the actual
" average length of service of the original group at the end
of the first fiscal year).

2 . .-

¢

\ The Shape of the Curve

istic of a turnover curve can be summed up in agsimpleyk'

N ST S
S o

er.Hining. And of that tot‘., roughly half will have o o 7
en place by the end of the first year alomne. - /

\ ~

h§Ees will havé“bgken place by the end of the third year
t

What’this says-is that: 1 )
(a) Turnover is a function of-léngth of service; and
.,;;,' (b) Most turnover q;curs during the early years of employment.
Tet¥ ’
This key characteristic of the tdrnover curve gives it a partiqularly
characteristic shape. In Figure 1, years of se ice completed" is
- plotted along the horizontal axis and } i'percent lo

roup” is plotted along the vertical axds. It is Im
g

"and then levels off =
: , : R |

[4

simply "number of employees in the’ original group"
lost from the group') shows the same characteristics.

6 S . LA
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THE LOG-PROBABILITY LINE’
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~ variables so that the data points form a straight ,line. Then analyeisv'

" the retention curve, the transfofmations ‘are:. - , K . I
. - 'y b m S )

- capt aspect of this multiplicity 133 retentlon-produc1ng factorg is not

endure that a frequency distribution of thelr,appearanceg;n the workgrghp Tk

.l7\Clark JH.L., "Problems aﬁﬁ'Progress in Caval S%rv1ce Manpowef Plann1ngnl’ e

L N . - 4
N \

. : A I
: T .- Page:5 ., -
this caae,'the vertical axis represents "percenn of dhe original group

retained." -Fpr purposes of- the following analysis d1scus on, the el N
retention .curve will be used. . : Lo A T o

. ) . . A E N 3
- “ ~ e . . RS . "’ [ .

The simplest way tb analyze such a curve.is to transform the rélevant*

»

c¢an be done by the'pse of 'a least squares: techn1que: In the case of

. . ]

‘ . , - : ' . . R AT
_ (a) Percent of employees retained is transformed .intp number of - . 7 ..
v standard deviations from the mean of a normal curve; and|u' S
: - Y

' (b) Years of service 1s>transformed into the logarlthm of years .

, .of service, L . " - S

ey
’

. R - . .. . ) St e
Y . v . . - MR T .
These two transformatlons give this analy31s method its name : the * e
log-probabllity technlque. .. S ; N DL
. ( SN
When the values in Figure 2‘>ré plotted on log probab111ty graph paper? 'di o
nhe result is a straight 11ne (Figure 3). o
. ~— - N . . '. .,
; ’ . L Basie AssumpEions - o F T .
e ./ , . e . e
s R 4 P R ‘
The basic assumptions behind the use ~f the log-prghability techgidhe S e

for retention analysis are threefold.

m

-
Flrst, the glven groyp possesses a hormal distribugion of - factors -
‘motivating .group netention and d arturc beH.vror/ This agsumption is -
‘based upon thé extreme complexi of the “interaction betwaen An- employee
_and his or her job situation. Any. one person cdn be motivated by any - _ -
number of '"stay' and 'go'. factors. For analysis purposes the s1gn1f1-' .H'\'

their "identity, but their distribution ,among’the wor%group members. S
-New hires w1th«extremely "ant{-this-jeb" attitqdes, for example, could R
be expected QQ‘leave imhediately,. regargless of what the partmcular, R o
reasons for their individual dttitudes might be. who .were ‘very.& A
Qpro -this-job" would stay, regardless of' their reasomb.: And the resf . R
would be found somewhere between. Under this schema, then, the very - ;f

‘mulE1p11c1ty (and. the mutual independence) of the employee retention/ ~T4T )
loss factors which so impossibly compllcates their identification shouﬂd B

should approach that of the normal-curge." 1y

‘ ) " . * - . - ‘ ’ R . . N
Second, the behavior resulting from thesé retention mbtivating factorg: fwz/gﬁ
will be displayed logarithmically, rather than'atlthmetlcallylrovEr time.: 1% %
This assumption is based upon the distribution:of - turnover,.as expressed w‘.‘
-in 2hé‘prev1ously mentioned rule of thumb. .'The Lgrgestrbulk of turnover fl*

s

“in. the United States. it : iManpower Planhing Models (Clough Lew1s* B
& Oliver Eds), Londan, EngllsﬁAUnlvegﬁltlgs Fress, 1974, pp. 227-239 '

-
) ’
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."qugs ﬂpccufg'in the fifét;years_of sefvice with successively féwér .
. lossés occurring as years go by. Thig is a logarithmic progression.

Fa ,

Third, the situational factors affecting the re;:§z;an behavior during -
the initial period of empirical observation will continue substantially
- unchanged throughout ‘the remaining period of the projection. This

‘ assumption requites that tlhere be ng extreme change in the working
situation of thé cohort groups. Such changes would-include large-scale

reorganizations or program changes. . PR
X -

Statistical‘Analysis

. . v} - - .
‘ Thg‘exact mathematical form ot the retention curve (also known as a
o "decay" curye) is given by the linear equation: : -
A \> ~ : . ’ R ) 14
e Z(Y) = A + B LogX | - T ¢ W

°

¥ where:

X length of service completed. *
N

Y = percent of origin;1 group retained ‘at .
point X. ) _ T

‘ Z(Y) ‘= location on the. normal curve of
. ) the retention point Y, expressed in

. ' o ‘ standard deviations distance from the
3 ‘ ‘o mean. -

® . . _ . W

In order to obtain the data which can be used to perform the linear
" regression which will determine the valués of ‘A and B in:eguation ¢
' (1), LOGPRO makes the aforementioned transfoérmations of the inputted
retentipn data (Page 5 - E R
. ] fhe first transformation uses the accumulative ndfﬁal;disf;ibution ’
function to determine both (a) the standard deviation value associated
with a given retention percentage (used in least squares calculation)
"and (b) the retention percentage value associated with a given standard
deviation (used in curve iteration and goodness of fit calculations).
The mathematiral formulas which accomplish this basic two-way trans-
formation are done by T.OGPRO's two subprograms ANDXP and” ANDPX.
[ )
ANDXP - This subprogram uses an approximation of the accumulative normal
. Jdistribution function to estimate P(percent.retained)jfrom a given value
of X(standard deviationy from the mean). Lo I ‘

The form of this apbroximaé%én 2/, using il i 'Xt;.ig;’ " _ J
3y batal .+'7ﬁ5't5) £ e(X1) . (2)

77 Abramowitz, M. and Stegun I.A., Eds, Handbook of Mathematfcal Functions,
- ' AMS55; 9th, National'Bureau of Standards, 26.2.17, p. 932.
. ’ o C o . . ]

P(X) = 1 - 2Dt + byt” + byt

- 196 -




' ’ . A 2 : . ™
. 'Wh'e're. ' (-‘x1 ) | .. - :

: L4 ¥

.

T T+ ..2316419K)

b, = 0.3193815 © . ..

ol : ' b, =-0.3565638

1.7814780 L
3 l ‘4 . ) ""7:- Lo ."v.

e
o,
i}

=-1.8212560

o
|

1.3302744 -t LE

.

o
1]

If 'the value of the inputted X is greater than or equal toiiéfo;.then
~the value P(X;) calculated from equation (2) is returned to the main
.~,fprogram. If "X is less than zero, the the quant1ty (1 - P(Xl)) is \_

.returnede. /A

.

The error function (e(X;)) is accurate,tS + 7.5 X BS-G.
) .
- ANDPX - This subprogram uses an approximation of the inverse accumulatlveW,
) normal digtribution function to estimate X from a given value of P.
' The form of . this approximation 3/ is: : '

E ¢
. _ _ ) 92 :
X(P)." t -fap + art + aZF. _ + e(®) 3)
\l + b1t + bzt2 “+ b3t3 ‘
- "4 ' ! -
//// where: : o o s,
= Vin é&» : S e
-h-ﬁuaﬁ_, 2515517 by = 1.432788
— | g
h a) ¥ 0 802853 ~ b2 =-0.189269
. » :
< : . A C ' t
) a2 = 0 010328 ' , by = 0.001308
T) Ibid., 26.2.23; P 933, - |

- | - 197 -
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Ca i \ : n’.:._ .
. If the inputted value.of P 1s,greater than or equél to 0.5 (1.e, 50%), y
then the actual value of P is#“used in the calculatlon/of t. If P is - i o
P less than 0.5} '

then the quantlty (1 -.P) is uSed. o -/
. The error function (e(P)) for this approx1mat10n is accunateé to +
4.5 X 10'4. To increase its accuracy for use by LOGPRO, ANDPX conta1ns
BN an additional refinement which makes use of the additional accuracy
available in ANDXP. :

k) ) - « . &

. ‘To accomplish thié refinement, the Sprrogram ANDPX:
: (1) Takes the value of X computed using equation (3) ahd adds to
s it + 0.0005 to determine two new values: X; and X2. This
Y establishes one 1nterpolat10n range. : -

‘ (2) Uses AﬂﬁXP to determine the percentage values assoc1ated with
~ Xl and X2. This establlshes a second interpolation range.

(3) Use:z&hese two rangdes to 1nt£rpolate a new X value, X3, to
. : whi it applies ANDXP and determines a percentage value, P3.
(4) Computes the difference, D, between P and P3. This difference
is then tested to determ}ne if it falls below 5 X 10-7- If it
."does not, then it is recomputed (u31ng new Xi and P1 va1ues)

until it does. - . : .
\ . 4
. . _ A .
(5) Returns the Xj value aspociated gith\the minimum difference to’

. LOGPRO. : NS .
“

" This series of steps jincreases the accuracy of ANDPX to se&gﬁlplaces.

B

. « / ™~ - :
& N Computations : f)
: _ . _ s
After transforming the inputted. retention data into least squares form$
LOGPRO pprforms a serieg of compftations: ) )
(1) The transformed data nroused'to ralculate a log-probability, .
retention eqguation. !
d
(?2) The value of the regression equation is calculated for each’
retention point. This value is changed into both éstimated
number and percent retained-
(3) The squared deviation of each retention point from the 11ne -
. of regression ig calculated and used to compute the standaﬁ&ﬁl
deviation of the fit. ,
(4) At operator option, the 1og—pro¥%ai1it}mregression equation
can.be projected into the future: Stagffard extrapolation

\ . procedures are used. The operator sp?clfles the desired
. : prOJectlon parameters.
\ : ‘”° - 198 -
.
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(5) If the number of retention points inputted is/greater than 2,

. 1 the 95% confidence range is calculated for eeﬁh qujected'
"~ .. .. point (using the standard deviation of the fit). The range
' values are cgmputed {n both number and percent: form., '

v ~P

TApplications: to Other Areas - 3 ,

»
v

Log-probability retention 1ineslprovidé insight into a fumber of
,'management and personnel problems. ~ For examgle, they can be used -to
estimate: . ' ‘ \
.- Turnover expe%ped'in specific plaﬁning.periodé ié.gg, 17% ‘in
‘the first year,. 9% in the second year, etteler L

. L ™
- Current Hiring Needed in order tc have specifictnumbers of
" .. worke¥s o;?gagfd on a particular date in the future (e.g.,
© 160 hires{hbw to have 100 on board five years hence).

. - I - : . .

- Budgetrnecessary for current hires still presentlat:eacha
. intermediate step toward. target (evge, 133 at start of secdnd.
' year, 120 at start of third year, etce)e o

- TurnoverPImplicégions of'selgction method elected By management
(e.g., first-year quit rate‘of 17% for a new hire, 6% for
gelection of 3-years-service employee, etce). ' . -

- Training Cost implications of employee gé&ection methods such
as "three-year return on training inves®ment" (comparative
training investment per worker on board three ‘years after
training is appreciablyshigher for a new Qutside hire than for -

an on-board employee reassigned or promoted for training).

1= .
- Personnel Cost implications of budgetary cOﬁeraints such as
hiring freezes, employmeént cutbacks, etc. (Usually result in
a deqpease'in the n'mber of low‘length-nf-service employees in
the worbforce. thua de-renaing - ¢ layee turnover rates). :

"~

O ' \

ERIC “ o~ ’

Aruitoxt provided by Eic:
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f?$‘3“; U '-LOGPRO'INSTR:.P(IT“bF (7). 2y

L0GPRO™ 1S A FORTRAN 1V PROGRAM WHICH PERFORMS LOG-PROBABILITY % ¢

'RETENTEON- ANALYSIS. . 1T REQUIRES TWO SUBPROGRAMS! ANDXP ‘AND

s, ANDPX..

-

" BATA REQUIREMENTS:

MRETENTION OVER TIME".DATA. SUCH. DATA ARE OBTAINED BY OBSERVING

" “FHE LOGPRO® PROGRAMMING SEQUENCE IS*DESIGNED, TO UéEﬂLONGfiudINAL'
CMRETE E
THE RETENTION BEHAVIOR OF A GROUP OF EMPLOYEES HIRED DURING A

- 'GIVEN ‘PERTOD .OF FIME; SAY, ONE YEAR. THESE ‘SAME EMPLOYEES ARE
" “THEN'FOLLOWED 'OVER" TIME TO DETERMINE: HOW, MANY (OR WHAT PERCENT)
"¢ ./OF THEM REMAIN 1IN THEIR JOBS AFTER ‘GIVEN *PERIQDS OF TIME; ‘E.G.,
"W il GNE YEAR, TWO YEARS, ETC. ANALYSIS OF THESETYPES OF DATA IS

LSO KNOWN (AS ®COHORT ANALYSIS®. .- . - v . . *

b . oA

.ALTHOUGH. ANY "GROUP OF EMPLOYEES® MAY BE USED IN THIS PROGRAM, o
‘COHORT ANALYSIS: OF THIS TYPE IS MORE ACCURATE .IF THE EMPLOYEES S
IN THE GROUP(S).SELECTED ARE IN THE SAME OR SIMILAR OCCUPATIONS. v

LA

* FOR EXAMPLE, ONE.GROUP COULD-BE ALL’ CLERK-TYPISTS HIRED 'IN FY73. /
. ANGTHER CBULp BE ALE' SCIENTISTS HI%ED;IN FY?3. . L o

CoE RO _ ' .o “ |
"\ THE PERIOOS OF JIME USED COULD_BE -ANY STANDARD TIME UNITéfz;E;;S, -
- MONTHS, DAYS) OR ANY<FRACTION THEREOF. BECAUSE MOST COHORT :
~* GROUPS WILL CONSIST,OF "EMPLOYEES WITH VARYING sENGTHS'OF:SfRVICE
' (FROM 1 BAY. TO T. YEAR), AN AVERAGING FACTOR ,CAN BE'ADDED TO - =
L, THESE TIME UNITS TO MORE CLOSELY “APPROXTMATE. THE ACTUAL AVERAGE.
"..% LENGTH OF ‘SERVICE:OF THE COHORT. (E.G., FOR A GROUP 'OF "EMPLOYEES - -
..~ WIRED IN AN EVEN DISTRIBUTIGN OURING A FISEAL,YEAR, THE FACTOR
: WOULD BE.'0.5 /YEARS). - A

.. THE CURVE FORM "'USED IN. YLOGRRO™ IS KNOWN AS THE "LQG—PROBAQILTTY'
v CURVE. ' THIS CURVE IS USED BECAUSE IT .MOST CLOSELY APPROXIMATES
ACTUAL RETENTION BEHAVIOR.. . . S

HYPOTHETICAL DATA SET: e AR L _
. THE FOLLOWING IS A HYPOTHETICAL SET OF DATA QF THE TYPE REQUIRED - ‘werg.-
 FOR THE "LOGPRO® PRGGRAMMING SEQUENCE: ~ - L ¢ TR
SR  SUPPOSE 110 CLERR=TYPISTS WERE HIRED QURING FY1972 AND : -
! ' SUPPOSE. THESE HIRES WERE MADE EVENLY THROUGHOUT THE - . :
FISCAL YEAR AND sSurrdSg ' THAT . DR
Y« AT THE END OF FY:  THE NUMBER RETAINED WAS: o
- . 1973 58  (OR 52.73%) v s _
: 1974 , b4  (OR 40.00%) . R .
, 1975 : 36 (OR 32.732Z) ; '
_ THE AVERAGING FACTOR FOR THIS DATA SET {S 0.5 YEARS. TS
i, . THIS SET OF DATA WILL BE REFERRED TO THROUGHDUT THIS MANUAL.
' EXECUTION CGMMANDS: " B I
" 70 BEGIN EXECUTION OF THE "LOGPRO" PROGRAMMING. SEQUENCE, AN, )
. OPERATOR WILL PERFORM A CHAIN OF EXECUTION COMMANDS.. THE o
.. AGTUAL- FCRM OF THESE COMMANOS WILL DEPEND ON:THE TIME-SHARING
N o o .i 203 = ‘ : v . " o F
- Y /"« Mo V‘ r‘* l'? 'l..‘. . /,/ ,r e - l. ,‘,\ - '. ;J. L‘ it \‘ . .‘ ' . “.\, ' .
A ) - A T i I 4 :
T v o h ’ ' o CE : . . .
’ R} . % » t - . . N _".,-__ S
Q b : . P Y RIS




S ] LOGPRO INSTR:: P(2) OF (7)

I

VSTEM BEING USED. . IN GENES THESE COMMANDS wILL?PERFohM L
‘THE FOLLOWING: OPE@AIIONS-. : ——l g

e
~L

S - CALL .UP-LOGPRO® . AND ITS TWO SUBPROGRAMS ANBXP®

C 07 . AND *ANDPX® AND TRANSGATE THEM .INTO MACHINE LANG.
. .UAGE. THIS IS.THE COMPILATION PHASE. . . d/// Ce

. 2 LCAD ‘THE COMPILED PROGRAM® AND, SUBPROGRAMS.INTG - . -

.. THE CENTRAL PROCESSING AREA“AND START- PROGRAM

¢ RUN.THIS IS THE EXECUTION PHASE.

DATA ENTRY- | “'" Ce ' o L

. . _ . |

© 4 (NOTE THAT. ALL OPERATOR-ENTERED RESPONSES TO COMPUTER-WRITTEN COM-

E | ? MANDS ARE FOLLOWED BY A CARRFAGE RETURN.)

Lo THE EUN OF THE ®LOGPRO® ANALYSIS SEQUENCE BEGINS 'IN THE FOLLOWING
;" MANNER:. :

e PLEASE ENTER THE NUMBER OF YEARS. FORmWHICH RETENTION DATA ARE, .
. v~ % KVAILABLE oy . .

. THEé%PERATOR RESPONDS TO THIS COMMAND BY ENTERINE THE NUMBER - OF
¢ .. YEARS (OR, IF DATA-ARE IN 'OTHER ‘THAN YEARS, THE NUMBER OF TIME
PERIODS) FOR WHICH COHORT-TYPE LONGIfUDINAL DATA ARE’ AVAILABLE.
IN THE CASE OF THE HYPOTHETICAL DATA SET,. THIS ANSNER WouLD BE -

N R i k
NEXT THEKE R

OMPUTER ASKS: . o ,
* PLEASE ENTER THE NUMBER IN THE STARTING GROUP - o~

nu&AJ'ﬁHIS POINT. THE OPERATOR ENTERS THE NUMBER OF EMPLOYEES WHO
o OSED THE ORIGINAL GROUP OF HIRES FOR WHICH .COHORT ‘ANALYSIS
IS BEING PERFORMED. USING THE HYPOTHETICAL DATA SET WHERE 110
EMPLOYEES. WERE HIRED INFY 1972 AND FOLLOWED DURING THE NEXT 3
"YEARS,, THE RESPONSE TO THE ABOVE QUESTION WOULD BE -®110".

«

.. NEXT:

* WiLL INPUT DATA RE 1IN . .
* (1) NUMBER OR .
* (2) PERCENT:
* (ANS 1 OR 2)

IF THE RETENTION DATA ARF IN THE FORM "NUMBER OF EMPLOYEES RE-
TAINED FROM THE ORIGINAL GROUP®, THEN THE RESPONSE TO THE ABOVE
COMMAND 1§ nye,

_ ON THE OTHER HAND, IF' THE DATA ARE IN THE FORM JPERCENT oF' .
EMPLOYEES RETAINED FROM THE ORIGINAL GROUP™, THEN THE RESPONSE .

(IS m2e, '
< \
L NEXT THE COMPUTER ASKS FOR THE RETENTION DATA" IN THE FOLLONING‘
MANNER 204 -

o ® / . *

’ . ’ \ ‘ ‘ '
Q¢ .
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. T - LOGPRO;INSTR”P(B)_OF,(7)"'.
) A d 'ITTEN x‘ ’ %{g’ £ ! ) . ' D) ‘. -

ICHARBTO -BE. ANALYZED, THESE DATA ARE ENTERED AS- (X,Y) PAIRS -
HERE /%-REPRESENTS A UNIT OF TIME. AND Y REPRESENTS THE NUMBER

R PERCENT ur THE ORlGlNAL GROUP- OF EMPLOYEES REMAINING AT R
Mg-nx . _ A

“IF THE” X“VALUES ARE IN.YEARS,THEN (HE ENTRIES FOR THESE VALUES'
"ARE_IN-THY FORM 1.X, 2.X, 3.X, ETC. (WHERE X REPRESENTS THE AV-
- ERAGING FACTOR).: IF MONTHS ARE USED, THEN. THE ENTRTES CAN BE _
IN THE FOR (A} 3.+Y, 6.+Y, 9.+Y MONTHS. (WHERE ¥ £ X TIMES 12) -
" BR (B .25+X, .5+X, .75¢X YEARS. THE X-VAMUES DO NOT HAVE TO -
~"BE 'EQUALLY SPACED. - A

IF THE ANSWER TO THE PREVlOUS QUESTION HAD BEEN "1%, THEN THE'Y-‘ -

. VALUES ARE IN THE FORM “"NUMBER OF EMPLOYEES RETAINED®. IN THIS
CASE. THE ACTUAL NUMBERS RETAINED ARE ENTERED INTO THE PROGRAM -
.(SHOWING ALL DECIMAL POINTS). USING THE HYPOTHETICAL DATA SET.
,THE X, Y ENTRIES WOULD BE: - o

> . ‘05958. - ' - : '
. ‘ Y 2,6,44, ../"“ . .
: ’A‘: 3. 5 36 4 o ~ \1)

JTHE ANSWER TO THE PREVlOUS QUESTION HAD BEEN "2%, THEN FHE Y .-

VALUES ARE IN THE FORM "PERCENT OF EMPLOYEES RETAINED™. IN THIS

CASE, THE PERCENTAGES ARE ENTERED IN THEIR DECIMAL FORM; €32G.,. -
52.73% 1S ENTERED AS .5273. USING THE HYPOTHETICAL' DATA SET,; THE
%,Y ENTRIES WOULD BE:

1.6,.5273 ., . . &

. 2.5,.4000
3.5,.3273

LOG- PROBABI g \@ANAL YS IS:

THE COMPUTPR THEN PERFORMS ALL THE NECESSARY LOG-PROBABILITY ANAL-

YSIS rugyrxons. THESE INCLUDE: : 9
. = FITTING THE LOG-PROBABILITY CURVE: I
{ .7 - COMPUTING THE LOG-PROBABILITY CURVE VALUES
e 2TH IN NUMBER AND PERCENT) FOR EACH TIME ~
- - 'PERIOD ENTERED: AND N :

—:COMPUTING THE STANDARY DEVIATION OF THE LOG-'
. PROBABILITY FIT (IF THE NUMBER OF OBSERVATIONS
) IS GREATER THAN 2)4\

THE COMPUTER THEN PRlNT§ THE “TABLE &f LOG- PROBABlLlTY ANALYSlS )
- RESULTS™ WHICH SUPPLIES’'THE OPERATOR WITH ALL OF THE RESULTS oF
- 205 - .

-
*
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PO!NI."THE OPERATOR ENTERS THE' RETENTION DVEB TIME DATA '#x;:
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Ll oo LDGPRO INSTR: P(4) OF (7)
" # = COMPUTER WRITTEN - . S S

" agHE- ANALYSIS. - IN ADDITION 'TO PRINTING OUT THE ACTUAL;7AND  CURVE . -

. " NALUES,” THE COMPUTERALSO PRINTS OUT THE A AND B VALUES OF /THE .= .. ..
. Y*OG-PROBABILYTY EQUAYION2AND THE VALUE OF THE STANDARD DEVIATION ./ ./
“.'. OF THE. FIT. .NOTE THAT THESE LATTER,3 VALUES ARE IN'THE FORM: .~

; :,,STANogao DEVIATIONS. KROM ‘THE MEAN OF - THE NORMAL CURVE®". . (SEE .
S0 'PAGE ). . 7. A R N

[}

) Lo . ) ) Ld ) : . e ) ' ,ll- ‘:' ) s ' l,' '."'<.,‘-.l ‘
I THE'FORMAT OF 'THIS PRINTDYJ (USING THE HYPOTHETICAL UATA SET);. - ' ...
7 T OF RESULTS 1S3 - 7 ' r e

L]

0

'»"X-XXXX-XXXXX_XXX'XXXXXXXXXXXXX&XXXXXXXXXXXXXXXXXXXXXXXXXXXXI‘XXXX,X'XX TR

J. -

: * : ' B .' e oy ‘I ;-j-"
SEE . TABLE OF LOG-PROBABILITY, ANALYSIS RESULTS IR
0 i A SR S .
Y .. " . I S
* _-ACTUAL -DATA--- * --L - P CURVE-- = =« = =i:7%. T
* N YEAR NUMBER PERCENT -~ NUMBER PERCENT R
. , > -
. . ' . " : - -
T 1.50 .68, " . 52.73 57.88 . 52.62 '
*ﬁnr . 2.50 kh, - 4000 44,30 40,27
oo ¥ . 3.50 . 36. . 32.73 . 35.83  p32.57
RAE v N
‘ R _'..,..__..__--’__--_-____..._.---_._-....- __________ .
K . . ’ ) &
, * THE *NUMBER IN THE STARTING GROUP WAS: 110
' *- \ . Y
* TH% LOQ—PROBABILITY EQUATION IS ' [
* = 1 0.31317 + ( -1.40587) X-
* - . -~ ’ o
* THE JSTANDARD DEVIATION IF FIT IS 0.976205 o ,
- A . . o
* Y ) ) / N ‘
XXXV XXX XXX XXX XXXXY TV VXRXXK YK XXX KX KXXXXX XXX UK XKX XX XXX XX XX
h\ v Ty .
OJECTIONS: . .
.THE NEXT PORTION QF THE "Locngo" PROGRAMMING SEQUENCE DEALS WITH
THE PROJECTION OF" THE PREVIOUSLY CALCULATED LOG-PROBABILITY CURVE.
A PROAJECTION IS A “THNPOWING FORWARD® n{ THFE TRFND QF PAST DATA
INTO THF FUTURFE. o .
, IN "LOGFRO", THE USE OF PROJECTION TECHNIQUES ALLOWS AN OPERATOR
70 FORM ESTIMATES OF THE NUMBER OF EMPLOYEES FROM THE ORTGINAL
GROQUP WHO WILL BE RETAINED IN THEIR JOBS AT GIVEN POINTS IN THE
FURURE. SINCF SUCH PROJECTION FIGURES ARE "ESTIMATES® AND NOT
EXACT VALUES, "LOGPRO"™ AL SO COMPUTES (FOR GROUPS WITH MORE THAN'
TWO TIME VALUES ENTFRED) THE 95% CONFIDENCE RANGE VALUES IN BOTH
_ NUMBER .AND PERCENT. THIS MEANS THAT, FOR A GIVEN PROJECTION
- . - 206 -
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L g- . LOGPRO INSTR: P(5) OF (7) "

,-‘ ./‘/ . S <

POINT . THE. PRDGRAM WILL CALCULATE A RANGE OF VALUES WITHIN
WHICH JTHE 'ACTUAL, NUMBER, RETAINED AT A GIVEN POINT wLLL FALL -
95%. OF THE TIME. "..//. _ | o . //p

r-l,

THE. PRDJECTIUNS SEQUENCE: BEGINS As FoLLOWs: . .

IR 13 A PROJECTION ogsxaeﬁ2 (YES Y, NO=N)

IF NO'SUCH PRDJECTI N IS WANTED, THE RESPDNSE TO THE QUESTIONI
1S PN¥. THE COMPUTER NILL THEN PROCEED T0 THE NEXT - PDRTIDN '
DF 1HE PRDGRAM - _ : )

+

> 1F. K PROJECTION IS DESIRED. THE. RESPONSEAS Yo7 THE'CUﬂPUTER St
THEN PRINTS’OUT THE FOLLOWING INSTRUETFONS: . RN S e
- u( . t R '
. PLEASE ENTER THE MINIMUH AND MAX IMUM VALUES DF X DESIRED
* PLUS THE DESIRED X-INCREMENT (E.G., ".5 YEAR, 1 YEAR, ETC.)"
. ® IN.THE FORM: MIN, MAX, INCREMENT (E.G., 5..15..1.)- .
S PLEASS SHDW ALL DECIMAL PDINTS N '

:- AT THIS PDINT THE DPERATDR ENTERS THREE VALUES-A

’ 1. THE FIRST (I. E., MINIMUM) TIME VALUE FOR NHICH A PRD*%I.
.- JECTION IS WKNTED. E. G.. STH YEAR; _

. 2. THE LAST (I1.E., MAXIMUM) TIME VALUE FOR wHICH A PRO-
. JECTION 19 WANTED E. G..-40TH YEAR. AND
3. TH LENGTH OF THE TIME INTERVAL BETwEEN successxve PRO-
JEC‘LON PuLnTs (1.E., INCREMENT). €.G.,1 YEAw '

\QF AN AVE ING FACTOR). EACH PIECE OF DATA ENTERED HERE MUST

1o ALLOW FO§ TH use OF FRACTIONAL TIME PERIOOS' (SUCH AS THE USE'
INCLUDE ' A/ OECIMAL POINT.

R -

FOR EXAMPLE, THE VALUES LISTED ABDVE NDULD BE ENJEREQ AS ,
\/l ..l' ".
9"10"" T SR < e

THE CDMPUTER THEN PERFORMS .THE CALCULATIDNS WNECESSARY TO PRO-
N JECT -THE LOG-PROBABILITY CURVE PREVIDUSLY CALCULATED- -

IN ADDITIDN IF,.-THE NUMBER OF RETENTION DATA SETS ENTERED'IS ot
GREATER .THAN 2, THE PROGRAM CALCULATES Th: 95% "CONFIDENCE N
RANGE VALUES FOR EACH PROJECTED POINT. T , ;
BOTH NUMBER AND PERCENT VALUES. THUS,-FOR EACH PROJECTION R
THE PROGRAM CA| CULATES AN SEXPECTED VALUE' (OR "PROJECTEO ESTI-
MATE®™) AND A 95X RANGE OF VALUES (LOWEST AND HIGHEST)
- R R
'THE‘PRINTED DUTPUT FOR THIS PORTION-OF THE PRDGRAM‘IS (USING THE
" HYPCTHETICAL OATA SET AND THE PROJECTIGN LIMITS 5.5,10.5,1.)% e X

.
’_\‘ » v207-

\__J_,‘—/—-"“7 ‘ . ' ¢ o .: : .IQUL)




R

“YEAR' -<--NUMBER PROJECTED---~ ---ég;sncsnr PROJECTE”
" EXPECTED . - . EXPECTED -

VALUE = ---95% RANGE--- NALUE " -4--952,

i X
.
*
_*' . )
:*: ’
* R . . L . . & [y B
* 5.50 26. 25ﬁ:4~ 26.- 2334 22, 96,“
x 6,50 .. . 22; ' 2. % -23.- 20,34 . 19‘99;‘
% 7,50 © 19, - 28.  -17.96° - 17.63 -
. * 8.50 7. - 18. - 16.02 _\513’73-;
. * 9,50 164 - 16, 4,43, 14,15
S '*°10.50 4. - 15..  13.08 12.82 -
o . 07 : . JLeeve et
g . * .._-;h.. _________________ .4____,.____._ ________________ ,.___". _______
. . . ‘-,\‘
° Y ":k\
e ¢ % Co
4 IF THE NUMBER oF RETENTION DATA SETS IS LESS THAN OR| EQUAL TO
& . 2 THEN THE 95% RANGE CANNOT BE CALCULATED AND. ONLY. XPECTED
. VALUES ARE CALCULATED AND PRINTED OUT. :
e "IN THIS CASE, THE OUTRUT WOULD - BE (USING ONLY THE FIRST WO
‘2. .. ELEMENTS DF THE HYPOTHRTICAL DATA SET AND' THE SAMPLE PROJEC-:
o TION LIMITS ABOVE): .
“fz;, * oo TASLE OF PROJECTED VALUES-—--—-;--—-e—-f-- :
D -0 ® . . v ‘o]
A% %« YEAR ----NUMBER PRDJECTED---- ---r-PERCENT PROJECTED—-J-v . N
Ao *, 5.50 25. - 22.66 B
555G ¥ 6.50 o 22. 19.62 - &
vy *  7.50 -~ - 19. ' : 17522
By * 8.50 - 17. - . " 15.28 - i
4 * 9.50 “ s, : 13.69 o i -
A, *10.50 : . . S12.35. T
415 * _ . o
H P * }--—_g ———————————————————————————————————————————————————————— N

RECYCLING! N
| NEXT THE COMPUTER ASKS:

oot RUN AGAIN WITH A DIFFERENT DATA SET? (Y OR N)

e IF THE OPERATOR WISHESS TO RUN ANOTHER SET OF DATA THROUGH THE
' n| OCPRO™ -PROGRAMMING SEQUENCE THEN THE ANSWER TO THIS QUES-

w8 TION IS ®Y* (I. £, YES). P A

Q:?..-a .

' %ALL DATA SET§ HAVE ALREADY BEEN' ANALYZED THEN THE ANSWER s v

(I El. NO). . - 208 - ) . .
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: . LOGPRO INSTR® P(7) OF (7). - "
O L NPy LR S A
A= FDHPUIER WRLTIENL;‘ P N
S SUBPROGRAMs. SR | |
v O
" THE ‘mLOGPRO PROGRAMMING SEQUENGE USES TWO SUBPROGRAMS WHICH .

.. CONSTITUTE THE BASIC STATISTICAL. TECHNIQUE NEEDED FOR LOG-
- PRDBABILITY ANALYSIS. 7

. THE FIRST, KNOWN AS “ANDP TRANSFCRMS "PERCENT RETAINED®"

N IMTO° ¥NUMBER OF STANDARD gEVIATIONS FROM THE MEAN OF THE -

“ . NORMAL. CURVE®. -THE SECOND, "ANDXP®, 1S THE INVERSE OF . o

»'_- “ANDPX®. ~(SEE “LOGPRO® TECHNICAL ANALYSIS FOR A DETAILED EX-
”/PLANATION OF .THESE TRANSFORMATIONS.)
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LoGPRO ~ © . . . & o PAGE 1

]

32 . -

62LCULATES THE LOG- PROBABILITY EQUATION -FROM LONGITUDINAL .-

' RETENTION DATA WHICH IS EITHER IN\ THE FORM (A) "NUMBER OF

EMPLOYEES RETAINED® OR (B) “PERCENTAGE (OF ORIGINAL GROUP)
OF EMPLOYEE§ RETAINED®. ALSO CALCULATES THE STANDARD DEVIA-
TION OF FYT. %

, IN ADDITION, IF DESIbe PROJECTS AND/OR INTERPOLATES THE

* LOG- PRCBABILITY. CURVE AND CALCULATES 95. z CONFIDENCE RANGE
VALUES FOR EACH PRDJECTION POINT.

_REQUIRES FUNCTIONS.ANDPX AND ANDXP. e
voooo-
LQGICAL IV~ h - . :
. DIMENSION X(T0),Y(T0),XL (10 ¥YS(10),A(10),AY{10),AA(10),NX(36) -
1- .NDH(36) 107, ALY 36)
+,1V(10,50) ,1YR(10) W

DATA (NX(I) I=1, 36)/36* XX~/, (NDH(1),I=1, 36)/36* - v
INV=.FALSE. .

WRITE (5,27) ~~
FORMAT(//IX. PLEASE ENTER THE NUMBER OF YEARS FOR -

-1 “WHICH RETENTION DATA ARE AVAILABLE /)

READ (5,40)N
IF(N.GT.2) INV=_TRUE. t et

WRITE (5,32)

FORMAT (/71X, PLEASE ENTER THE NUMBER IN THE STARTING GROUP~ o/)
READ (5,34)NO . . @ .
FORMAT (16)
AN = NO
FORMAT (12)

" WRITE (5,42)

FORMAT (//,1X, WILL INPUT DATA BE IN~,/,3X,”(1) NUMBER OR",/,

1 3X,”(2) PERCENT”,/,3X, (ANS 1 OR 2)7,/) '

READ (5,44)NP R

rommt(xu '

WRITE (5,47) -
FORMAT (//1X, PLEASE ENTER: THE VALUES OF x (TIME) AND Y (NUMBER®
1 OR PERCENT™)" \

WRITE(S,51) _
FORMAT(IX.'RETAINED BY TIME X) IN THE FORM X,Y s WING ALL DECI™
1. “MAL POINTS™,/) : ' s

DO 100 I=1,N

b
.',

READ (5,*)X(1),Y(I) -
) FORMAT(ZFIO.“) ‘

IF(NP.EQ.1) Y(I)=Y(I)/AN
XL(r) = ALOGIO(X(I))
YS(I) = Y(I)

YS{I) = ANDPX(YS(I))

CONTINUE .

SUMX = 0.0

" SUMY ='0.0

SUMXY ='0.0 . . JE
SUMX2 = 0,0 . . I

SUMY2 = 0.0 .

DO 220 I.= 1,N
SUMX = SUMX + XL(I) _
\ ' - - 213 - T
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o ) LBGPRD ‘ # ' ‘ o " PAGE 2
SUMY SUMY + YS(I)
| SUMXY = SUMXY + XL(I)*YS(I
;. SUMX2 SUMX2 + XL(I)#*XL(I
: _ " SUMY2 = SUMY2 +.YS(I)*YS(I o L T
. 220 .. CONTINUE . , S
- EN = N : ' S e
: ' St

nH,

Y N
b

EN*SUMX2 - SUMX*SUMX »
S2 = EN*SUMXY- SUMX*SUMY : . N

e SL &g;sn - : A
C o YIN = SUMY/EN- (SL*SUMX)/EN o , :
' . SUMD=0.9.. . E L S

¥

~ 380 ¢ 0D 4501 = 1,N
¢ - A(I) = YRN + SL*XL(I).
; . SUMD=SUMO+(A(1)-YS(I))*=*2
A(I) = ANDXP (A(I)) s o : . o .
450 CONTINUE . . . . ~
"AS0=0.0 , .
[F(.NOT.INV) GO TO 522 . :

. ASD=SQRT(SUMD/ (EN-1.)) .

522 00 527 1 = 1,N - K

' C AY(D) = AN*¥(I) - B

AA(I) = AN*A(I) :

CONTINUE

. WRITE(5,529) (NX(1),1=1,36) T <
CFORMAT(///7/,VX, 36A2) | ,
WRITE(5,531) .
FORMAT(// 17X, TABLE OF LOG- PRDBABILITY ANALYSIS RESULIS*)
WRITE(S, 823)(NDH(I) I=1,21) ¢ . N ' .
FORMAT(16X,21A2) : ' .
WRITE(5,534) -
‘FORMAT(/,24X,” --ACTUAL DATA--",3X, --L - P CURVE--") N

= WRITE(S,536)

536 FORMATF(17X,” YEAR .3X. NUMBER PERCENT .3X NUMBER PERCENI’

' 1 ,/71) « , P =
00 543 I=1,N \ - Coa C r
Y(1)= =y(1)*i08. - . : S ;
. A(I)=A(1)*100. - .
i 8. WRITE(S, sz){(l) CAY(1),Y (1), AACT),ACT) R
i 542 FORMAT (17X,F4.2,3X,F6.0,2X,F7.2,3X,F6.2,2X, F7. 2)
. 543 CONTINUE . ~
: WRITE(5,932) (NOH(I),I=1,21) - .. o - e b
932 | FORMAT(/,16X,21A2) * S . '
WRITE(S 93b)N0 N
934 : FORMAT(? 15X, - THE NUMBER IN THE STARTING GROUP WAS" 16)
_ © WRITE(S,892) ‘
892 FORMAT(/, 15X, THE LOG-PROBABILITY EQUATION IS )
: WRITE(S5,894)YIN,SL | . :
894 . FORMAT(17X,”Y = ~,F9.5,7 + (7,F9. 5,7) X7) " ' y e
. - WRITE(5,896)ASO S
» 896 FORMAT (/, 15X, THE STANDARD DEVIATION OF FIT 1S”,F9.6) ¥
o WRITE(5,907) (NX(1),1=1,36) . . - ,
o 907 \FORMAT(//1X,36A2) , . : ‘-
S 530° WRITE (5,540) . S , ) ] c
540 FORMAT (/7/1X,”1S A PROJECTION DESIRED? (YESZY, NO=N)",/) P
- READ (5,560)L - . : & ‘ S
. L4 - oL B AET
AR »
- T
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" LOGPRO I 3 g . * -~ PAGE 3
560 FORMAT .(A2) S
' IF (L.EQ."N") GO TO 690 A .
. WRITE' (5,590) ' '
590 - FORMAT (/1X, “PLEASE-ENTER THE MINIMUM AND MAXIMUM VALUES OF~
S 1 ~ X DESIRED™) . _ L
WRITE(5,1182) & ~— “% _ -
1182 FORMAT(IX. PLUS THE DESIRED X-INCREMENT (E.G., .5 YEAR, 1 =
1 TYEAR, ETC.)™) . - - —_ . . :
.~ WRITE(5,1185) - - Sy
1185  FORMAT(1X,”IN THE FORM MIN, MAX, INCREMENT (E.Guy 5.415.,1.).7) 7
. WRITE(S, ||aa) . -
1188 FORMAT(1X, PLEASE SHOW -ALL DECIMAL POINTS: ,/)
. READ (5,*) XMIN',XMAX,XINC ’ _
670 FORMAT (3F8.4) . . T ->\\
. EWRITE(S,1196) (NDH(1),1=1,16) : - .
1196 FQRMAT(///IX 8A2, TABLE OF PROJECTEC VALUES™,8A2,7-7,/)
.~ WRITE(5,1201) .
1201 FORMAT(1X,~ YEAR <---NUMBER PROJECTED---- ----- PERCENT ~
o 1 “PROJECTED----- -) . S \\

S

IF(INV)WRITE(5,1206)
e 1206 FORMAT(7X, EXPECTED™, 17X, EXPECTED™)
2 IF(INV)NRITE(S 1208) . - b
> 1208 FqgnAr(ax “VALUE~,3X,”---95% RANGE---~,2X, VALUE™,4X,
“----95% RANGE----7,/) S
QR = XMIN
- * ASD=ASD*2.
630 * ANS = YIN + SL*ALOGIO(QR)
. _ANS1 = ANDXP(ANS) BN
: .. RI=ANS+ASD '
sR2SANS-ASD
ANN=ANS 1 *AN
. RI=ANDXR(R1)"
R2=ANDXP(R2 )«
ANI=R1#*AN ' : - .
AN2=R2*AN , L
R1=R1*100. ST
R2=R2*100. ' , w-\\\\\
ANS1=ANS1#*100.
IF(.NOT. INV)WRITE (5,660)QR,ANN, ANS1

660 - FORMAT (1X,F5.2,9X, Fé. 0,20X,F7. 2) ’
: Ir(INV)WRITE(S 665)QR ANN AN2 AN1,ANS1,RZ,R1

665  FORMAT(IX,F5.2,2X,F6.0,2X,F6.0,” - - F5.0,4X,F6.2,3X,F7.2,
oy T -TF6.2) |
QR = QR'+ XINC
- 1F- (QR.LE.XMAX) GO TO 630 -
. < WRITE(5,1282)(NDH(I),I=1,28) ..
i282 " FORMAT(/1X,28A2,7-7) :
WRITE(5,907) (NX{1),1=1,36) , .
690 WRITE (5,700)
700 'FORMAT(///1X, RUN AGAIN WITH A DIFFERENT DATA SET? (y OR N)” /)
READ (5,720)K -
720 'FORMAT (A2) - . _—
. CJF (K.EQ.TYT ) GO 10 25 : {
STOP , , . | - .
END . - S
‘ : - 215 -




'.“.. . . ANDPX ' S ] ‘ i ) B PAGE N

o ‘FUNCTION ANDPX(P)
C ACCUMULATIVE NORMAL DISTRIBUTION FUNCTION.
c APPROXIMATES X (+ OR - .000004) FROM P. ‘
DATA AO,Al,A2,81,82,83/2. 515517..802853..010328 1.432788,
1 .189269,.001308/ .
IF(P.GE.1.) X1=b, ) 3
; IF(P.GE.1.) GO TO 380 . : ,
(f \ -IF(P;GT.0.000S) GO TQ 70 . - 4
1= . ’ . .. .
' GO TO 380
.70 IF (P.LT:0.5) GO TO 110
'E = SQRT(ALOG (1./(1.-P)**2))
X1 = E-((A2*E+Al)*E+A0)/(((83*E+82)*E+Bl)*E&l.)

. GO TO Y140 :
.10 - P = 1f£-P R Lo o
B g = RT(ALOG(I./(I.-P)**Z) FETEAE ' :
' = ~1.%(E-((A2%E+A1)*E+AD /(((BB*E+BZ)*E+BI)*E+I ))
P = 1.-P -
140 AX1 = X1 +0.0005
AX2 = .X1 -0.,0005
AP1 ="ANDXP(AX1) . ‘
AP2 = ANDXP(AX2) '
AL = (P~ P2)/(AP1-AP2) . ,
, ~ " BX1 = AX2+AI*(AX]-AX2) - : . L
N D1 = P-ANDXP(BX1) A
IF (Dl LT.0.000001) GO TO 290 /
.o AX3 = BX1+1.1#D1
. AX4 = BX1-1.1%DI
AP3 = ANDXP(AX3)
AP4 = ANDXP (AX4) - ~ . .
AIl = (P-AP4)/(AP3-AP4) - -
BX1 ='AX4+AII*(AX3jAXb) ‘

. D1 = P-ANDXP(BX1) E
290 IF (D1.LE.0.0000005) GO TO 370 .
IF (D1.GT.0.0000005) GO TO 340
BX1 = BX1+0.0000002
D1 = ANDXP(BX1):
' GO TO 290 .
340 BX1 = BX1-0.0000802 . - .
. D1 =ANDXP (BX1 . .
GO TO 290 ' .
370 ANDPX = BX1 , |
, GO TO 390 ; . x /
380 * ANDPX=X1 . ~
390 ( RE TURN :
.~ END

N - 216 -~




. ANDXP . - R " PAGE-S -

()

- FUNCTION ANDXP(X) , '
.c ACCUMULATIVE NORMAL DISTRIBUTION FUNCTION. APPROXIMATES P
c FROM X (TO + OR-- .0000001). (NBS-55, P. 932)
X1 = ABS(X)' ' o ,
LT = 1./(1.%.2316419%X1) - -
ANDX? = 1.-.3989623%EXP (- (X1%%2)/2.)%(. 3193815*T-.356S638*T**2
.- | 1 +1.781478%T**3_1, sbuzss*x**u+x.33027h*1**5) . g
IF (x LT.0.0% ANDXP = 1.-ANDXP Co '
: RETURN . . .
~ END ' I : .
. ——— . - g
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‘XTAFFING NEEDS PLANNING COMPUTER PRCGRAM:
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. ! P%ge 1
S . LPFILE TECHNICAL anaLysts & 1/ i - oL
. . ) ‘ | . v E
) s X Introduction B W - } /-\ | . )
. > : . . : “ . ’# "_" ’ <

The computer . .terminal program LRFILE was developed to enable uSers to “\ o
‘perfgrm a quantitative analysis of turnover/reténtion rates for o . e
ungrouped/ nog—loﬂkitudinal data. - ' ::j} oo

LPFILE and its. three. subprograms‘éANDXP ANDPX and DATE) together form- .-
pa comprehensive, self-contained unit which completes all -the necessary
statistics'required for the analysis of turnover/retention rates. ‘This. . < °
“\ ‘means that a user of thls sgt of programs need not have an exte ive: . '
- statistical. background,in order to successfully ufilize its resgplts.
LPFILE calculates a log-probapility equation from previously stored
datagfiles. The stdtistical jftransformations and basic assumptions of
- the longitudinal log-probability analysts method also apply to LPFILE.
. (See LOGPRO Technical Analysis, pages 3-8).

-

Data Collection and\Input

LPFILE is designed to perform log-probability analysis when longitu-
dinal data are not available. It does so by using computer files which
contain certdin basic data items on each employee in.a given group.

By utilizing data on every employee, -LPFILE thus utilizes every available
contributor to the group retention trend.

The concepts of "original group"'and "pexcent retained" as uSed by

LOGPRO (see LOGPRO Technical Analysis, page 1) are carried over to

'LPFILE in a modified fashion.  The "original group" is a subset of those

hired in the past few (elg., 5) years. The "percent retained" figures :
are obtained from a cumjflative distribution which compares the number . .
,of employees in the grou who could have served for at least X years

"with those who actually hjve served at least X years. - Such a distri~

. bution could conceivably bd carried down to number of. days of service

(e.g., every member of the group would have at least ome day of service

while only those hired five years dgo have five years of servic ) :

Calculation of this cumulative distribution is possible with the >
knowledge of two dateS'

.. (1) The date of hire for each member of the .employee .
group under study; and o

'S

S o

(2) The date of separation for every member who left the . 7
¥ group-- '
N

L

l/Users of LPEILE should also refer to documentation for LOGPRO

T , =223 -
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. Page 2
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0y

To perform its calculatiqns, LPFILE requires a data file consisting of
four ‘data eleménts: . e

. -

(1) Occupation or series code; e . LT
-(2) Grade at hire; ' ) oo . "f o el

.3 NDate of hire (month and year); and
'(4). Date of separation (month and year), if any.
-~ S o
When these, data items are being collectqd it wilL\be gecessafy to
record another piece of information:  an employee identificatiéz

-

" .numbey. This item is needed to facilitate the bringing togeth

6f the other items of data. ﬂ

The conversion of such a d4ta file into a computer file 1s discussed

.

in the LPFILE Operation Manual (pages 1-2). ( . S, Ce
. ' ) : ! ) '

LPFILE also requires the ipput of a "file ending date" This is the
closing date of -the data file and of. the time period under study.

K3
y

Statistical Analysis

N

From the inputted data file and the file ending date, LPFILE sets up -+
two one—dimensional arrays each of which contains one value for each
employee in the filé. The first array (Tl) consists of values of-.the
actual timé on board for each employee. The second (T2) consists of
the\elapsed time between the employee date of hire and the file ending

date. For those employees who have%lkt separated these two values:

would be equal. , .

. —~ 5
These values are then used to determine the X, Y pairs needed for the
log—probability regression analysis.

Quantitatively, ‘this process 1s:

Let:
Ni = Employee 1
DOHi = Date of hi'¥¥ for employee i 2/ \
DOSi = Date of separation for employee 1 , ) ~
. DOF % File ending date

- . .o H

“—/If an employee has not separated, both the month and year of the

date of separation have the value zero.

N - 224 - ' ) et
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g Then: o - ., . o . ) ; Ay L ‘
cor -~ ' - P “
T2 «(Ni) = DOF:- DOHi A ‘

. . L , :
s . , ~ ‘ o
;\If employe?.Ni has separated from the original group, theny S

Al (Ni) = DOSi =;Bomt ~—— - AT .«
., . If not, then: ' _ SR _
. T1 (Ni) = T2 (ni) . S o .

(These "lengt%gof time" calculations'are performed by the subrourine\'
DATE which .does a straightforward subtraction of two inputted dates )
'Each value in T1 and T2 is, then.converted 1nto its base 10 logarithm
The next steps form a cycle which calculateé the X, Y, pairs.' A cycle
begins with ‘the finding of a maximum value—from the T2 vector (TMAX) o~
Each cycle produces a new TMAX and this value gets smgller each’ timea
through the cycle (as old values of TMAX are marked aF such).

Let: -
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to at least time TMAX.

s

NR = the number of employees dho did survi#e “to at Jeast t
. TMAX (i. e.ihfere retained). . . ] L

I

’ /.
. Both these values serve as countegs and both are>initiali2ed zero
at the start of a cycle. o

i
r .

For every value in the T2 vector which is greater ‘than ‘or eQual to
TMAX, one is added to the NP counter. If, in these cases, the
associated value in Tl is also greater than or equal to TMAX, one
1s added to the NR counter.

" At the end of edfeh cycle,’a "percent retained" value, PR, 1is
calculated using the summed vValues NP and NR:

PR = NR
. NP

Then ‘an X, Y pair 1s recorded for thé“io -probabili@y %@%fession
analysis with (using ANDPX - See LOGPRO Technical Analysis,- page 7)

- X = TMAX

Y

ANDPX (PR) 3/ | TR S
3/ ANDPX acts as a. functi¢n whose value ECE given by the computation -
. of the approximation contained in tha Subprogram.
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b L S . rages -
A new cyclg is then‘begun.\ This/process continues until all possible . °
H values of TMAX have been used. When this point is reached, all the ‘
: 1 recorded X, Y pairs are used to calculate a log-probability equation N
and a é;andard deviation. ‘These results are output to %Eg,user.é : . e
) . ’”...'"

~ - ’ Data Gr0qpings .
7 .

. ’ T D W
4 The qQperator is’kiven the option to run LPFILE using one or 'both of- '
the first two data items in the file: occupation code and grade ag- .
. hire. It-can also be run for the epgire.input file. : -

. . .
\ . L]

This option allows the .user to construct. data files which contain
records on employees in different occupatiops. (All employees in/’
one occupatign should be placed\in the same data file.) Howgver, in
these cases, separate runs should be made for each occupation.

The ability to calculate log-probability equations by grade at hire | fjf_'
iseuseful*for determining whether differences in entrance levels lead’ -
"to differences in retention patterns.

C e , \
‘The "entire file" option can be used when there is one occupation
,pen data file. . ‘ . . .
v - 7 \'/ o~ " N .
/3
» e
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'LPFILE" IS A FORTRAN I¥ PROGRAM WHICH CALCULATE

BILITY EQUATION FOR UNGROUPED, NON- LONGITUDINAL TEN ON}DATA.

IT REQ‘fRES THREE SUBPRO&RAMS- “ANDXP” “ANDPX' AND "DA

DATA. REQUIREMENTS: e >J=*€ TR

W 2, / ..-_“.. @ \ ‘»? ' \ E “"a’ . " .
DATA ARE ENTERED INTO THE ®LPFILE® PROBRAM FROM: PREVIOUSLY- .
STORED DATA RILES. THESE FILES CONTAIE ONE RECORD PER EMPLQY-
EE AND CONSIST OF FOYR SPECIFIC DATA ELEMENTS PER RECORD?

ce g,!(l) OCCUPAIION CODEs" -~ A ~3§ £

. . .
~ . e
R

(2) GRADE AT HIRE.

L (3) DATE 'OF ‘HIRE (ngNTH AND YEAR); mo

Q : ‘
','ﬁ (4) DATE OF SEPARATION (MONTH AND YEAR), IF ANY .

EEECTION PHASE . FOR THE DATA FILES'REQUIRES AN ADDTTIONAL™
IT OF DATA: AN EMPLOYEE IDENTIFICATION NUMBER (E.G., SOCIAL
SECURTTY ACCOUNT NUMBER). THIS ITEM IS NECESSARY SYNCE THE
OTHER,ITEMS ARE MOST LIKELY FOUND ON- SEPARATE PIECE OF PAPER.

A SINGLE DATA FILE MAY CONSIST OF (A) ALL EMPLOYEES DR (B)
ALL EMPLOYEES IN A GIVEN OCCUPATION OR (C) ALL EMPLOYEES IN
A FEW GIVEN OCCUPATIDNS. :

. A SAMPLE COLLECTION FOBM MIGHT BE:

EMPLOYEE OCCUPATION * GRADE DATE OF DATE OF

‘.QUMBER ~ CODE AT HIRE  HIRE SEPARATION
S B 201 5 a0/70 - . 4/74
2 212 7 3/72 NONE
B 212 5 AT S 2/72 )
b 201 7 5/74 NONE’
5. 201 = 7 3/73 | 10/73
ETC ' g

JWAYS HE CHOICE OF METHOD WILL DEPEND ON WHAT THE USER™S
"TIME-SHARING SYSTEM WILL ACCEPT. ' IN ANY CASE, IF AN EMPLOYEE
HAS NOT SEPARATED, BOTH THE MONTH AND YEAR OF SEPARATION ARE.
GIVEN THE VALUE ZERO. . . ,
IN ADDITION, THE DATA ITEMS ARE ALNAYS PLACED TN THE FILE IN |
THE FOLLOWING ORDER: OCCUPATION CODE, GRADE AT HIRE, MONTH ~
OF HIRE, YEAR OF HIRE, MONTH OF SEPARATION, YEAR OF SRPARA—
"TION.

. FBRMATTED DATA FILE -- IF’ THE DATA FILE IS* IN THIS FORM, THEN

ALL DATA ITEMS FOLLOW EACH OTHER WITH NO SEPARATION CHARACTER

BETWEEN THEM.. HOWEVER, ALL SPACES CALLED FOR IN THE FORTRAN
o : - 229 -
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A FORM\$UCH AS\THIS MAY BE CONVERTED TO A COMPUTER FILE IN TWO
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v Coende ' co-

LPFILE INSTR:. P(2) OF (5)

H

WEORMAT® STATEMENT MUST 8E ACCOUNTED FOR IN EACH LINE-OF THE
FILE (ONE LINE OF FILE = ONE EMPLOYEE). ‘ :

AT PRESENT, THE INPUT FORMAT STATEMENT FOR DATA FILES IN “LPFILE"
Is: . e ) et
- ”»

., . FORMAT(IS,512)

“

¢« THIS FORMAT RESERVES FIVE SPACES FOR OCCUPATION CODE AND TWO .
SPACES EACH FOR GRADE AT HIRE, MONTH ANO YEAR OF HIRE, AND ' y
MONTH AND_YEAR OF SEPARATION. ' ALL VALUES ARE IN INTEGER FORM
WHICH MEANS THERE "ARE- NO DECIMAL POINTS. I

IN THIS CASE, THE SAMPLE FORM ABOVE WOULD BE CONVERTED TO A
COMPUTER FILE IN THE FOLLOWING WAY: .-

v
L

0020105107004 74 . : &&
002120703720000 ° . s
o . 002120501710272
o T N 002010705740000 - :
B - 002010703731073 o S
: ETC. - L L -

NOTE - IN MOST SYSTEMS, LEADING ZEROES MAY BE REPLACED BY
- BLANKS WITHOUT AFFECTING THE OPERATION OF THE PRO-
— GRAM. _ _ o
UNFORMATTED DATA FILE -- IF THE DATA FILE [S IN THIS FORM, THEN
THE DATA ITEMS,IN THE FILE® ARE SEPARATED 8Y COMMAS. IN THIS .
CASE, THE SAMPLE COLLECTION FORM WOULD BE 'CONVERTED TO A COMPUT-
ER FILE IN THF FOLLOWING WAY: R -

- cQ
“~

1
-

201,5,10,70,4,74 \

212,7,3.72,0,0

212.5,1,71,2,72?

201,7.5,74,0,0

201,7.3.71.10,773 )
Fic. : -

DEPENDING UPDN THE COMP''TER SYSTEM USED. SUCH A FILE MAY BE READ -
IN BY A NUMRERFD FORMAT STATEMFNT (S''CH AS THE DNE ABOVE) OR IT

¥ MAY BE READ IN USING AN """ TN PLACE OF A FORMAT STATEMENT NUM-
BER. ) .

EXECUTION COMMANDS: { T

. TD BEGIN EXECUTION- OF THE “LPFILE"™ PRDGRAMMING SEQUENCE, AN
. DPERATOR WILL -PERFORM A CHAIN OF EXECUTION COMMANDS. THE
" ACTUAL FORM OF THESE COMMANDS WILL DEPEND ON THE TIME-SHARING
v - SYSTEM BEING USED. IN GENERAL, THESE COMMANDS' WILL PERFORM
B THE FOLLOWING OPERATIONS: ‘f .

3

»

E - CALL UP "LPFILE®™ AND ITS THREE SUBPROGRAMS "ANDXP",
o : . ®ANDPX® AND ®DATE® AND TRANSLATE THEM INTO MACHINE

- 230 - . . Y
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« /= COMPUTER ﬁgitrsu h

.LPFILE 'INSTR? P(3)'OF.(5)

LANGUAGE. THIS IS THE COMPILATION PHASE.
». LOAD THE COMPILED PROGRAM AND-SUBPROGRAMS INTO
-~ "THE CENTRAL PROCESSING AREA AND START. PROGRAM
R RUN. THIS IS THE EXECUTION\PHASE'

DATA ENTRY-

)

(NOTE THAT ALL OPERATOR-ENTERED RESPONSES TO COMPUTER wRITTEN CoM-
MANDS ARE FOLLOWED BY A CARRIAGE RETURN.) .

THE ”LPFILE' PROGRAMMING SEQUENCE BEGINS WITH THE cOLLONING COM-

¢ MAND®

*ENTER FILE ENDING DATE (MONTH, YEAR) .'.- ' S | -

AT THIS POINT', THE, OPERATOR ENTERS THE MONTH AND YEAR OF ‘THE
FILE ENDING DATE. . THIS IS THE CLOSING, DATE OF THE DATA FILE.
AND ,OF THE TIME PERIOD UNDER STUDY. THE DATE IS ENTERED IN

' THE 'FORM MONTH, YEAR (E.G., 6;75).

o

NEXT. THE COMPUTER ASKS- ,
*ENTER THE-NUMBER OF EMPLOYEES IN THE FILE

THE OPERATOR ENTERS THE NUMBER OF EMPLOYEES FOR WHICH THERE ARE
RECORDS IN THE\fILE. .

NEXT-

*ENTER THE NAME OF YOUR TURNOVER DATA FILE
*#(MUST BE .LESS THAN OR EQUAL TO 5 CHARACTERS)

AS EACH DATA FILE IS ENTERED INTO COMPUTER STORAGE. IT IS GIVEN*
A NAME TO IDENTIFY IT. IT IS THIS NAME THAT IS ENTERED HERE.

A?’PRESENT THE FORMAT FOR THE INPUT OF THE FILE NAME IS “AS".
IT WLLL ACCEPT A NAME .UP TO FIVE CHARACTERS IN LENGTH. HOW-
EVER, SOME COMPUTER SYSTEMS MIGHT REQUIRE A DIFFERENT FORMAT.

IN AgY CASE, THE FILE NAME MUST BEGIN WITH AN ALPHABETIC CHAR-
ACTER. . - .

NEXT, THE COMPUTER ASKS:

' : J
*D0 YOU WISH BREAKDOWN. BY: r
* (1) OCCUPATION ‘ :
* - (2). GRADE -
* (3) BOTH;OR
» (4) NONE.  RUR WHOLE FILE
* (ANS'1, 2, 3 OR &)

" PFILE" CAN BE USED TO CALCULATﬁ LOG- PROBABILITY EQUATIONS
BASED ON OECUPATIGN, GRADE AT. HIRE10R BOTH. - IT CAN ALSO BE"
- 23

220




Y

T . LPFILE INSTR: P(4) OF (5)
. % = COMPUTER WRITTEN o

- USED TO CALCULATE ONE LOG=PROBABILITY EQUATION FOR THE ENTIRE
INPUT FILE. THIS OPTION WILL BE USED MOST CFTEN WHEN FILES ARE
SEPARATEOD BY OCCUPATION. HOWEVER, IF ONE FILE CONTAINS MORE
THAN ONE OCCUPATION, SEPARATE RUNS SHOULD BE MADE. (

IF OPTION "1" IS EHOSEN, THE COMPUTER .ASKS?
“ENTER DESIRED OCCUPATION CGOE

THE OPERATOR ENTERS THE NUMERICAL CODE OF .THE OCCUPATION DE-
SIRED (E.G., 201). THE COMPUTER WILL THEN SEARCH THERINPUT
FILE AND PULL OUT ONLY THOSE RECORDS' OF gfFMPLOYEES WITH THAT
.OCCUPATICN. ' : “ '

g . IF OPTION "2" IS CHOSEN, THE COMPYTER ASKS: R
7 .
«ENTER DESIRED GRAOE

THE- GPERATOR ENTERS THE NUMERICAL VALUE OF THE GRADE DESIRED
: (E.G., 7). UNDER THIS OPTION, CNLY THE RECORDS OF EMPLOYEES
= . WITH THAT PARTICULAR GRADE AT HIRE ARE PULLED OUT.

IF OPTION®*"3" IS CHOSEN, THE COMPUTER TYPES.L OUT BOTH OF THE
COMMANDS ABOVE ANO THE USER ENTERS THE APPROPRIATE NUMERICAL
VALUES. - IN THIS CASE, THE COMPUTER SEARCH IS FOR RECORDS
WITH THE DESIRED DCCUPATION AND GRADE COMBINATICON.

'UNDER QPTION "4, NO FURTHER QUESTIONS ARE ASKED AND THE COM-
PUTER USES THE WHOLF FTLF FOR ANALYSTIS PURPOSES.

LY
ANALYSIS OUTPUTS:

THE COMPUTER THEN CALCULATES A LOG-PROBABILITY EQUATION BASED
ON THE INPUT PARAMETERS. A STANDARD DEVIATION IS ALSO CALCU-
LATED. THF PESUI TS AMF JHF" AUTPUT T0 THE USER IN A LABELED
FORM.

UNDEP OPTION "1™, THF 1 AROL 12 0H Thr FAnme

*FOR OCCUPATION: XYY

UNDER OPTION ™2%, [V TSt

*FOR GRADE: ¥X

"OPTION -"3" COMBINES THE FIRST Twn LABELS:
>

. #FbR OCCUPATION: XXX -
# : " *FOR GRADE: XX

UNDER OPTION ™4™, THE LABEL
*FOR THj;ENTIRE'FILE=




, - ' : 2 . ' 1 -
F R P, ' LPFILE INSTR~ P(s) OF (s)

= COMPUTERSWRITFEN

> a ' : L)

,THEN THE RESULTS ARE PRrNTED OuT IN THE FOLLOWING FORMAT-.

-

*THE L-P EQUATION IS:

j:v = 0.12345 + (-1.23456)X

" *AND STANDARD DEVIATION ISt  0.12345
NEXT, . W ’f S |

‘ ,*NRITE OUT ACTUAL AND CURVE VALUES? (Y OR N)

. AT THIS PUINT THE OPERATOR HAS THE -OPTION TO WRITE OUT THE X,Y Q‘
* PAIRS WHICH NERE USED TO CALCULATE THE LOG-PROBABILITY" EOUATION.
ot L ‘ . . , © '
IF. "y" (DR YES) IS INPUT,. THE ACTUAL AND CURVE VALUES ARE PRINT-
ED OUT UNDER THE" E\}LOWING HEQ?}NGS

*THE. RETENTION VALUES ARE: S . :

* TJELJ

* ' L.0.S.  -PERCENT RETAINED-

* - (YEARS) -ACTUAL-  -CURVE-

RECYCLING: . . W

NEXT, THE COMPUTER ASKS:
*AGAIN WITH THE SAME FILE? (Y OR N)

IF THERE ARE MORE OPERATIONS TO BE RUN FOR THE SAME INPUT FILE
gCH AS*FINDING A LOG-PROBABILITY EQUATION FOR A DITFERENT 0OC-
UPATION),. THEN THE ANSWER TO THIS QUESTION IS "Y®, IF "Y* IS
ENTERED THE COMPUTER RECYCLES TO ThE POINT WHERE A TYPE OF BREAK-

DOWN IS REQUESTED (SEE PAGE'3).

IF THERE ARE NO MORE OPERATIONS TO BE RUN ON THIS SAME FILE THE
. ANSWER IS ®N". IF "N® IS FNJERFD, THF COMPUTER TYPES:

*AGAIN WITH ANOTHER FILEZ (Y OR N)

. | . .
IF THERE IS ANOTHER FILF FOR WHICH ANALYSIS IS DESIRED, THE ANS-
WER TO THIS QUESTION IS "Y". THF COMPUTER THEN RECYCLES TO THE
BEGINNING OF THE PROGRAM. :

IF. THERE ARE NG MORE FILES TO BE ANALYZEQ, THEN THE ANSWER IS
®N®_ THE COMPUTER THEN TERMINATES THE RUN OF "LPFILE"®.




;
) > PROGRAM LISTING
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'STAFFING NEEDS PLANNING COMPUTER PROGRAM:
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UNTTED STATES CIVIL SERVICE COMMISSION >
| WASHINGTON, D.C. 20415 ij
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LPFILE. . . )

v

LT / - J)
AR . THIS PROGRAM PERFORMS LOG- PROBABlLﬁTY ANALYS!S ON-
.“UNGROUPED. NON - LONGPTUD!NAL RETENT!ON DATA.

: DATA ARE" ENTERED INTO THE PROGRAM FROM PREV!OUSLY--
'STORED EMPLOYEE, FILES CONSISTING OF FQUR DATA ELE-
“MENTS PER EMPLO (OCCUPATION CODE,. GRADE AT HIRE,

DATE OF HIRE, oXﬁg‘or SEPARATION, IF ANY). ONE

c. F!LE RECORD EQUALS  ONE EMPLOYEE..- et

<~ LOG-PROBABILITY EQUATIONS MAY BE CALCULATED BY OCCU-
'PATION AND/OR GRADE AT HIRE. - :

REQUIRED SUBPROGRAMS : ANDPxﬁ'ANDXP. DATE

S o - 237 -




CLPFILE . - DU . emsE

S DIMENSION: 17(6),T1(500), 12(500) XX(500), vv(soo>.vA(soo) Dot
s .20 . "WRITE(S,30) SR
730 " FORMAT{//////,1%, ENTER FILE ENDING DATE (MONTH, YEAR) Do
Lo READ (5, * )MOF , MYF
'50 FORMAT(212) = = . S
60, ., "WRITE(5,70) ' -
70 * FORMAT(/,1X;,"ENTER THE NUMBER OF EMPLOYEES IN THE FILE )
.. - READ(5,90)N . e
90 - FORMAT(I4) e S |
- WRITE(5,110) | ’
110 FORMAT (/, 1X,“ENTER THE' NAME OF YOUR TURNOVER DATA FILE-

17 ./ VX, 7 (MUST BE LESS THAN OR EQUAL TO 5. ‘CHARACTERS) )
. READ(S 140)NAME,
140 j;f,FORMAT(AS)

150 WRITE(5,160) '
160 .FORNAT(/ 1X,”D0 YOU WISH BREAKDOWN BY:‘ /. 8x. (1) occ”
71 TUPATIONT,/,8X;”€2) GRADE~,/,8X,”(3) BOTH OR”,/, , .
' 2 8X,”(k) _NONE. RUN wHOLE FILE®,/.8X,~ (ANS 1. 2. 3° -
3 “.0R 4)7) '
S  READ(5,210)IBR’
©.210° - FORMAT(12)
‘ IF (IBR.EQ.4)GO TO 330
IFCIBR.EQ.2)GO TO 290 {
i WRITE(5,250) = ‘
“. 250 FORMAT(7/,1X, ENTER DESIRED OCCUPATION - COOE )
o .- READ(S5, 270)NOC )
. 270 ©  FORMATCIS)
, . . IF (IBR.EQ.1)GO TO. 330 _
“290 WRITE(5,300) .
300 FORMAT(/,1X, ENTER DESIRED GRADE™) o ’
" READ(5,320)NGR ,
320 . FORMAT(12) : \ , : .
' 330 CAUL IFILE(20,NAME). o '
- K I 0 . .4’ " K‘/
‘ DO 510 I=1, \ C
. 350 READ(20, 355)(IT(J) J=1,6) -
§ . 355 FORMAT(15,512)

' IF(IBR.EQ.Q) GO TO 410 '
: IF(IBR.EQ.2)GO TO 400 T
IF(IT(1).NE.NOC)GO TO 510 .
"IF(IBR.EQ.1) GO TO 410

400 IF(1T(2).NE.NGR) GO TO 510
410 MOH=1T(3)
i  MYHRIT(A)
MOS=1T(5)
. MYS=IT(6)
, IF(MOS.EQ.0)GO TO 480 ' .
‘. CALL DATE(MOS,MYS,MOH,MYH,DA) : -
. IF(DA.EQ.0)GO TO 510 %
480 CALL DATE(MOF,MYF,MOH,MYH,DT) . )
- IF(DT.€Q.0)GO TO 510
KIZKI+)
. T2(K1)=DT

' IF(MOS.EQ.0)T1(KIJ=DT
. IF(MOS.NE.0)T1(KI)=DA

o o o | 38 .
. ; \ _




.580°

660

740

880
890

920
940

1020

-

LPFILE -

1_;%\7

CONTINUE

“TMAX= ALOGIO(TZ(I))

TMIN=TMAX

00 580 1=13KI P .

TI(I)= ALOGIO(TI(IJ)

. T2(1)=AL0G10(T12(I))

IF(T2(1).LToTMIN) TMIN=T2(I)
IF(T2(1).GT. THAX) THAX=T2(1)
SUMN=0.0 = = RN

- SUMX=0.0 ‘
SUMY=0.0 _ '

SUMXY=0.0 .
SUMX2=0.0

J=0

M=0
ENPOS=0.0

ENRET=0.0 .

DO 740 K=1,KI
"IF(T2(K). LT TMAX)GO T0 7&0

ENPOS=ENPOS+1.-

IF(T1(K).GE.TMA ENRET ENRET+|.
IF(T2(K).NE.9.)J=3¢1

T2(K)=9.

CONTINUE - -

RET=ENRET/ENPOS
IFC(RET.EQ.1.).0R. (RET EQ 0.0))G0 TO 890
Y=ANDPX (RET)

X=TMAX

M=M+1.

XX(M)=10,%**X

YY(M)=RET

NO=ENPOS

DO 880 MM=1,NO

" SUMN=SUMN+1.

la

SUMX=SUMX+X

SUMY=SUMY+Y ) o
SUMXY=SUMXY+X*Y : o
SUMX2=SUMX2+X%*2 - : .
IF(J.EQ.KI)GO TO 940

TMAX=TMIN

DO 920 L=1,KI

IF((T2(L). NE.9.).AND.(T2(L).GT. TMAX))TMAX T2(L)
IF(J.LT.KI) GO TO 660

EN=SUMN

ST1=EN*SUMX2+SUMX*SUMX

S2=EN*SUMX Y~ SUMX*SUMY

- B=S2/S1

" A=SUMY/EN-(B*SUMX)/EN

SUMD2=0.0

DO 1020 LL=1,M

YA(LL)=ANDXP (A+B*ALOGIO(XX(LL))) |

SUMD2=SUMD2+( YY(LL)- YA(LL))**2 »

EM=M '

“SD=SQRT(SUMD2/(EM-1.)) “,

WRITE(5,1060) - o
: - 239 - N



LPFILE "

'--:;loso”

1080

1120 ’
1240

1270

1127

1140

1160
1180

1210
1220

1271 .

1272
)
1274

1277

FORMAT(////////) '
IF(IBR.EQ.1.0R.IBR.EQ. B)WRITE(S 1080)NOC

[

. FORMAT(1X,"FOR OCCUPATION: ~,I5)

IF((IBR.EQ.2).0R. (IBR. EQ. 3))WRITE(5 IIOO)NGR
X, JFOR GRADE:

FORMAT (

WRITE(S, IZMO)A B

4F0RMAT(/ 1X,
1 L,F9.5,” )X )

WRITE(S 1270)S0

FORMAT(/ 1X,7AND THE STANOARD ODEVIATION IS:

WRITE(S, 1127)
FORMAT(/ X, WRITE ouT ACTUAL ANO CURVE VALUES? (Y OR N)7) -

REAO(S,
JIF(KWR.EQ.™
WRITE(S,
FORMAT(/,1X"THE RETENT

WRITE(S,

‘FORMAT(/-

WRITE(S
FORMAT (6

127M)KWR
1140) -
1160)

“L.0.S.
o 11 80)

X, (YEARS)™

&9

MN=M
.00 1220 MA=1
" WRITE

FORMAT (6X,

MN=MN-1

"IF(IBR.EQ. h)WRITE(S 1120)
_FORMAT(1X,"FOR THE ENTIRE FILE:

-

¥

NT)GO TO 1271

-, 3X,"

,12) ¢+

-)
“THE L-P EQUATION lS '

2X,T-ACTUAL-'

IZIO)XX(MN) YY(MN), YA(MN)

CONTINUE

WRITE(S,

1272)

F7.2,2X%, F8. 3,3X, F7 3)

8

"o/

JON VALUES ARE:")

'Bx'

\

1X,7Y =

/

~-PERCENT RETAINEOD-")
~-CURVE-~

’,

“,F9.5,”

_F

9.5)

'/)fm

EH

FORMAT(/// 1X, “TAGAIN WITH SAME FILE? (Y OR N)~ )

REAO(S,

FORMAT (A2)
IF (NAG.EQ.
IF(NAG.EQ.”

WRITE(S

127h)NAG

1277)

REAO(5,127M)KAG

. IF(KAG.EQ.™
WRITE(S.

sTOP
END

1060)

‘ﬁﬂ5R€h1No 20

Y")GO TO 150

Y')GO TO 20

= 240 -

‘FORMAT(/,1X;"AGAIN WITH ANOTHER FILE? (Y OR N)7)

+ (*.



T et R A o PAGE' M

. ~FUNCTION ANDPX(P)
C  ACCUMULATIVE NORMAL OlSTRlBUTXON FUNCTION,
C . - APPROXIMATES X (+ OR - ..000004) FROM P. ~
' OATA.AO,Al,A2,81,82,83/2. 515517..802853..010328 ' h32788
i .189269,.001308/ o
IF(P.GE.1.) Xi=h. - . _‘ o N
. IF(P.GE.1.) GO TO 380 Lo :
- IF(P GT7.0.0005) GO TO 70
=4,
PR -‘GO 10 380 '
70 ° --IF (P.LT.0.5) GO TO 110 - -
- . E-= SQRT(ALOG (1./(1.-P)**2)) - -
X\ = E- ((A2*E+Al)*E+A0)/(((83*E+82)*E+Bl)*E+l.)

. GD TO 140, |
%0 .. P = 1.-P | RS
... -E= SQRT(ALOG(I /(1.-P)%*2)) ¥
X1 =--1 *(E- ((A2*E+Al)*E+A0)/(((83*E+Bz «EvOMRE+.)).
ST o L
140:  AX1-= X1 +0.0005
| AX2 = X1 -0.0005 - x
> AP1 = ANOXP(AX1)
AP2 = ANOXP(AX2)

Al = (P-AP2)/(AP1-AP2) .
- BX1 =.AX2+AI*(AXI-AX2)
" 0V = P-ANOXP(BX1) o
IF (Dl LT.0.000001) GO TO 290

AX3 = BX1+1.1*01} "
. AXL4 = BX1-1.1*01 :
\\) 'AP3 = ANBXP(AX3) .
' AP4 = ANOXP(AXA4)
'« All = (P-APL)/(AP3-AP4)
BX1 = AX4+AII*(AX3-AXk)
| 01 = P-ANOXP('BX1)
290 IF {01.LE.0.0000005) GO TD 370
IF (01.GT.0.0000005) GO TO 340 /
‘ BX1 = BX1+0.0000002 .
01 = ANOXP(BXI)
. GO TP 290 -
340 BXx1 = BX1-0.000000?
01 = ANOXP(BX1) | .
. .GO0 TO 290 -
. 370. .. ANDPX = BX1
GO TO 390 A
380 ANOPX=X1
390 RETURN : (
ENO - .
.
[
&
\
- , v
- 241 -




CoaNOXP-. BEREI o o PAGE.S';7’;
" FUNCTION ANDXP(X) - o ‘ ' R
c ACCUMULATIVE NORMAL DISTRIBUTFON FUNCTION. APPROXIMATES:P -
R FROM X (T0O + OR --.0000001). (NBS- ss. P. 932) S

X1 = ABS(X)
T=1./0.+. 2316419*x1)
. - ANDXP = 1.-.3989423%EXP(- (xz**z)/z I=(. 3193815*7 .3565638*T**2
S =1 #1,781478%Te%3-y, 821256-7--a+1 33027&*7**5) ‘

- IF (X.LT.0.0) ANDXP ~ANDXP
‘RETURN I
o/
i
4 A I / -
= 242 - .
.\ 2 l(“
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DATE .3 .;'._ o | " PAGE- 6

: SUBROUTINE DATE(MOI MYL, MOF ,MYF , DAT) | . |

N Y-MYI-MYF ' . ) “
 NM=MOI-MOF . ' ' ' o e RV
EN=NM - o : &
ENEN/12. . . _ S . : - o
ENY=NY." - L o

DATZENY#EN . - - 4

. RETURN . ~ . - ’
'END S

- 243 =7\ '
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- LPTEST TECHNICAL ANALYSISY/

' L i N Introduction

-.‘a _._"

The‘computer germinal program LPTEST was deveﬂoped to enable user

'(1)1'Compare sets of retention data to determine whether or
"'they may be grouped together° and

. £

(2) ,Use the results of these comparisons as input into the. log—
~ probability analysis program (LOGPRO) .

LPTEST and its three subprograms (ANDXP, ANDPX, and FTEST) together form
a comprehensive, self-contained unit which compl all the necessary'
statistics requirpd to compare retention groups. 'This means that a user
of this set of prpgrams need not have an extensive statistical background
in order to succ ssfully utilize and evaluate its results..
! The form of the input data, the statistical transformations, and thew
'~ basie¢ methodological assumptions are the same as thpSe for LOGPRO (

LOGPRO Technical Analysis, pages 1-8.) w;&“ i

. Data Groupings

[ C o N
//,The basic groupyng of data for LPTEST.will be by individual occupation
and the basic. comparison test .will be to determine what. occupations can
.pe- grouped together for log-probability analysis purposes. ‘However, it .
. ‘is ‘also possible to use groupings which are the sum of two or more occu-
‘+ pations, In this case, it will generally have previously been determined
. ‘that these occupations-are '"compatible." Summed groupings of occupations o
;may be-tested against either other summed groupings or *individual occupa- S
tiows.

. . “ ) rd ’ b . '
~ In-addition, groupings can be based on other factors which might be of
" interest to the user. Some of these factors'are,sex, minority status,
veterans preference, grade at hire, etc. Since retention rates may/Aary
. greatly.among occupations, comparisons based on these factors should be
"made within the same occupations.

5t

1/ Since the results of this program will be used to determine the
input ‘to LOGPRO, users of LPTEST should also have the documentation for

LOGPRO Thus, - this Technical Analysis refers to the Technical Analysis,
for LOGPRO rather»than re—describing common. aspects of the two processes.

P— o -
© ' . .

—_— ’ ’ A

. "~

| .'- - -i249?r, | .3' i?:}gé'




" ‘ . . Page'2 .

Statistical Analysis'

LPTEST allows for the initial input of retention data for up to twenty

occupations or groups. The operator may select any or all of these
groups for retention trSid comparisons! These comparisons are made .

' using an analysis of variance technique. C . .o

i

<

Calculation of Variance - After selecting out the (NG) groups specified T
' “bBy the user (each group having NP retention points), LPTEST calculatés
two variances which are used to determine a value of the F—statistic.

n_ These are: "ij .

(1) The variance among the tested groups; and' -

© (2) The variance within the tested gfoups.

The F-statistic is then calculated using the formula:

' '  F = Variance gmong groups ' -
e Variance within groups : '

Where: . . . _ T

V1 = degrees of freedom associated with the variance
among the groups : v

\ ='NP-1 - | - e

»

<3
n

= degrees of freedom associated with the variance
2 =
within the groups . . .

.

— = (NP x NG) -1

Test of Sign?ficance - The probability of chance oé}urrence of the cal-
culated F-statistic is directly determined by the /subroutine FIEST.

This subprogram uses the following approximation™ for X (the number of
standard deviations from the mean of a normal curg;)

H3 1- 2 - f1- 2 ' '
X=F . < .
( 9v2>, -\ 9v1)* - . ,
2 2/3( 2 ' o

27’ ‘Abramowitz, M. and Stegun, I.A., Eds., 'Handbook of Mathematical
Functions, AMSSS 9th, National Bureau of Standards, 26. 6 15, p. 947\\

’ . ~
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w

The subprogram then uses ANDXP.to calculate the accumulative normal

distribution function value (Q) agsoclated with X. Then, the groba-
bility of chance occurrence (P) is:

P=1-4qQ N
-.P—Qalues of 0.05 or less are considered to be statistically significant.

The value of P determines whether\or not the tested. groups may be com-
bined.-

' Log-Probability Analysis - A log-probability equation is calculated for
each of the tested groups. In addition, if the groups are found to be
compatible, .their retention data. ire summed. and a log-probability equa-
" tion is calculated for -the total group. The statistical techniques used
in these calculations are explained in the LOGPRO Technical Analysis
(pages 6=8).

Analysis Outputs

o \ '
- The form of the final output of LPTEST is labeled,with the codes of ‘the
‘occupations or groups tested. The output consists of:.

(1) A statement of grouping which tells whether or not the tested
groups may be combined;

(2) A table of data showing, for each group tested: ¥
(a) Oceupation code, R
(b) Number in each starting group, and

(¢) A- and B-values of each subgroup's log-probability

equation; and’

' (3) When the tested groups are compatible, the A- and B-values of
the combined group's log-probability equation.
. ) ~
There are options provided which allow an operator to (a) make further.
tésts using groups whose data have already been entered or (b) enter and
test a different set of groups., -
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LPTEST INSTR: P(1) OF (9}

’ 'LPIEST“ IS A FORTRAN Iv PROGRAM NHICH COMPARES THE RETENTIDN
TRENDS OF TWO OR MORE OCCUPATIONS TO. DETERMINE IF THEY CAN.BE
'GROUPED. TOGETHER FOR INPUT INTC “LOGPRO™ (THE LOG-PROBABILITY
ANALYSIS PROGRAM). "LPTEST" REQUIRES THREE SUBPROGRAMS‘ ®ANOPX",
®ANOXP*,- ANON*FTEST™. e

. it
J ‘e

" DATA REQUIREMENTS' ' - | 4

- THE llLPTESTll PROGRAMMING SEQUENCE IS DESIGNEO T0, ANALYZE AND
* COMPARE TWO OR. MORE SETS OF LONGITUOINAL *RETENTION-OVER-TIME®
OATA. THE RULES.OF OATA COLLECTION FOR "LPTEST® ARE THE SAME
AS. THOSE FOR "LOGPRO". (SEE "LOGPRO™ TECHNICAL ANALYSIS OR
INSTRUCTION MANUAL. ) :

GENERALLY, THE DATA SETS INVOLVED WILL REPRESENT OIFFERENT 0C-
CUPATIONS. HOWEVER, IT IS ALSO POSSIBLE TO COMPARE GROUPS WHICH
ARE EITHER SUBGROUPS OF ONE OCCUPANON OR*ALREADY-GROUPEO OCCU-
~ PATIONS.. (SEE GROUPING OCCUPATEONS, PAGE 8). .
HYPOTHETICAL DATA SETS: . \ s
THE FOLLOWING ARE HYPOTHETICAL DATA SETS OF THE TYPE REQUIRED
'FOR THE "LPTEST® PROGRAMMING SEQUENCE S

SUPPOSE THAT. OURING FY 1972 AN ORGANIZATION HIRED 110 . -
CLERK-TYPISTS (GS-322), 125" SECRETARIES (GS-318), AND 270
PERSONNEL MANAGEMENT SPECIALISTS (GS-201). SUPPOSE THAT .
‘THESE HIRES WERE :MAOE EVENLY THROUGHOUT THE FISCAL YEAR,
AND SUPPOSE THAT THE FOLLOWING RETENTION VALUES WERE RE-

CORDED OVER THE NEXT THREE FISCAL YEARS: /
FOR 322: . T o o
AT THE END ,OF FY: THE. NUMBER RETAINED WAS:
1973 " - 58 (OR 52,73%)- -
1974 - 44 (DR 40.00%)
1975 36 (OR 32.73%) .
FOR 318: - : .
a AT THE END OF FY: THE NUMBER RETAINED WAS:
\\\vj : 1973 77 . (OR 61.60%)
Co1974 . 62 (DR 49.60%) o
1975 53 (OR 42.40%) il
FOR 201: . o
AT THE END OF FY: THE NUMBER RETAINED WAS:
1973 225 (OR 83.33%)
1974 201 (OR 74.44%)
1975 190 (OR 70.37%)

THE AVERAGING FACTOR FOR THESE DATA SETS IS 0.5 YEARS. :
lTHESE SETS OF . OATA NILL BE REFERRED TO THROUGHOUT THIS MANUAL'.

. 255 -




. ' . LPTEST INSTR: P(2) OF (9)
_ = COMPUTER WRITTEN 3 ST
EXECUTION COMMANDS:

T0 BEGIN EXECUTION OF THE 'LPTEST' RROGRAMMING SEQUENCE, AN

OPERATOR WILL PERFORM A CHAIN OF EXECYUTION COMMANDS. THE .

"ACTUAL FORM OF THESE COMMANDS WILL OEPEND ON THE TIME-SHARING : :
SYSTEM BEING USED. IN GENERAL, THESE COMMANOS WILL PERFORM ' o r
THE, FOLLOWING OPERATIONS: : ‘ S C

-, CALL UP “LPTEST"™ AND ITS THREE SUBPROGRAMS “ANDXP",
®ANDPX® AND [FTEST® AND TRANSLATE THEM INTD HACHINE
LANGUAGE. ~.THIS IS THE COMPILATION PHASE. o

- LOAD TH COHPILED PROGRAM AND SUBPROGRAMS INTD
THE CENARAL PROCESSING AREA AND START. PROGRAM

.RUN. THIS IS THE EXECUTION PHASE

DATA ENTRY:

(NOTE THAT ALL OPERATOR ENTERED RESPONSES TO COHPUTEB WRITTEN COM-
MANDS ARE FOLLOWED BY A CARRIAGE RETURN.)' . ‘ ,
THE RUN DF THE “LPTEST" PROGRAMMING SEQUENCE BEGINS WITH THE PRlNT— o \~J
OUT OF THE FOLLOWING INFORMATION: . ,

'THIS PROGRAM) ANALYZES AND COMPARES THE RETENTION TRENDS OF 2 OR HORE
*OCCUPATIONS TO DETERMINE WHETHER THEY CAN ‘BE GROUPED TOGETHER FOR LOG-,
"PROB BILITY ANALYSIS.

'FOR PURPOSES OF ‘THIS~ PROGRAM:
» (1) THE "X - VALUES® = LENGTH DF SERVICE COHPLETED. AND
. (2) THE "Y - VALUES" = NUMBER (OR PERCENT) RETAINED AT TIME X.

» s

*SEE. stTRucrxou ‘MANUAL - FDR FURTHER EXPLANATION OF DATA REQUIRED.
NEXT, THE COMPUTER ASKS: . , , , \
_*ENTER THE NUMBER OF RETENTION GROUPS TO BE COMPARED

THE DESIGN OF LPTEST ALLOWS THE USER TO ENTER UP TO TWENTY OCCUPA—
TIONS AT THE BEGINNING OF A RUN AND THEN SELECT OUT WHICH SPECIFIC
OCCUPATIONS ARE TO BE hHPARED DURING EACH RUN OF LPTEST™S ANALY-
.- SIS SEQUENCE. ANY SUBSET OF THE INPUTTED DCCU ATIONS MAY BE COM-
PARED REGARDLESS OF . THE NUMBER IN THE SUBSET DR THE ORDER IN WHICH'
THE ORIGINAL OCCUPATIONS HAVE BEEN ENTERED. \
FOR EXAHPLE USING THE HYPOTHETICAL DATA, ALL THREE OF THE SAMPLE -
. OCCUPATIONS CAN BE ENTERED INTD LPTEST AT ONCE. '~ THEN- THE RESPONSE
_"TO THIS COMMAND WOULD BE *3". ©OR, IF THE OPERATOR ‘SO DESIRES, ONLY
SOME OF THE OCCUPATIONS FOR WHICH DATA ARE: AVAILABLE: NEED BE: ENTERED..Q K
THUS, IF ONLY 322 AND 318 ARE T0 BE/ENTERED ANO COHPARED THEN THE » ,ﬁ;
; ESPONSE TO THE CONMAND IS “2“ N , Fom Wt

3 : < BT .

EACH or THE ENTERED GROUPS SHodLo HAVE THE 'SAME NUHBER or KNONN RE-
* TENTION POINTS AT THE SAME TIME VALUES. e

:
p P P
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‘COMPUTER WRITTEN
opgaaron ENTERED

" LPTEST INSTR: P(3) OF (9)

' THE COHPUTER THEN ASKS FOR EACH OCCUPATION CODE IN TURN AND THE
OPERATOR ENTERS THE CORRECT CODES. FOR EXAMPLE, IF THE DATA FOR
', 322, 318 AND 201 ARE TO BE ENTERED, THE SEQUENCE IS AS FOLLOWS: )

4

;ENTER THE OCCUPATION CODE FOR GROUP
* :

*NO. 1: )
1322

' * ‘ -

L eNO. 2 | | . P
318, © |
*NO. 3:

1201

(IF.THE.GROUPS BEING COMPARED ‘ARE EITHER SUBSETS OF ONE OCCUPATIUN
OR ALREADY-GRDOUPED OCCUPATIONS, THEN EACH SUCH GROUP MUST BE GIVEN
I1TS OWN, NUMERIC CODE OF UP TO FIVE DIGITS:)’ . :

NEXT, THE COMPUTER ASKS:
" *ENTER.THE NO. OF X-VALUES

THE . INPUTTED. VALUE AT THIS POINT IS THE- NUMBE OF RETENTION
POINTS FOR WHICH DATA ARE AVAILABLE. FOR EXAMPLE, IF THREE :
YEARS OF DATA ARE AVAILABLE,\THE RESPONSE IS "3” ~(NOTE - .
THERE MUST BE AT LEAST TwWO X VALUES.) ' _ o .

NEXT,  THE COMPUTER ASKS FOR EACH X- VALUE IN TURN. TNE OPER-
ATOR INPUTS EACH TIME VALUE (INCLUDING AN AVERAGING FACTOR,
F..ANY). " USING THE HYPOTHETICAL DATA" (WHOSE AVERAGING FAC-

R.JS 0.5), THE PROPER X-VALUES FOR 1973, 1974 AND 1975 7
ARE 5, 2.5 AND 3 5, RESPECTIVELY. THE INPUT SEQUENCE IS
'AS FOLLONS-

*ENTER X-VALUE,
- .

*NO. 1@
1. .

Ta ‘* -
*NO. 2: "
!2-5 -
. .

. ®*NO. . 3: . .
FOLLONING THESE ENTRIES THE COMPUTER -ASKS FOR' THE NUMBER OF
EMPLOYEES WHO. COMPOSED THE ORIGINAL GROUPS OF HIRES FOR THE
OCCUPATIONS BEING COMPARED. THESE ENTRIES ARE REQUESTED IN :
THE SAME ORDER '‘AS THE OCCUPATION CODES WERE ENTERED ABQVE. L e
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o e APTESTINSTRE P(4) OF (9)
COMPUTER WRITTEN Syt | |
OPERATOR ENTERED

—¥

.
!

FOR EXAMPLE, IF DATA FOR ALL OF THE OCCUPATIONS COMPRISING THE HY-
POTHETICAL DATA SETS ARE TO BE ENTERED AT THE OUTSET, THEN.THE START-
ING GROUP DATA WOULD,BE INPUT AS FOLLOWS: -

#ENTER STARTING POPULATION (N) FOR GROUP
. )

*NO. 13 ( 322)

1110 .

*

eNO. 23 ‘' ( 318)
1126

[ ]

*NQO. 3: ( 201)
1270

NEXT, : )

*ARE Y-VALUES IN
. (1) NUMBER OR . .
hd (2) PERCENT FORMZ? . : '

»

*« (ANS 1 OR 2) v

IF -THE RETENTION DATA ARE IN THE FORM *NUMBER OF EMPLOYEES
RETAINED FROM THE ORIGINAL GROUP®, THEN THE RESPONSE TQ' -
THE ABOVE COMMAND IS *"1%. . -

" ON THE OTHER -HAND, If THE DATA ARE IN THE FORM "PERCENT OF
- EMPLDYEES RETAINED: FROM THE ORIGINAL GRGUP®, THEN' THE RE-+ -
SPONSE 1S "2". . o o

IF THE Y-VALUES AREIN “NUMBER® FORM, THEN. THE COMPUTER
TYPES: : ‘
*IN INTEGER FQRM (NU DEC. P1S.)

*AND SEPARATED BY COMMAS, ENTER THE o
*Y-VALUES; CORRESPONDING TO X = B

x

THE CGMPUﬁgzéIHEN INDIVIDUALLY PRINTS OUT 'EACH OF THE INPUTTED 4

. X-VALUES. ~ THE OPERATOR THEN TYPES IN EACH Y-VALUE ASSOCIATED

WITH THAF X;VALUE. THE Y-VALUES ARE ENTERED IN THE.SAME OR-

DER AS THE'OCCUPATIGN CODES WERE ENTERED ABOVE. THESE NUMBERS

ARE ENTERED ON CNE LINE AND SEPARATED BY COMMAS.; FOR EXAMPLE, ..
USING THE HYPOTHETICAL CATA, IF: THERE ARE THREE X-VALUES (1.3,

5.5 AND 3.5) AND THREE OCCUPATIONS (322,318 AND 201, IN THAT OR-
DER), THEN THE INPUT SEQUENCE IS AS FOLLOWS: . |

* 1.5000: |

158,77,225

« 2.50005 - -\ | S N
144,62,201 . '
- - 258 -




o o LPTEST INSTR: P(5) OF (9)
'COMPUTER WRITTEN - .
OPERATOR ENTERED

f;- 3090t F : .
7 136,53,1907 . e

| IF THE Y-VALUES AREZﬁN YPERCENT"™ FORM, THEN THE . COMPUTER TYPES: . -

"IN OECIMAL FORM, SEPARATED BY COMMAS,
*ENTER THE Y- VALUES CORRESPONDING TO X 3 o X

USING THE SAME PROCESS AS ABOVE,. THE COMPUTER PRINTS OUT THE IN-
DIVIDUAL X-VALUES. HOWEVER, THIS TIME THE OPERATOR ENTERS THE
PERCENTAGE VALUES IN DECIMAL ' FORM. (E.G.; 52.73% IS ENTERED AS
'.5273). - THESE VALUES ARE ENTERED ON A SINGLE LINE, SEPARATED BY
'‘COMMAS, AND IN THE SAME ORDER AS THE OCCUPATION CODES WERE EN-~ =
. TERED ABOVE. _FOR EXAMPLE, IF ALL THREE HYPOTHETICAL DATA SETS
WERE BEING ENTERED (IN THE ORDER: 322, 318, 201), THE INPUT .SE-
QUENCE WOULD BE: i ) _ v R

. 50003 o ‘ q .
1.5273,.6160,.8333 .

" 2.50003
: ..aooo..ueso..7aau ;

. * / - )
6o - 3.5000: , R
: ..3273..@2#0..7037 - S

~ . . ’

'$OURING THE NEXT SECTION OF DATA ENTRY THE OPERATOR CHOOSES
“WHICH OF THE INPUTTED GROUPS ARE TO BE COMPAREO.. THE FIRST
~ . QUESTION ASKED BY THE COMPUTER IN THIS SECTION Is: '

*00 YOU WISH TO TEST (1) ALL OR (2) SOME OF THESE GROUPS7
*(ANS 1 OR 2) .
y ‘
IF, AT THIS TIME, ALL OF THE INPUTTED GROUPS ARE TO BE COM-
" PARED, "'THEN THE ANSWER TQ THIS QUESTION IS "1®., |LPTEST THEN.
COMPARES :THE RETENTION TRENDS OF ALL OF THE OCCUPATIONS WHICH.
HAVE BEEN ENTERED TO DETERMINE WHETHER OR NOT THE ENTIRE SET
w GF OCCUPATIONS MAY BE GROUPED TOGETHER, :

v

IF THE OPERATOR WISHES TO;SELECT OUT CERTAIN OF THE INPUTTED'*'
“OCCUPATIONS FOR TESTING, THENTTHE®RESPONSE TO THIS QUESTION
IS #2n, THEN THE COMPUTER WILL' ASK-

_*HOW MANY GROUPS 00 YOU WISH TO TEST?

THE OPERATOR- THEN ENTERS THE NUMBER OF OCCUPATIONS THAT- ARE
( TO BE. TESTED AT THIS TIME. FOR EXAMPLE, USING THE HYPOTHET-
ICAL:DATA, IF .THE OPERATOR WISHED TO COMPARE". 322 ANO 3!8.

- THEN)THE RESPONSE TO THIS QUESTION IS “2%,

- 259 -
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: LPTEST INSTR: P(6) OF (9)
* = COMPUTER WRITTEN >

| . .' - 7
TO FIND WHICH OCCUPATIONS ARE TO BE TESTED, THE COMPUTER ASKS:

*WHICH ONES? ENTER USING THE GROUP NUMBERS
*ESTABLISHED DURING THE ENTRY .OF OCCUPATION CODES.
*(SEPARATE THESE VALUES WITH COMMAS.)

*

' ) ' N
"THE OPERATOR THEN ENTERS THE OCCUPATIONS TO BE TESTED USING
THE NUMBERS ASSIGNED TO THE INPUTTED GROUPS BY LPTEST DURING
THE ENTRY -OF OCCUPATION CODES. FOR THE HYPUTHETICAL DATA,
322°1IS GROUP =1, 318 IS QFUUP 42 AND 201 IS GROUP #3. SO,
FOR EXAMPLE, IF 322 AND. 318 ARE TO BE COMPARED_ THEN THE OPER- g
ATOR WOULD ENTER "1,2%., THESE VALUES ARE ENTERED ON ONE LINE <
AND SEPARATED BY COMMAS THE NUMBER OF VALUES. IN THE LINE - o
MUST EQUAL THE NUMBER OF GROUPS TO BE TESTED.

e - . ¢
ANALYSIS OUTPUTS: -

AFTER ALL OF THE REQUIRED DATA HAVE BEEN ENTEREDO, THE COMPUTER Lo
THEN PERFORMS ALL OF THE ANALYSIS NECESSARY TO DETERMINE WHETHER -~ - v
"OR NOT THE TESTEO OCCUPATIONS CAN BE GROUPED TOGETHER THE NEXT -
STEP IS THE PRINTOUT OF RESULTS. .

—

© THE "LPTEST ANALYSIS OUTPUT" IS A COMPLETELY LABELED PRINTOUT ;;'
. WHICH CONSISTS OF: . B

(1) A "STATEMENT OF GROUPING" WﬁICH TELLS THE OPER-
.ATOR WHETHER.OR NOT THE TESTED OCCUPATIONS OR
GROUPS MAY BE COMBINED;

(2) A TABLE OF ,"INOIVIDUAL SUBGROUP DATA™ SHOWING,J
FOR EACH GROUP. TESTED: ‘ y |

& (A) THE QOCCUPATION CODE,
(B)' THE'NUMBER IN THE STARTING GROUP “AND .

(C) THE A- AND B- VALUES OF EACH GROUP S*
LOG-PROBABILITY EQUATION. AND

(3) 1F THE TESTED DCCUPATIONS MAY. BE COMBINED, THE
, " A- 'ANO 'B- VALUES OF THE LOG- PROBABILITY EQUA-
} TION FOR THE COMBINED (DR SUMMED) GROUP. "
EACH ANALYSIS OUTPUT LLSTS THE OCCUPATIONS OR GRDUPS WHICH WERE
‘TESTED DURING THE CURRENT RUN. - &
A . .

'FOR EXAMPLE, IF ALL THREE- OCCUPATIONS IN THE HYPOTHETICAL DATA
SET WERE TESTEO, THEN. THE RESULT wouLD LOOK LIKE THIQ- ) I

e~ G o !

NS . . I
e . . : .. ¢

- ey,
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C : ' " LPTEST INSTR:.P(7) OF (9) '
= COMPUTER WRITTEN c -

.
RE : ‘.xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
* X X
* X o . S X
» X, ----2<-LPTEST ANALYSTS_DUTPUT--r-—*- X
S X Y : X
. x . . X
* X THE 3 OCCUPATIONS TESTED X
* X 322 X
* ¢ 318 ‘ X
‘ o X 200 . 3 . X
': X MAY NOT- BE GROUPED TOGETHER. , X
-y X ’ X -
* X X
. CX ’INDIVIDUAL SUBGROUP DATA: X
e X X :
* { X --L - P EQUATIGN—f X
: : X OCCN - N (A) . (8) X
: X . -—-- - --- --- X
¥\ X . , . X
* oD X 1322 110 0.31322 -1.40587 X
* 9 X 318 .125  .0.52560 ~ﬂ.32681 X
o X 200, . 270 1.16436 .19286 X
. X B o X
*. X 0N . , X
. * . xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
9’ ’ .
{

—

SINCE THESE THREE OCCUPATIONS CANNOT BE GROUPED, A LOGICAL NEXT
STEP WOUJLD BE- TO COMPARE 322 AND 318 (THE CLERICAL OCCUPATIONS).
THE RESULT OF SUCH A COMPARISON WOULD BE:

* xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxXXxxxxxxxxxx
- X X
' * X =eeee-- LPTE§T ANALYSIS ourpur ------- X
~ * 'x; ) S

* X . . X

" “ X THE 2 OCCUPATIONS TESTED X
* X © 322 X
* X 318 X
* X MAY BE- GROUPED TOGETHER - X

; v X . X )

* - X . -:8“\ . X @

- X INDIVIDUAL'SUBGROUP DATA: .« X
» X » - . _ X
. © X . --L - P EQUATION-- X .
o X OCCN. N () (B). % -©
* . X - - ' -——- -—-- X
* X CX
* X 322 110 0.31322 -1.40587 X .
* 1 X - 318 . 125 0.52560 -1.32681 X -
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_ LPTEST:INSTR: P(8) OF (9)

.® = COMPUTER WRITTEN ' , ,
» . . - LI . B
o = .
- X . X ,
, X - . X
- X _TOTAL GROUP EQUATION: X
. X . l ¢ ’ » X
o X . Y= 0.42320 - 1.35371X X
, X T ' X
* X - " . X ,
. ,XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 3

AS YOU CAN SEE, .HIS OUTPUT CONTAINS ONLY DATA-FOR 322 AND 318 I
© . AND. SINCE! THESE TWG OCCUPATIONS /WERE' FOUND: T0-BE COMPATIBLE, - SRR
THE "TOTAL GROUP EQUATION". S

\RECYCLING | f ! :

w7

'AFTER‘PRINTlNG THIS OUTPUTITHE COMPUTER -ASKS:

%DO YOU WISH TO' TEST ANGTHER SUBSET OF THESE GROUPS? (Y. OR N) RIS

. :1F THE OPERATOR WISHES ':TO TEST ANOTHER SET OF GROUPS FROM THOSE LT
ALREADY-INPUTTED, THEN THE RESPONSE TO THIS QUESTION IS ®Y%, Co co
WITH THIS RESPONSE THE COMPUTER RECYCLES TO THE POINT WHERE
‘GROUP SELECTION TAKES PLACE. ot

“ B
- s ety tial g

IF THE RESPGNSE IS “N¥, THEN THE COMPUTER ASKS:

-

«D0 YOU 'WISH TO TEST ANOTHER SET OF GROUPS? (Y OR N)

IF - THERE IS ANGTHER SET OF GROUPS OR OCCUPATIONS TO BE®ENTERED
AND TESTED, THEN THE RESPONSE TO THIS QUESTION IS ®Y® AND THE
PROGRAM WILL RECYCLE BACK’TO THE BEGINNING. IF NOT, THE RE-
_SPONSE 1S *N" AND THE PROGRAM RUNYENDS. SR

_GROUPING OCCUPATIONS: : “/
"COMPATIBLE® OCCUPATIONS MAY BE GROUPED TOGETHER AND INPUTTED

INTO "LPTEST". THIS IS DONE BY SUMMING THE Y-VALUES (NUMBER
RETAINED) FOR EACH X-VALUE. THE "“STARTING GRQUP™ FIGURE WOULD

BE THE 'SUM OF THE INDIVIDUAL STARTING GROUPS. IF PERCENTAGE

VALUES ‘ARE DESIRED, THE INDIVIDUAL X-VALUE SUMS CAN BE DIVID-

ED BY THE SUMMED STARTING GROUP FIGURE. .FOR EXAMPLE, USING -

THE HYPOTHETICAL DATA, ASSUME THAT 322 AND 318 ‘CAN' BE GROUPED
TOGETHER. - THEN THE SUMS FOR THE IND VIDUALJX-VALUES\WDULD,ﬂE‘
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LPTEST lNSTR;)P(9) OF (9) .

o I Y
. X-VALUE " Y-VALUES 'SuM’ A S |
ST 4.s . 58+p7 = 135 - S
215  44e62 = 106 o
. vn 3.5 36+53 = 89

THE START]NG GROUP SUM IS: 110+¥25 = 235,
THE PERCENTAGE VALUES ARE: 57.45%, 45.11%, 37.87X%.

THESE GROUPED FlGURES CAN BE COMPARED WITH OTHER GROUPED FIGURES
OR WITH OTHER INDIVIDUAL OCCUPATIONS '

PATION ARE COLLECTED B8Y DIVIDING THE STARTING GROUH FOR THE 0OC- )
CUPATION INTQ THE DESIRED SUBGROUPS (E.G., -MALE - MALE) AND AN
'FOLLOWING EACH SUBGROUP OVER TIME. THE COMBINED VALUES FOR THESE
SUBGROURS WGULD GIVE THE RETENTION PATTERN FOR THE NHOLE OCCUPA-

TlON '

THE' RETENTIGN VALUES FOR GRDUPS WHICH ARE. SUBGRGUP%/bF ONE OCCU-

© - 263 -
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.t LPTEST o R T

{m':g_} . I o ‘
“I7TF THIS PROGRAM COMPARES TWO OR MORE SETS OF LONGITU- * - \ ;
i . OINAL_-RETENTION OATA TO DETERMINE WHETHER ANY OR R

ALL OF THEM MAY BE GROUPEQ TOGETHER FOR L0G-PROB- . |

ABILITY ANALYSIS. IN MOST CASES, THE.COMPARISONS . -
. WILL BE:BETWEEN TWO OR MORE OCCUPATIONS ALTHOUGH
WPOTHER FACTORS MAY BE' USED. - I

: " LLONGITUCTNAL RETENTION OATA POINTS ARE . ENTERED IN— T Ty e

N TO THE PROGRAM BY THE USER. . o

REQUIRED SUBPROGRAMS: - ANDPX, ANDXP, ?TESI ’
.\:1‘- , . . .
." ) )
/
[
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' v v | X - .‘- . " N : . ' -:""2 ) o LN S

o LPTEST e P ' . PAGE 1

' DIMENSIUN x<20) XLOG(zo) IY(20 20) Y(20, 20) YSD(20 2%) NO(ZO) J
.--1 A(20),B8(20),10C(20), NXX(40), . ’
D2 YPT(20 '20), SMP(ZO) san(zo) nun(zo) YD (20, 20) R
. DATA (NXX(I) =1, ao)/uo* Xx“/ . _ "

_WRITE(5,5) : < . -
. " FORMAT(TO(/), 1X, THIS PROGRAM 'ANALYZES "AND’ CUMPARES THE'
T 1 - RETENTION TRENDS OF 2 OR MORE”™ ). - ,

. " WRITE(S,6)
6 * EORMAT(1X, OCCUPATILNS TG’DETERMINE WHETHER THEY CAN BE
-+ 1~ GROUPED TOGETHER FOR LOG-")
: "WRITE(5,7) L )
7 - FORMAT(1X, PROBABILITY ANALYSIS.T) '-;;
¢ WRITE(S, 10)
10 , FORMAT(/ 1X, FOR PURPOSES OF THIS PROGRAM:™,/, 6X. (1)
1 TTHE\"X - VALUES® = LENGTH OF SERVICE COMPLETED ' ;
O S22 T ANDT) , : S
" WRITE{S,11) ' - v
S FORMAT(6X,”(2) THE "Y - VALUES" = NUMBER (OR PERcENT)‘ )

1 - RETAINED- AT TIME X.”) ’
WRITE(S5,12) o

12 FURMAT(/ 1X, " SEE INSTRUCTION MANUAL FOR FURTHER EXPLANA SR
-1 ~“TION OF DATA REQUIRED.”) ‘ .
.20 WRITE(5,30) =« -
30, FORMAT(/// AX, ENTER?THE NO. OF RETENTION GROUPS TO BE COMPARED )
e READ(S,50)NC _
50 © FORMAT(12)
WRITE(S, 60)
60 . FORMAT(//, “ENTER THE OCCUPATION CODE FOR GROUP )
' '~ DO:65 I-I.NC' _ .
‘WRITE(S,140) T : o B ¢
. REAO(5,62¢IOC(19. . : :
62 FORMAT(IS5) . - ' > w
65 CONTINUE . - - A
, WRITE(S, 70) R o
.70 'FORMAT(/ “ENTER THE NO. OF X-VALUEST)
. READ(S, 90)NX'“ .
90 FGRMAT(IZ) '
WRITE(5,110) C Ry
110 FORMAT(//, VX, "FHTER X-VAULUF )

DO 180 I=1,NX
WRITE(5,140)1

140 FORMAT(/,1%, NO. ",17.7 "
READ(5,160)Xx (1)
160 FORMAT(F7.4)
XLOG(I)=ALOGIO(¥(1})
180 CONTINUE
WRITE(5,200)
© 200 FORMAT(//,1X, ENTER STARTING POPULATION (N) FOR GROUPT) |
RO 260 I=1,NC
WRITE(5,230),1CC(T) .
230 FORMAT (7, 1%, NO. ~,12,7¢ (7,14,7)7)
S READ(5,250)NO(1) .
250 FORMAT(16) :
260 CONTINUE z
- WRITE(5,280)
' ~ - 268 }
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. LPTEST _ . . . \ - PAGE 2
280 . FDRMAT(// IX “ARE Y- VALUES IN®,/,4%,7 (1) NUMBER OR™,/,
. o1 “¢2) PERCENT FDR s/ e hx. (ANS 1.0R 2)7) - !
o ,READ(S 300)1P o . :
300 “FORMAT(12) T . . -
’ IF(IP.EQ.2)GO TO h60 » ’ @
o WRITE(5,330) ' C : '
330 FDRMAT(//,1X,"IN INTEGER FORM (NO DEC. PTS.) ,/,1X,
; "1 TAND SEPARATED BY GOMMAS, ENTER THET,/,1X, o
o 2 “Y-VALUES CORRESPONDING TO X =7)
L . DD 440 -I=1,NX . . \
: WRITE(S, 360)X(I) :
360 EORMAT(/.1X.E7.A “:7)
: READ(S.#)(IY(I.J) J=1,NC) . : o
© DO 440 K=15,NC ‘ _ ‘ , "
o . EN=NO(K) . :
& Y(ILK)=IY(ILK)
ST S Y(I,K)=Y(I,K)/EN"-
‘ YSD(I,K)=ANDPX(Y(I,K)) !
440 CONTINUE ) .
GO TO 580
460 - "WRITE(5,470) . '
470. FORMAT(// 1X,”IN DECIMAL FORM, SEPARATED BY COMMAS~™,/,
' T 1X,7ENTER FHE Y-VALUES CORRESPONDING T0 X =7)
DD 570 I=1,NX . B .
: " WRITE(S, Soo)x(l) ' 4
500 _FORMAT(/,1X,F7.4,7:7)
READ(S, *)(Y(I J),J=1,NC)
DD 570 K=1,NC -
EN=NO(K)
. YSD(I,K)=ANDPX(Y(I,K))
570 CONTINUE
580 WRITE(5,585) * ,
585 _FORMAT(//,1X,*D0O YOU WISH TC TEST (1) ALL OR (2) ~
1 ~“SOME OF THESF PROUP<7 ./ AX.TCANS 1 OR ,2)7)
READ(S5,300)MS §
IF(MS.EQ.2)GO TG “°~
DO 590 IQ0=t.nec-
590 NUM(IQ)=1Q
NG=NC
.. GO TG 610
595 WRITE(5,600)
600 FORMAT(//,1X, MOy nany OROUFT DO YOY WISH TN IFST1?77)
READ(5,300)N6G /
WRITE(5,605) . ?
60S FORMAT(//, 1%, "WHICH ONES? TNTER USING THE-GROUP NN
1 TBERS™,/,1X, ESTABLISHIO puptue THE FRTRY NF
2 7 DCCUPATION CODF=~.7)
WRITE(S5,607) _ __—-
607 FORMAT(1X, (SEPBRATE THE"Y VATUFS WITH COMMAS.) )
- READ(S,*)(NUM(T) . T 1, 1ug) y
610 - ENTOT=0.0 /
NSUM=NC+1
00 630 I=1,NG
LR=NUM(I) N
ENO=NO(LR) : .




LPTEST
T. 630

680

710

720
730

820

885

890

895

'Y(J.NSUM)=Y(I.NSUM)/ENTOT . _
YSD(I,NSUM)=ANDPX(Y(I,NSUM)) \

ENTOT=ENTOT+ENO o
NO(NSUM)=ENTOT - N
DO 710 I=1,NX o

~ Y(I,NSUM)=0.0

DO 680" J=1,NG . L
LG=NUM(J)

- ENO=NB(LQ) .

YD(I,LQ)=Y(I,LQ)*ENO -
Y(1,NSUM)=Y(I,NSUM)+Y0O(T,LQ)
CONTINUE '

CONTINUE . :
KS=1

LSENUM(KS) - )

SUMX=0.0
SUMY=0.0
SUMXY=0.0

- SUMX2=0.0

D0 820 I=1,NX -
SUMX=SUMX+XLCG(T)
SUMY=SUMY+YSD(I,LS)

’

'SUMXY=SUMXY+XLCG(1)*YSD(1,LS)

SUMX2=SUMX2+XLOG(1)**2

CONTINUE

ENI=NX

S1=ENI*SUMX2-SUMX*SUMX
S3=ENI*SUMXY-SUMX*SUMY
B(KS)=S3/Si
A(KS)=SUMY/ENI-(B(KS)*SUMXY/ENI
IF(KS.EQ.NSUM)GU TO 885

KS=KS+1 o
IF(KS.LE.NG)GO TO 720 *")
KS=NSUM

- LS=NSUM

GO TO 730 °
JP=0 g
DO 890 MM=T,NX
DO 890 IK=1,NG

LL=NUM(IK) .
YPT(MM,LL)=ANDXP(YSD(MM,LL))
YPT(MM,LL)=YPT (.11 }y*100,
DO 895 I1G=1,1%

JL=NUM(IG)

SMP (<L )=0.0

SMP2(JL)=0.0

DO 895 KL=1,NX

ggP(JL):SMP(JL)*YPT(KL.JL)
P2(JL)=SMP2(JL ) +YPT(KL , JL)**2

CONTINUE

SUMP=0.0

SUMP1=0.0

SUMP2=0.0

D0 900.KA=1,NG

KB=NUMIKA)

A
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910
999
1000

1010

1020

1030

1040 .

1050
1060
1070
1080

1090

1100

1110

LPTEST

. SUMP= SUMP*SMP(KB)
 SUMP2=SUMP2+SMP2(KB)
 SUMP1= SUMPI+SMP(KB)**2

"WRITE(S,

"WRITE(S,

PC2=SUMP**2
EN1=NX*NG

. ENK=NX

EN2= NG*(NX 1)
EN3=NG-1

>

- VAM=SUMP2-SUMP1 /ENK

VAB=SUMP1/ENK- PC2/ENI'

VARM=VAM/EN2

 VARB=VAB/EN3
F2=VARB/VARM

NGMS=NX

"NBAS=NX*NG

IF(F2.LE. V.

)GO TO0.910

CALL FTEST(NGMS,NBAS,F2,EP)
IF(EP.LE.0.05)J4P=1

GO TO 999
EP=1.

WRITE(S,
FORMAT(/////,
WRITE(5,1010)

1000) (NXX(1),I=1

1X,21A2)

FORMAT(IX.’X‘.hox.’x’)

WRITE(5,1010)
WRITE(S5,1020)
FORMAT(1X,~
17 X7)
WRITE(S5,1010)
WRITE(S,

FORMAT(1X,”X
DO 1050
LU=NUM(I)
1040)
FORMAT (1X,”
CONTINUE
IF(JP.EQ.O)WR
FORMAT(1X,
1F (JP.EQ.
FORMAT(1X,~
WRITE(5,1010)
WRITE(S5,1010)
WRITE(S,1080)
FORMAT(1X,~
WRITFE(S5,1010)
WRITE(S.T090)
FORMAT(1X,
WRITE(S )
FORMAT (- -
1 4x,”
WRITE(S
FORMAT (
1 4x,”
WRITE(S

1
X
0)

1
X -y

110
1%,
X7)
L1100
1X,
X7)
,10

1010)

1010)
1030)NG /

THE ~,12Z,

I=1,NG

roc(Lu)

T,6xX,15,29x,”

ITE(S,

INDIVIDUM

L20X, - -1

,6X, 0CCNT

-

X~ ,6X, -

-

1060)

“X MAY BE GROUPEC TOGETHER
1)WRITE(S,1070) _
MAY NOT RF GROUPED TOGETHER.™

'hxv -

,21)

-~

OCCUPATIONS TESTED™,

-)

SUHRAROUP DATAT

P EQUATION--"~

“.8X,7 (A

- .-
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CTL1EX,TXT)

13X,7X7)

. X7)
)7, 7X

(8",

vBXJ’;'f—'7X""‘—v
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“X

13X, X"
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wKN L
00

- o—
P

im0

1150

1,155 .

1160

1165

1170
1180

1190

: LPTEST T ;- ;; f - S SO

,3-

-100 1130 M#l NG

JM=NUM(M) -

©..Jacs10c(JM)

. JN=NO(JM) .

WRITE(S, 1120)JOC JN,A(M), a(n)
© FORMAT(IX,”X",5X,15,2X, 15 3X,F8.5, 2x F8 5, 2x x‘?
SCONTINUE o,

"IF(JP.EQ.1)GO TO 11

WRITE(5,1010)

‘WRITE(5,1010)

WRITE(S.Irao) : : :
FORMAT(1X,”X TOTAL GROUP EQUATION:™,17X,”X7)
WRITE(5,1010)

B(NSUM)=ABS(B(NSUM))
WRITE(5,1150)A(NSUM),B(NSUM)

'FORMAT(IX.‘X‘.QX;’sz".F8.S.' - T FB.5,7X7,10X,7X7)

WRITE(5,1010) -

WRITE(5,1010) o >

WRITE(S, 1165)(Nxx(1) I=1, 21) , _
FORMAT(1X,21A2) ~ : '.
WRITE(S, 1170)

‘FORMAT(////////.IX. DO YOU WISH TO TESI ANOTHER ~
1  TSUBSET OF THESE GROUPS? (Y OR N)~ )
READ(5,1180)LAG

FORMAT(A2)

IF(LAG.EQ."Y)GG TO 580

WRITE(5,1190)

., FORMAT(//,1X.”D0 YOU WISH TG TEST ANOTHER SET O

-~1 = GRGUPS? (Y OR N)7)

READ(S 1180)NAG
IF(NAG-EQ.‘Y‘)GO TO0 20
STOP '

END
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el oo T

e T ' : ;o  PAGE 6
" 'SUBROUTINE FTEST(NGMS,NBAS,F,P) o oL
... APPROXIMATES THE PROBABILITY OF CHANCE OCCURRENCE OF THE: .

"< OBSERVED VALUE QF F, GIVEN NGMS (= N OF "GROUP TESTED -- BY
"DEF INITION, THE GREATER MEAN SQUARE) AND NBAS (= N OF THE
-, BASE -GROUP). : ' . ) SR
i+ © 'REQUIRES SUBPROGRAM: FUNCTION ANDXP. . - .

' (REFERENCE: NBS; ABRAMOWITZ 8 STEGUN,AMS 55,9TH,26.6.15,P.947.)

- - VISNGMS-1 - ' | : 1
) VZ:NBKSfI L : ' o L
EX=1./3. - | S

F3=F**(EX) ' ' ' '
F23=F 3%%2

. Bl=2../'(?9.*91)

.B2=2./(9.%V2)

Ti=1.-82 - : )

T2=1.-B1 . B

TOP=F3*T1=T2 .

'BOT=SQRT(B1+F23%B2)

‘X=TOP/BOT e ‘ - , :

Q=ANDXP(X) - : - B

P=1:-@ T | - | |

RETURN

. END N
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CANOPX . T O paGE'T
. FUNCTION. ANDPX(P) | . .
¢ ° ACCUMULATIVE NGRMAL DISTRIBUTXON FUNCTION.
€ APPROXIMATES X #+ OR - .000004) FROM P. (HASTINGS, P192)

- DATA AD,Al,A2,B1,B2, B3/2. 515517,.802853,.010328 1.432788,
T 41892 9,.001308/
IF(P.GEA.) Xi=h. ‘ '
IF(P.GE.1.) GO TO 380 ' S
IF(P.GT.0.0005) GO TO 70 : , .
} X1=-4, . L - -
- : GO. TO~ 380

70 . IF (P.LT.0.5) GO TO 110 - -

- . E.= SQRT(ALOG (1./(1.-P)**2)) ' . o
X1 = E- ((A2*E+AJ)*E+A0)/(((BB*E+BZ)*E+BI)*E+l.) .
GO TD 140 | o

" P=1.-P .
. E = SQRT(ALDG(1./(V.-P)**2)) .
‘ ;1 = -1.*(E- ((A2*E+A1)*E+A0)/(((BB*E+32)*E+BI)*E+l.))
. C = 1.-P
140 AX1 = X1 +0.0005 ' _ .
AX2 = X1 -0.0005
AP1 ANDXP (AX1) . _
. AP2 = ANDXP(AX2) : ' .
. : Al = (P-AP2)/(AP1-AP2) ) R, ‘
_ : BX1 AX2+Al* (AX1-AX2) = : -
D1 = P-ANDXP(BX1) '
IF (D1.LT.0.000001) GO T0 290
AX3 = BX1+1.1#*DI '
_AX4 3 BX1=1.1%D1
AP3 =. ANDXP{AX3)
AP4L = ANDXP(AX&4)".
All (P- APh)/(APB AP4)
BX1 AX4+ATI*(AX3-AXE) .
D1 = P-ANDXP(BX1). :
290 IF (D1.LE.O. 0000005) GO TO 370
If (D1.GT.0.0000005) GO TO 340
BX1 = BX1+0.0000002
D1 = ANDXP(BX1) i
GO TO 290 ‘ .
340 Bx1 = BX1-0.000000?7 . . ' ¢
~ D1 = ANDXP(BY1)
GO TO 290
370 ANDPX = BY!
GO T0 39°
380 ANDPX=X1
390 RETURN
END

" tu II«II 1]
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ANDXP -

. PaGE 8
HRCI .TFUNCTIDN_ANDXP(X) x ' |
¢ ... ACCUMULATIVE NORMAL DISTRIBUTION FUNCTION. APPROXIMATES P
G- FROM X (TO + OR -*.0000001). (NBS- 55, P 932)

Tz 1./(1.+.2316519%X1) - | | |
“ANDXP = 1,-.3989423%EXP(- (X1%%2)/2.)%(. 3193815t7—.356563@*r**2 |
1. +1.781478%T#%3-1,821256%T**4+1,330274*T**5)
~IF (X.LT.0.0) ANDXP = 1.-ANDXP
. RETURN
END -
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*. ¢ S810 TECHNICAL ANALYSIS - ° S

Purpose R [ V.Qil -,
Ce L ) ’ . 1 e . =T ' - ‘

Computer terminal program GSSlO is deslgned 9 enable personnel workers ©

without extensive statistical background to-"

'”_(l) 'Make detailed quantitative analyses “and projections of the
' ‘grade-advancement patterns of individual occupations or
employee groups for use in recruitment and counselling

programs, workforce and budget studies, and organiZation
staffing needs planning programs;

| (2) Make obJectlve comparisons of the grade/time pattern of one
occupation or - employee group with that of another, for “usé

in equal employment opportunlty, career plannlng and in-service
placement programs, and

'(3) Identify by objective means, for purposes of executive develop=~

T ment, performance evaluation, and_occupational standards study -
programs, those individuals or subgroups within an occupation v
or organization whose advangement trends have beenQBignficantly
above or signficantly below the prevailing norm for this ‘group.

In accordance, with these purposes, GSSlO‘has been designed (with its

will do the complete job of. turning raw input data into the finished
output projections and evaluations desired by the program operator without
any need ‘for operator technhical participation and without any need for
operator reference to outside assistance sources (statistics. texts, look-

up tables, etc.) in order to evaluate the significance of calculatlon
resultss .

. companion subprograms)-as a comprehensive and &glf-contained unit which ' <j/

N

Method

Input Files - Data are input to the program from previously stored 8 x 10
integer files which are accessed by means of a 6-space file-name code
(one code system is explained in the operation manual).. .By this means,
the operator need do no data entry: only type in the code name of '
the (previously-entered ang -verifiasd) files chosen for study and
they are. automatically read into the program. .
. . ”

This technique is extremely flexible since it frees the operator te ' \'i

_ select and combine any files (up to a maximum of 8) and in anySrder

or combination. The technique is also extremely reliable because all"
data items in each file are brought into the program with 100% accu-
racy; 1i. e.,'w1thout ‘the inevitable errors of manual entry. And, of’
course, this technique is far more efficient in the accessing and
manipulation of files than is the case with laborious manual data-
entry methods.

' *

T 2sg
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Page 2

A}
Pad

Files are in integer format for max1mum ease and accuracy of data entry
and for minimum-space storage. Since people-count: ‘tables, - characterls-.
tically, 'involve no decimal fractions, integer format (no dec1ma1 p01nts
specified) is (a) sufficient, (b) saves both the work and the inevitable
errors of entering decimal p01nts, and (c) conserves one digit, of
gtorage space for every number entered. @
data Arrangement - The program is formatted for 8-grade by 10-year grade
*tatributlon tables. ("8 x 10 arrays" in computer usage). An 8-grade
pattern was selected to provide full coverage of the eight grade-advancement
steps from grade 5 to 15*% in the General Schedule pattern. Any other
uniform-step, equal-interval progression pattern desired, however, whether
involving grades or, in the alternative, salary categories, can be entered
by the operator. .If less than 8 grades (rows) of data are tg be used,

the unused rows in the files should simply be fllled with' zeroes .
(0,0,0...etc.) 4 " )

A "first-10-year " pattern was selected for the 1ength-of -gervice
(columnar) dimension for several reasons:

(1) The most rapid grade rise in any group occurs in the first
10 years of service; thus the xise of the group's character-
i{stic advancement curve is largest and, hence, most accurately
measured in this initial period.

*

(2) This span-covers those length-of-service groups which are the
. numerically largest in most organizations: groups which are
of special interest in both analysis and projection becausg

of their importance for the organization's expected future.,
And ]

e
(3)  The span of the last ten years encompasses most or all of the-
period of ~ur most inteneive national efforts toward equal
employment opportunity: data for this perind thus constitute
the clearast available test of both (a) the objective results
nf recent hiring and promotion policies, and (h) the probable
yraultae ta he cwpiertad fram th: ae pnlicries for the future.

As with unused rowve, as mentione~d above, if less thon 10 years' data
) are avnilable (a' Je at 1 :n are = uct), the 'mnused File columns showld

atmply he 31 1ad ot [ . [T B IC Aalan, 6 - olimn valung

*So that grade advancement. curves in the ''two-~grade- 1nterva1”
occupatlons follow the same "one digit:one step" rate betow GS-11

that they do above GS-11 (which is essential for curve computatlon
purposes) the two-digit-interval grades of GS-5,7, and 9 are converted
to grade weights of "8'", 9", and "10" respectively. ,

. >
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ﬁﬁ ‘can be: entered by the operator.

. - : & o : St ‘Y
. other than whole - or half-years»are desired (e.@., where there are
irregular time intervals betweeﬂbcolumns) the desired'gflumnpvalues

" Trend AnaLysis - Since grade-advancement trends are rle%hg curves whose '

rate of increase slows rapidly over time, the appropriate curve. form = G

" for such trends is one of the family of "growth' or "maturation" curves.
The ‘two most ‘widely-used, in economics and population studies are the
Pearl-Reed Loglstlc and the Gompertz‘x ' : 2 -

_ (1) 1/Y = a+bc® (Loglstlc) .
) L (2) log Y = loga + logb(cx)(Gompertz)
N : v
Thelspec1a11y useful feature of- these fam111ar curves, of’ course, is
the inclusion, among the multiplicative .terms, of the additive term.
"a." From this term the curve asymptote——the maximim ultimate value
"toward which the curve is tending as the increasing value of x makes
X approach O*<-isg eas11y determined. It is this additive character
of this term, however, which makes it possible to . fit" such curves ‘to
.ctual. data only by approx1mate methods, and even then, only

(a) when the total number of observatlons is some mult1p1e - -
of three (6, 9, 12, etc),

"(b)  when all time intervals between1observatlons are exactly
equal, and :

. (c) when no observations in the sequence are missinge.
. 'l'
. In purely practical terms, then, such severely restrictive terms are,
‘to say the least, not always met in the average personnel management
operating situation. The use of these commonly~seen curves is therefore
‘inappropriate for 'a program intended for a wide range of applications.
(As a final consideérationgrit is technically sufficient to note that

the deviation of the observed values from the trend lines f1tted by the
approximate methods necessary for these curves

‘e ‘ .
(a) are not minimal in size, as in 1easthsquares flts, and

(B are not equal in sim on both sides of the trend 11ne, as
)/_' . needed for reliable tests of variance.)

A third type of maturation curve is a relative of the'log—probability
decay curve which we have established** as the exact form of the work
group retention curve: )

" *The ¢ term is always less than' 1, thus cxwrapidly becomes smaller
with increasing values of x.

**H.Lq,Clark, "Problems and Progress in Civil Service Manpower Planning,"

NATO Conference on Manpower Planning Models, Cambridge, U.K., Sept..1?71,
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(3) Z(Y):a-l-b‘]..ogx
P

HOWever, this curve can be fitted only to longltudlnal data’ (where
all data are observations of the same group at different points in

time) and only when both the .original size of the group and its 81zq‘
at the time of each grade observation are known.

The fourth growth curve form is the 5=uc1al category ot the exponential,
which 1nc1udes such forms as

(Q)Y—'abqu Y = ax

-

-

These curves can be converted, with the use of logarithms, to the
. Y ]
linear forms:

(4.a) log ¥ log a + X log b or
(4.b) log Y = log a+b log X

It

"Since such linear torms Jo permil the use of least-squares fitting

techniques, they can $eadily be applied: ~ —

(1) To cross-seclion Jala, as well as longitudinal data, where/)
observed population in one column typically may” differ cons<
siderably from the pUpulatlonS of other co umns,

(2) Where obgulvallons aic” Separaled by unequal time intervals,
and
. +
(3) Where Olic wi mus. ubsecrvalions in a series are not available
(a missing ycar, tc.) -
~

Because of Lhle llunear Luiw, the extrapolation of such curves is
technically very easy. And because they are fitted by -least-squares
techniques, variance analysis is straightforward. 4

As a tinal uote, the cluscuness with which curves of this equatlon form

can be fitted to the 10-year data used in this program is statistically
scarcely distinguishuble, for moderate to small size samples, from the

fits obtainable from the log- probability curve form.

Computations

GS810 performs a series of computations on the data “input from the
called files: . ' '
. , \ /\
(1) The flles are added together to produce a total grade distri-
bution table of all entered groups, with the rowiyalues
(i.e., grades or weights) and the column-values (i.e., years)
specified by the operator. :

\

- , N
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S(@ The ‘Fow=-values (Y-valuee) and the columm-values (X-Values) are
‘then converted to logs and a weighted linear trend line of

o

S - form 4.b is calculated. (The coefficient of linear correlation.

(r) is calculated as a measure of the proportion of total

variance which.is accounted for by the trend lines)

(3) The value of the regression equation is then calculated for

. each columm. The squared deviation of each block of ¢olumn”

‘data from the regression YTine is determined, multiplied by
the block frequency, and the overall'sum of variances is
divided by the total group N-1 to produce the overall group
variance. The program then prints out (1) the equaﬁion, (2)
r, (3) N,. and (4) the group variance. - "

(4) At operator option, the program iterates regre551on line over
35 years. ¥

(5) At operator. oﬁtion, the program fits the overall group 'norm"
‘line of regression to the distribution of each subgroup agd
determines the variance of the subgroup from the overall-

"norm." This subgroup variance is then compared with the
variance of the overall group from the same curve and the -
; significance of the difference is measured.

Significanee Test » The significance of the ratio of the individuai

subgroup variance to the total group variance is evaluated by means of
the F-ratio test, one of the most fundamental, reliable and flexible of
statistical tests. ‘

Tbe,value of F is given hy: 3
F = Variamce of subgroup ' . . L/
Variance of total group .
. : . ' A
with n, (Subgroup degrees of fregdom) = s -2 \\
’ 8 (Total gréup degrees of freedom) = -2 -

t'.

The probability - value of the resulting F~ratio is calculated by means
of ‘the Q(F) approximation given by Abramowitz and Stegun (26.6.15 AMS
55, 9th, 1970) and the significance of Q .is evaluated with the usual
fiduciary limit of p = .05. (The variance of the total group is used

as the denominator in order to minimize the probability of "Beta' error:
the apparent finding of a "difference" where in fact no difference Tl
exists.) : . IROA

e -

- The use of the F-test to evaluate the results of the pro~
gram's caltulations is one of GS810's key features, not only because of

_ this test's well-known power and validity, but--most especially--because

-of its ability to produce valid results from .samples smaller than those

of almost any other statistical test : once the overall group "norm'
advancement curve is known, reliable comparisons with this curve can

-be made by means of the F-test for subgroup samples as small as. 3.

N ~ 285 -

S



Pege 6

Speciel Program'Featuresi

Cértain special features of GS810, in addition to its overall design
as a completely self-contained system, are worth special mention:

l. The operation manual describes a file code system the operator
may use in naming, storing and calling files.

2. The pfdgram includes detailed step-by-step guidance to the
operator in the selection of column- and row-values.

- 3. . The program offers the operator a wide range of butpuyt and )
analysis options, each of which will be executed automatlcal
at the operator 8 cholce'

a.) A write-out of the complete grade distribution of the
' overall group (i e., the sum of all entered f11es)

b.) A 35-year career-progresgsion projection of the computed
’ "norm" curve.

c.) An F-ratio test of each subgroup relative (1) to the
: "norm" curve pattern of the entire group or (2) to the
entered equation and variance of an outside group.

d.) A write-out of the complete grade distribution of each
individual group entered into the program

4. Every output or "results"™ section wrltten out by the program
includes the full file-code name of th roup to wh1ch it referd
(including, if the group is the sum of subgroups, the full f11e-.
code name of every subgroup included the - total group).

Automatic Run Option

When each program run-through with a group of files is completed, the
operator who asks for another run with new files is offered the option
of having that next run in an automatic mode: once he specifies the
new files he wishes to analyze and the code he wishes to use for the
sum of the entered subgroups, the entire program will thereafter run
through to.completion, with the exact same pattern of analysis and
outputs which he.specified in his previous step-by-step run-through,.’
on a completely automatic basis without further operator participatione.

On each run-through of GSSIO that is, the program records gvery T
program option chosen by the opérator and if no change is desired in
this pattern, each subsequent group of files called by the,operator will
be processed in exactly the same way completely automaticagly. With

this option, then, any ‘desired pattern of options can be répeated with
successive groups and combinations of files with,an absolute minimum-

of operator effort and with a maximum of sepeed -and efficiency.
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. APPENDIX  F-2 | ' o OPERATION MANUAL

STAFFING NEEDS PLANNING COMPUTER PRUGRAM:

GS810

LﬁUREAU OF POLICIES AND STANDARDS
UNITED STATES CIVIL SERVICE QOMMISSICMV

WASHINGTCN, D.C. 20415
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EXECUTION COMMANDS ¢

¢

A SAMPLE OF SUCH A COUNT MIGHT BE:

. LEVEL).OF 10 ENTRIES

' GS810  INSTR: P(]) OF (8)
~ (FILE CREATION) T

DATA ARE ENTERED INTﬁfEﬂE "GS810" PROGRAM FROM PREVIOUSLY;STORED
~FILES. :
' REPRESENTS A GRADE-LEVEL:

THESE FILES CONSIST OF 8 ROWS AND 10 COLUMNS.  EACH ROW
EACH COLUMN A SPECIFIC LENGTH-OF-SER-.
VICE CATEGORY. - g _

FOR USE WITH THE "GS810% PROGRAM, DATA MUST BE COLLECTED BY
LENGTH-OF-SERVICE CATEGORIES. A COUNT SHOULD BE MADE OF THE

1-2 RS, ETC.) FOR EACH GRADE-LEVEL (E.G., GS-5,7,9, ETC.).
SUCH COUNTS SHOULD BE MADE FOR EAEH OF THE _MAJOR. OCCUPATIONS,
IN AN ORGANIZATION. (THESE DATA MAY COME FROM EXISTING AUTOMATED
SYSTEMS OR FROM ANY OTHER SOURCE AVAILABLE TO AN ORGANIZATION.).

nNUME%EAEF EMPLOYEES IN EACH SUCH CATEGORY (E.G., 0-1 YEARS,

s

OCCUPATION : GS-00XXX | L,
' . LENGTH OF SERVICE (YEARS)

GRADE 0o-1 1-2 2-3 3-4 4-5 65-6 6-7 7-8 8§-9 9-10
5 3 2 ' N '
7 4 2 1 .
9 s 3 2 1 |
| 6 4 1 1 2
12 6 3 1 2 ]
13 y IS
‘4' 2 ‘
16 ’ 2

{¢PLY BE CONVERTED TO A "GS810%-TYPE FILE.
NES (ONE / GRADE-
RVICE. CATEGORY),
1-4 INTEGERS.

THIS TABLE CAN VERY S
SUCH FILES CONSIST OF 8 CONSECUTIVE TYPED LI
=S EACH (ONE / LENGTH-0OF -S
SEPARATED BY COMMAS, WITH EACH ENTRY MADE UP OF
ZEROES ARE USED WHERE BLANKS OCCUR IN THE TABLE.

.A COMPUTER FILE FOR THE ABOVE TABLE WOULD BE:

) 3,2,0,0,0,0,0,_0,0,0,
l’ozvl ,0,0,0,0,0,0,0,
SoBozo]o‘oopoooooooo
6'“']’01"2000000000
6l3"12000‘000000100
0,2,‘,0,0,‘0,0,0.0,0,
0,0,2,0,%9,0,0,0,0,
0.0.0.0.0\./'3\.9*1,0.0

TO BEGIN EXECUTION OF THE “GS810" PROGRAMMING SEQUENCE, AN

OPERATOR WILL PERFORM A CHAIN OF EXECUTION COMMANDS. THE
ACTUAL FORM OF THESE COMMANDS ‘*LL DEPEND ON THE TIME-SHARING
SYSTEM BEING USED. IN GENERAL,” THESE COMMANDS WILL PERFORM - |,
THE FOLLOWING OPERATIONS: :
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\ .. . ’ ~
S GS810 INSTR: P(2) OF (8)
* = COMPUTER WRITTEN "(FILE CODE, ENTRY)

b

. - - CALL UP "“GS810" AND ITS FOUR SUBPROGRAMS “RLL8HWO",
) “ : ®VLL810", "FTEST™ AND "ANOXP" AND TRANSLATE THEM INTO
MAChHINE LANGUAGE. THISIS THE COMPILATION PHASE.
‘ - - LOAD THE CDMPILED PROGRAM ANO SUBPROGRAMS INTO
S THE CENTRAL PROCESSING AREA AND START PROGRAM -
e : . RUN, THIS IS THE EXECUTION PHASE

& oata ENTRY: o o _ ' .
*THIS PROGRAM ANALYZES GRADE/ SELF-EXPLANATORY. - .
~*TIME TRENDS IN 1-8 GROUPS DF 3 OR
(\ »  *MORE EACH; USES 8-GRADE X 10-
. *YEAR DATA ARRAYS. . .
. ~N
*ENIER’FYLES VIA 6-SPACE CODE (SEE INSTR). A
THEQSUGGESTED FILE cooE CONSISTS OF: '
{ )
SP (1)= (M)lNORITY. (N)ON-MIN, (N)D., ETC. - -
SP (2)= (M)ALE, (F)EMALE, N(D)., (T)OTAL, ETC.
; SP (3)-(5)= GS SERIES CODE; E.G., (2)(0)(1)./ (1810=810)
SP (6)= YEAR: 7(4), 7(5) OR (0) (=74+75) i - :
ABOVE SELF-EXPLANATORY. "USER MAY CHOOSE TO USE HﬁFFERENT FILE
COOE SYSTEM. IF SO, CODE NAMES MUST CONSIST OF NO MORE THAN 6
LETTERS AND/OR DIGITS, IN ANY DESIRED COMBINATION.
*HOW MANY FILES DO YOU WISH TD SELF-EXPLANATORY.
*ANALYZE? (ANS _1-8) N
.o *PLEASE ENTER CODE NAME OF EACH " ENTER 6-SPACE CODE NAME OoF -
n *FILE: g FIRST DESIRED FILE.g FILES °
Cea *]= - WILL BE NUMBERED IN.ORDER
. , OF ENTRY. ,
*(ERROR MESSAGE) A FILE-READ ERROR; RUN‘ABORTED.
: 'CHECK FOR FILE-CODE TYPING
ERROR (ESP: 0O FDR 0),-WRONG
CODE, OR BAD FILE. TO CHECK
- FILE, TYPE OUT THE FILE .
AND CHECK FOR 8 LINES, 10
ENTRIES; MISSING NO.”S OR
. : COMMAS, OR NO.”S WITH-MORE"
“ ' v ' THAN & DIGITS. e
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S GS810 INSTR: P(3) OF (8)
* = COMPUTER  WRITTEN . " (COLUMN-VALUES)
7:6ATA TAKEN FROM_F}LES.‘NEXT=

**STD PATTERN®. DESIRED? (Y OR N)

& IME Y~ OPTION IS CHOSEN, THE COMPUTER ASKS:

®(1) 5/15 OR (2) 1/82 (1 OR 2)

THE ®*STD PATTERN™ OPTION ALLOWS THE OPERATOR TO SET AT THE BE-

- GINNING OF THE PROGRAM CERTAIN BASIC OECISION VARIABLES TO THE

- VALUES THEY MOST FREQUENTLY HAVE. ‘THIS OPTION PROVIDES A FASTER
RUN ‘THROUGH .OF THE PROGRAM.  (FURTHER EXPLANATION OF THE VARIABLES
INVOLVED IN THIS OPTION IS FOUND ON PAGE 6.) o

.'lF N7 IS CHOSEN..THE COMPUTER ASKS:

(A) SELECT COLUMN-VALUE PATTERN WANTED:
(USE COL. MIDPOINTS: ®0-1"YRS= “0.5%, ETC.)

0'5,].-5, ETC-
1.,2., ETC.

(1)
(2)
(3) OTHER (1,2 OR 3)

MOST APPCICATIONS OF THIS PROGRAM WILUS INVOLVE THE.DIVIDING OF
EMPLOYEES INTO LENGTH-OF-SERVICE GROUPINGS (COLUMNS). SINCE -

_SUCH GROUPINGS COME FROM A" CONTINUOUS DISTRIBUTION, EACH COLUMN -
WILL REPRESENT A SPECIFIED RANGE OF VALUES: 0.0-0.99 YEARS OF
SERVICE, 1.00-1.99 YEARS, AND SO ON. FOR COMPUTATION PURPOSES,
THAT ONE VALUE WITHIN A GIVEN COLUMN RANGE WHICH BEST REPRESENTS
THE AVERAGE OF THOSE INCLUDED IN THE COLUMN IS ASSUMED TO BE THE
RANGE MIDPOINT: 0.5 FOR A 0-1 RANGE, 1.0 FOR A 0.5-1.5 RANGE,

AND SO FORTH. IT IS THIS MIDPOINT WHICH SHOULD BE USED AS THE

" COLUMN VALUE "HERE.

IN SOME CASES, THE *0.5/1.5" OR THE "1./2.™ PATTERNS ?‘Y NOT BE
APPROPRIATE: E.G., WHERE COLUMNS COVER PERIODS CTHER THAN YEARS
OR WHERE THE INDIVIDUAL COLUMNS REPRESENf SAMPLES TAKEN AT
IRREGULARL Y-SPACED POINTS IN TIME. [IN SUCH CASES, OPTION n3w

* SHOULD BE USED. WHEN "3" IS ENTERED, COMPUTER REPjiES‘

* _ENTER_QESIRED VALUE FOR MIDPOINT OF COL: . .

* . N .

: \
* 2

ETC.

NOTE THAT DECIMAL POINTS MUST -- REPEAT MUST -- BE SHOWN FGR
ALL ENTRIES IN THIS OPTION: THEIR OMISSION WILL RESULT IN °
COMPUTATION ERRORS. ' _ R ,
FILES MAY CONTAIN FEWER THAN 10 COLUMNS OF DATA.WITHOUT HARMING
 COMPUBATION PROGRAM OR STATISTICAL TESTS: SIMPLY FILL ANY '
» UNUSED COLUMNS WITH 0°S (ZEROES).
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ﬂ - GS810 INSTR: P(b) OF. (8)
* = COMPUTER WRITTEN (GRAOE VALUES)

THE ™3u dgTION MAY ALSO BE USED TO ENTER COLUMN-VALUES FOR L%
" PERI00S OTHER THAN THE FIRST 10 YEARS OF SERVICE (11-20
YEARS, 5-15, ETC.).

NEXT 3 ‘ .

* (B) SELECT GRADE PROGRESSI'ON PATTERN °
. (ROW-VALUE) PATTERN WANTED:

* .

. (1) GS-5/15

. (2) GS-1/8

. (3) OTHER (1,2 OR 3)

*

SELF-EXPLANATORY. IF THE OPERATOR ANSWERS ®1", COMPUTER NOTES:
PATTERN APPLIED- J
"1 _GRADE/1-STEP" RATE BELOW GS-11 AS THEly 00 ABOVE GS-11,GS- 5/9

GRAOES WERE WEIGHTED: GS-5="8", GS-7="9"} AND GS-9="10".
(O.Z? WAS ADDED TO EACH GRAOE-VALUE AS THE MIDPOINT JF THE

SO THAT "2- GRADE INTERVAL - SERIES" GRADES{PROGRESS AT THE SAMA

% % % % %%

T0TAL RANGE OF JOBS IN THAT GRAQE.)

THE TREND OF GRADES OVER TIME CAN BE QUANTITATIVELY ANALYZEO
WITH FULL EFFECTIVENESS ‘ONLY WHEN THE NUMERTCAL WEIGHTS OF

THE GRACES ARE PROPORTIONAL TO THE ACTUAL NUMBER OF STEPS IN-
VOLVED IN THE GRADE-ADVANCEMENT LADLER. SINCE THE “TWO-GRAOE+
INTERVAL" OCCUPATIONS BY OEFINITION PROGRESS BY STEPS GS-5, 7¢{ 9,
11, 1z, 13, ETC., THE REPLACEMENT OF GRADES BY WEIGHTS IN THE
TO GS-9 RANGE IS ESSENTIAL TO AVOIO NUMERICAL MISREPRESENTATION
OF THE ACTUAL STRUCTURE OF THE CAREER LADDER.

IF THE OPERATOR ANSWERS "2* TO THIS QUESTION THE NUMERICAL
WEIGHTS USED REFLECT THE ACTUAL NUMBER OF STEPS. INVOLVED IN
THE GRADE ADVANCEMENT LADDER FOR THE LOWER-GRADED 0CCUPA-
TIONS. IN THIS CASE, THE GRADES 1, 2 AND 5 - 10 REPRESENT
HALF STEPS WHILE GRADES 3 ANO 4 REPRESENT FULL STEPS. THESE
GRADES ARE WEIGHTED ALCURDINGLY

IN OPTION "3%, THE OPERATOR ENTERS THE EXACT WEIGHTS WANTED
ONE BY ONE:

* ENTER MIOPOINT (E.G.,GRD. L _ N
* (1.-1.99)="1.5") FOR ROW: '
* I'=
* 2:‘
(ETC.)

AS WITH COLUMN-VALUES, DECIMAL FOINTS MUST BE- SHONN WITH_ALL
ENTRIES OR COMPUTATION ERRORS WILL RESULT. THE HIGHEST NUMBER
SHOULD NOT- EXCEED 99 99.
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SRR L , GS810 INSTR: P(S) oF (8)
= COMPUTER WRITTEN ) (TEST:OUTSIDE OR SUM)

" «TEST SUBGROUPS AGAINST:

* (1) THEIR OWN SUM?
. (2) AN OUTSIDE GROUP?
e (3) NO TESTS DESIRED. (1,2 OR 3)

' OPTION 2 ABOVE REQUIRES THAT "OUTSIDE GROUP' BE- CLEARLY DEFINED*

'OUTSIDE GROUP' = A GROUP WHICH (A) IS NOT INCLUDED AMONG THE
: GROUPS WHOSE FILES ARE ENTERED IN THIS
PROGRAM, BUT (B) WHOSE ®VARIANCE FROM THE
) FITTED LINE OF REGRESSION™ HAS BEEN COM-
PUTED FROM DATA WHICH INCLUDED ALL OF THE
CATA -- REPEAT, ALL: WITHOUT ANY EXCEP-
TION WHATSOEVER -- WHICH IS CONTAINED IN
THE FILES ENTERED IN THIS PROGRAM.

STRICT. OBSERVANCE OF THE LETTER OF THIS REQUIREMENT 1S ESSENTIAL
TO GET VALLD RESULTS. THE EXTREMELY WIDE, ALMOST UNLIMITED RANGE
OF APPLICATION- OF THIS PROGRAM IS IN LARGE PART DUE -TO THE
EXTREMELY WIDE RANGE OF SAMPLE SIZES (DOWN TO SAMPLES AS SMALL AS:
3) OVER WHICH THE VARIANCE-RATIO ("F" STATISTIC) CAN BE VALIDLY .
TESTED. THE USE OF THE F-TEST WITH VARIANCES COMPUTED FROM LINES
OF REGRESSION IS ONLY VALID, HOWEVER, WHEN THE VARIANCE QF THE
BASE (THE “QUTSIDE™ GROUP) IS COMPUTED FROM A CURVE FITTED TO- ‘
DATA WHICH INCLUDED ALL OF THE DATA OF EACH SUBGROUP (I.E., EACH -
SAMPLE) WHICH IS TO BE .TESTED HERE. [IF THESE CONDITIONS ARE ALL
FULLY MET, AN ANSWER OF "2" WILL YIELD THIS SEQUENCE:

*WHAT 6-SPACE CODE NAME SHOULD WE USE FOR THE _
*QUTSIDE (BASE) GROUP? o

*PLEASE ENTER THE FOLLOWING FOR BASE ‘GROUP (NAME) :
*

(NAME) GRADE/TIME EQUATION

(E.G., 1.12345,.123456):

(NAME) N, VARIANCE (E.G.: 123,1.12345):

IN ALL CASES: WHERE IT IS NOT ABSOLUTELY CLEAR THAT THE CONDI- *
TIONS FOR' OPTION 2 ARE FULLY MET, AS WELL AS IN ALL CASES WHERE
GROUP-SUM COMPARISONS ARE DESIRED, OPTION 1 SHOULD BE SELECTED.
IN. THES OPTION, THE PROGRAM WILL ADD ALL OF THE ENTEED FILES
" INTO AN OVERALL TOTAL DISTRIBUTION AND ASK.FOR THE CODE NAME DESIRED.
FOR THE OVERALL DISTRIBUTION. (AT THIS POINT, THE COMPUTER WILL *
ALSO WRITE OUT THE CODE NAMES OF ALL OF THE FILES INCLUDED IN THAT
TOTAL '

'*NHAT 6-SPACE CODE SHOULD WE USE FOR

*THE' OVERALL GROUP TOTAL? :

* SUM OF: (FILE COOE NAMES, UP TO 8 FILES)
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- | T <GS810 INSTR: P(6) OF (8)
'* = COMPUTER WRITTEN. 0 (MOVERALL® SUM, DATA)

IF THE . VERALL TOTAL' OPTION HAS BEEN SELECTED.

"'E) DATA: : Lo
AS TYPED TABLE? : . ' C

* (1)

* (2) INTO COMPUTER FILE? ' Lt ~

*. (3) BOTH? OR - S . - :

* ( NO‘NRITE—OUT.NANTEO. (ANS 1-4) . e
CIF Mm% srs CODE NAME OF DISTRIBUTION, TYPES OUT THE CODE NAMES

. OF THE INOIVIDUAL' GROUPS INCLUDED IN THE TOTAL OISTRIBUTION, ANO
_TYPES OUT THE COMPLETE 8 X 10 MATRIX, INCLUDING COLUMN- AND ROW-
VALUES. f

IF "2%, THE FILE CONTAINIVG THE TOTAL DISTRIBUTION IS NRITTEN INTO
A.COMPUTER  STORAGE AREA. AT THE END OF THE PROGRAM RUN THE COM-
PUTER WILL LIST THOSE FILES WHiCH HAVE BEEN WRITTEN INTO" COMPUTER
STORAGE DURING THE CURRENT RUN. THESE FILES MAY THEN BE SAVED

OR DELETEO AS THE OPERATOR SO DESIRES.

IF "3", THE COMPUTER WILL BOTH TYPE OUT THE COMPLETE FILE AND
ENTER IT INTO STORAGE. UNDER "2®" AND "3°", THE COMPUTER TYPES ¢

*COMPUTER FILE EN

IF OPTION "4 IS/JSELECTED, THE COMPUTER SKIPS THE ABOME AND GOES

THE "OVERALL TOTAL" OPTION. AND WRITES--

i'COMPUTED DAT FOR TOTAL OISTRIBUTION (NAME)

* SUM OF: (NAMES OF FILES MAKING UP TOTAL) _

> L . .
* EQUATION: LOG Y = (A) + (B)LOG X = (COEF. OF CORR.)

* . ‘ -

* BASE N = (NO.) BASE VARIANCE = (VALUE)

* - . PR Ceae

~

*#]S A 35-YEAR CAREER PROJECTION DESIRED? (Y OR N)

_IF "Y® IS GIVEN, PROGRAM ITERATES THE ABOVE GRADE/TIME
EQUATION 35 TIMES, BEGINNING WI'TH THE BASE POINT USEO IN
’ FIRST .COLUMN. IF "N%, PROGR%M PROCEEDS TO NEXT STEP. K . -

UNDER THE ®*STD PATTERN" OPTION MENTIONED ON ‘PAGE 3, SOME OF THE .
VARIABLES 0ISCUSSED ABOVE CAN BE SET AT FHE START THE RUN
ANDO THE COMPUTER WILL NOT PRINT THE QUESTIONS PER AINING TO THOSE .

VARIABLES. THE VARIABLES INVOLVED® ARE : T .
-(1) COL-VALUES -- WILL BE SET TO OPTION ”l' <
(2) ROW-VALUES -- OPERATOR.IS STILL GIVEN A CHOICE BETWEEN

- GS-5/15 AND GS-1/8
-(3) SUBGROUP TESTS -- WILL BE SET TO OPTION "1*
(4) COMPUTED DATA -- WILYL NOT BE PRINTEO OUT
(5) 35-YEAR PROJECTION -~ WILL BE SET TO “N*®
‘ QUESTIONS PERTAINING TO OTHER VAR&?BLES WILL STILL BE WRITTEN ouT.

..
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: _ o _ GS810 INSTR: P(7) OF (8)
* = COMPUTER WRITTEN. (TEST QUESTIONS)

NEXT: IF EITHER OPTION wi®.gR %2’ UNDER “SUBGROUP TESTS™ HAS BEEN
CHOSEN, THE COMPUTER "ASKS 3

ﬂWRITE OUT TEST QUESTIONS? (Y OR N)

IF "Y' THE COMPUTER WRITES OUT THE QUESTIONS ANSWERED BY THE
‘STATISTICAL TESTS CONTAINED IN THE PROGRAM 3 .

*SUBGROUPS WERE TESTED FOR THE FOLLOWING QUESTION(S)°
QUESTION.(I)‘

IS THE GRADE-ADVANCEMENT CURVE OF EACH WORKFORCE SUBGROUP
SIGNIFICANTLY DIFFERENT (HIGHER, LOWER) THAN THE NORM FOR
~THEIR OVERALL OCCUPATIONAL GROUP (NAME)? . ,

-

QUESTION (2):

. 1S THE SPREAD OF SUBGROUP EMPLOYEE GRADE (SKILL) LEVELS
ABOVE AND BELDW THIS NORMAL GRADE-ADVANCEMENT CURVE
. SIGNIFICANTLY DIFFERENT FROM THE (NAME) NORM2
QUESTION (3): |
DOES THE OVERALL GRAUE/TIME PATTERN RESULTING FROM:

(A) THE SUBGROUP GRADE-ADVANCEMENT CURVE;  AND
/Lgl\THE SUBGROUP GRADE (SKILL) SPREAD

L2 2 2 BN NN NE NE BE BE Bk R NE N NE R Nk R BE R SR 4

ﬁr\wSTONIFIOA H.Y DIFFER FROM THAT 0F THE (NAME) NORM?

THE COMPUTER THEN PRINTS OUT THE FOLLOWING PARAGRAPH EXPLAINING -
THE STATISTICAL SIGNIFICANCE DOF TEST RESULTS 3

*TEST DIFFERENCES ARE CUNSIDERED STATISTICALLY SIGNIFICANT NHEN‘THE
*PROBABILITY THAT THEIRYDCCURRENCE COULO BE ATTRIBUTED TO CHANCE
*]S 0.05 (1 CHANCE IN 20N OR LESS.

IF "N®, THE COMPUTER GOES DIRECTLY TO THE WRITE OUT OF THE TABLE
WHICH SUMMARIZES THE RESULTS DF THE STATISTICAL TESTS (I.E.,
ANSWERS THE ABOVE QUESTIONS) MADE IN THE PROGRAM. (THIS TABLE

IS PRINTED QUT IN ALL,CASES WHERE SUBGROUP DIFFERENCES AﬁE TESTED.)
THE THREE MAIN COLUHﬁ/HEAOINGS OF THIS TABLE REFER TO THE THREE
QUESTIONS TESTEO AS FOLLOWS :

é

‘QUESTION # COLUMN HEADING

(1) ADVANCEMENT CURVES
(2) , GRD (SKILL) DISTRIB -
(3) OVERALL G/T PATTERN

\
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o : _ L GS810 INSTR: P(8) DF (8)
_ % = COMPUTER WRITTEN ' . "(DATA WRITE-OUT; AUTO RUN)

AFTER PRINTING OUT THE "SUMMARY OF TEST RESULTS®, THE COMPUTER ASKS:
*WRETE OUT DETAILED TEST DATAZ (Y OR N). |

IF "Y®", THE MACHINE PRINTS A .TABLE CONTAINING THE STATISTICAL DATA
WHICH WAS USED IN THE STATISTICAL TESTS IN THE PROGRAM. DATA ARE"
PRINTED OUT FOR BOTH THE OVERALL DISTRIBUTIONJ&QR OUTSIDE GRDUP)
AND -EACH OF THE PREVIOUSLY-ENTERED SUBGROUPS. :

IF ®"N", (OR, IF‘®"y", AFTER THE PRINTING OUT OF THE *SUMMARY OF
. THE STATISTICAL DATA"), THE COMPUTER WRITES 3

L4

#NEXT: FILE WRITE-OUT:
*
}
' «ENTER NO. OF FILE(1-8) OR .
#9 (NO FILE WANTED)

* THIS OPTION ALLOWS THE OPERATOR TO WRITE OUT ANY FILE HE MAY

' WISH TD SEE FOR MORE- DETAILED STUDY. ™FILE(1-8)" REFERS TO THE
FILES ENTERED AT THE BEGINNING OF THE PROGRAM IN THE ORDER THEY.
WERE ENTERED. (FILES ARE ALSO LISTED BY NUMBER IN THE “SUMMARY
OF STATISICAL DATA® TABLE.). AN ENTRY OF ®"1% CAUSES THE FIRST FILE
TO BE PRINTED, "2" THE SECONDs AND SO ON. THESE NUMBERS MAY BE
ENTERED IN ANY ORDER. ' :
IF A "9" |S ENTERED, NO FURTHER FILES ARE WRITTEN OUT-AND THE COM-
PUTER THEN WRITES: .

N
- % ° RUN COMPLETED. NEXT:
. w(1) AGAIN (AUTO)? (2) AGAIN.(STEP BY STEP)2 OR (3) QUIT. (1,2 OR 3)

IF "1® 1S GIVEN, THE PROGRAM RUNS NEW FILES THROUGH EXACTLY' THE
SAME PROGRAM-OPTION STEPS WHICH THE OPERATOR CHOSE IN THE PREVIOUS
RUN-THROUGH WITHOUT ANY OPERATOR PARTICIPATIDN OTHER THAN EN-
TERING THE NEW FILE CODES. IF ®2" IS GIVEN, THE PROGRAM AGAIN
STEPS .THROUGH EACH OF THE ABOVE STEPS (EXCEPT THAT OPTION IS.
GIVEN TO RETAIN THE ABOVE-SELECTED COLUMN- AND GRADE- PATTERNS).
IF 3% IS GIVEN, THE COMPUTER LISTS THE NAMES OF FILES WHICH HAVE
BEEN PLACED IN COMPUTER STORAGE AS FOLLOWS :

*(NO.) FILES ENTERED DURING RUN; .

*%SAVEY THOSE TO BE KEPT: : ’

* . (NAME1) '
. . (NAME2)- . ' L
ETC. K . v‘ /

. " - . 2 ’ ~
“ ~ *‘THE OPERATOR MAY THEN SAVE ANY FILES HE WISHES. TO USE AGAIN. AFTER
’ . THIS LISTING, THE RUN IS TERMINATED. A

NOTE: FILES STORED DURING A PROGRAM RUN CANNOT BE ACCESSED DURING:

THAT RUN. TO USE THESE FILES, OPERATOR MUST TERMINATE THE CURRENT
. PROGRAM RUN AND BEGIN- A NEW RUN. . . .
S : - 296 - o
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GS810

"'HIS PROGRAM ANALYZES 10-YEAR GRADE TRENDS IN 1-8.GROUPS

OF THREE OR MDRE EMPLOYEES. COMPUTES 10-YEAR GRADE/TIME

‘CURVE AND VARIANCE (OR ACCEPTS THE GRADE/TIME EQUATION "
_ AND VARIANCE -OF AN OUTSYDE GROUP) AND TESTS THE GRADE

TREND OF EACH ENTEREQ. GROUP FOR STATISTICALLY SIGNIFICANT

DIFFERENCES FROM THE TREND OF THE OVERALL (OR OUTSIDE)
‘GROUP. .ENTERED GROUPS MUST EACH HAVE A POPULATION OF
THREE OR MORE FOR VALJID RESULTS TGO BE OBIAINED. . (FOR AN
QUTSIDE GROUP™S EQUATION ANDpVARIANCE
FOR ANALYZING GROUPS ENTERED "IN THI;
THE OUTSIDE GROUP MUST HAVE INCLUD ,
OF THE INDIVIDUAL GROUP DATA ENTERED HERE. THESE GROUPS,
JHAT IS, qPST BE COMPONENTS QOF - THE OUFSIDE GROUP.)

ROGRAM, THE DATA FOR

. DATA.ARE ENTERED INTO THE PREGRAM FROM PREVIOUSLY-STORED

— ®FILES ACCESSED VIA A 6-SPRACE COOE (EXPLAINED IN THE OPER-
ATION MANUAL). FILES CONSIST,OF .8 CONSECDTIVE.TYPED LINE®
OF 1) SNTRLES EACH, SEPARATED BY *COMMAS, WITH EACH ENTRY
MADE UP OF 1-4 INTEGERS (OR ZEROES -- NO BLANKS).

- REQUIRED SUBPROGRAMS: TWRiL810, vLL810, FTEST, ANOXP -

i

5
BE USED'AS A BASIS
ALt - -- REPEAT, ALL -=



i 'G§8_—m‘: S e /\ ‘ . -PAGE T
" DIMENSION IARRAY.(8,10,8),WORK(10,10),NARRAY(8),
L X(10), Y(8),1TR(8,10),S16G(3,8),P(3), ) o
¥ NXX{36),SUMN(8),VARGP(8),NOTEST(8),PATDIF(8), -
o .t N(8),R(8),A(8),B(8),VAROWN(8),DY(8), S '
L+ o "1 DIFF(8),RANGE(8),NDASH(36),NAMFIL(20)
.77« " LOGICAL IMP,INP,IP,1Q,NOTEST,1STD ' '

]

DOUBLE PRECISION DIFF,PATDIF,SIG;NARRAY,KARRAY, IDBASE
o .. -1 ,RANGE,NAMFIL o ' :
MO DATA INP/.TRUE./,1Q/.FALSE./,IV/"N"/,IMP/.FALSE./,ITIMES/20/, .
STy (NXX(D),1=1,36)/36%7XX”/ (NDASH(I),1=1,36)/36%"--"/ ,NSAVED/0/
t ,MT/°Y"/,1STD/.FALSE./,(DY(I) »¥=1,8)/%.25,5.75,6.5,7.5," -
. ’ l 8l.2598.759902599075/ . : ‘ o
120 WRITE (5,130) . o L o
130 .. 'FORMAT (//1X, THIS PROGRAM ANALYZES GRADE/TIME TRENDS IN.1-87)
R - WRITE (5,150) : - .
<. <150 - FORMAT (1X,”GROUPS DF 3 OR MORE EACH# USES 8-GRAOE X '10-YEAR™ w-
L © 1. /1X, DATA ARRAYS.~) . S :
e - WRITE (5,210) . . . o S
210 FORMAT (/1X, ENTER FILES VIA 6-SPACE CODE (S:E INSTR).”)

. 220 WRITE (5,230) _ e T
.y 23€ "FORMAT - (///1X, HOW MANY FILES DD YOU WISH TO ANALYZE?~
: 1 '~ (ANS 1-8)7) . S T
: N © READ (5,260)NF '
.. 260 . FORMAT-(12)
- , "WRITE (5,280) , , 3
280 FORMAT (1X, PLEASE ENTER CODE NAME OF EACH FILE:")
T . DO 340 I=1,NF . ,
WRITE (5,310)1 : R
310 - FORMAT (1X,12,7=7) \\ . ‘ L .
* READ (5,330)NARRAY(T) ) -
330 FORMAT .(A6)
340 CONTINUE
DO 410 I=1,NF
370 . KARRAY=NARRAY(I)
"~ CALL IFILE(20,KARRAY) -
. .~ " READ (20,*)((IARRAY(I,J,K),J=1,10),K=1,8)
400 *  FORMAT (1014,7(/,1014))
, b0 CONTINUE N . _ P
oL "WRITE (5,430) y R SN R
o430 FORMAT (//1X,“DATA TAKEN FROM FILES. NEXT37). o
: IF(INP)WRITE(5,450) - C o S
50. . FORMAT(/1X,~"STD PATTERN" DESIRED? (Y OR N)7) i -
. .+ -~ IF(INP)READ(5,560)IE . . . T
TF(IE.EQ.”N”)ISTD=.FALSE.3IF(IE.EQ."N7)GO TO' 530~ - - - ¢ ’1!&
IF(TNP)MWRITE(5,490) o A o i :
490~ FORMAT(/1X,”(1) 5/15 DR (2) 1/82 (1 OR 2)7) A
.. IF(INP)READ(5,260)IR " B .
P to o IF(IRGEQ.VINYRAT=131F (IR.EQ.2)NYPAT=2
- NXPAT=13;L0P=13MDR="N";ISTD=.TRUE. . _
530 - IF ((INP).AND.(IMP).AND..NQT.ISTD) WRITE (5,540) "~ - - =
G40 ° FORMAT (/1X,-SAME GRADE(WT)- AND COL-VALUES PATTERNZ (Y-OR N)T)
. IF ((INP).AND.CIMP) . AND..NQT.ISTD). READ (5,560)IV ™~ _.". - -
: L o :-300- | _ * A
] e . o o ....:. - . \ \,.; ‘.,- &,'?




/ Gsgio- ' ' o " PAGE 2 .
/560 -FORMAT (A2) . '
/ IF ((INP).AND. (IMP).AND. Iv. EQ “Y") GO TO 1250
' o : IF((CCINP).OR. (ISTD)) AND.IV.EQ.™NT) GO TO 600
e - GO TO 1330, -
600 - IF(.NOT.ISTD)WRITE (5,610)

610 FORMAT (/6X,”(A) SELECT COLUMN-VALUE PATTERN WANTED:™)
IF(.NOT.ISTD)WRITE (5,630) :
630 - FORMAT (10X; 'TUSE_CGETTHIDPOINTS- "0-1" YRS="0.5", ETC.)7).
J1F(.NOT. ISTD)NRITE (5,650) B
650 'FORMAT (/10x,7(1) O.S,I.S\ ETC.”

1 /10x,7(2) 1.,2., ETC.” .
1 /IOX. (3) OTFHER (1,2 OR 3)7) ' s ‘ :
. + IF(.NOTJISTD)READ (5,260) NXPAT , ,
* IF(NXPAT.EQ.3) GO TO 760 : -
] ‘IF (NXPAT.EQ.1)EI=-0.5 '
IF (NXRATEQ.2)EI=0.0 "~ N <o
DO 740 I=1,10

. EX=EI+] ' > g
s 740 - X(I)=EX B [ & ‘ .
* GO TO 830 Y '
{ 760 . WRITE (5,770)
\ -770 FORMAT (6X, ENTFR DESTRFN VAIUE FOR MIDPOINT OF COL.:7)
. DO, 820, I=1,

wRITE(S,loao)l
* READ(5,810)X(1)

810 . FORMAT (F6>3)
- 820, ONTINUYE .
830 , TF{.NOT.ISTD)WRITE (5,840) T
- 840 FORMAT(/6X, (B) SELECT GRADE PROGRESSION -

1 /10X, (ROW-VALUE) PATIFPN WANTFO?T)
IF (.NOT.ISTD)WRITE(5,870)
870 FORMAT(/10%, " (13 GS-5/1%~ ; o )
. 1 /10X, (2) GS-1/87 ' _ ST . N
1 /10X,7(3) OTHER (1,2 orR 3)%) )
€ IF(.NOT.ISTD)READ(S5,260)NYPAT
- IF(NYPAT.EQ.3) GO 10 990 '
"IF(NYPAT.EQ.1)EI=7.5 .
1F(NYPAT.EQ.2)GGC TO 962-
DO 960-1=1,8 . - - Lo
R EY=EI+] . ) ' o
960 - “Y(1)=EY - . . ~ e T
. IF(1sSTD)GO0 TO 1250 . Lo . L
.+, GO °TO 1080 ‘ _ e s
~. 962 . --DO 963 I=1, o . S . i .
.963 = Y(1)=DY (1) S . . Ce
Ig(ISTD) GO TO 1250 -
GO TO 1080 , 5o
. 996\ ;?“-Iéax ,1000) : N .
;ogo F!RM-T(/6X ‘ENTER MIDPOINT (E G..GRD.”I"‘(Jg—l.99)="l.5")‘_
' OR Row;’) , - o
o 151,80
th'O)I %

-
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. 1080

.GS810

1090

1120 -
1150

1180

1200,
1210

1240
1250
1260

1290

1330
1340
1350
1380

1400 -
1430

1540
1480
1500
D”1520
“1530 .
1560 -

BELLE

CIF ANYPAT.NE.1). co 10 #250
WRITE (5,1090)

'FORMAT (/1X, PATTERN APPLIED:")
. WRITE (5,1120)"

G0 10 1250 R PAGE 3

FORMAT- (/IX, (SO, THAT "2- GRADE INTERVAL SERIES" GRADES
1" “PROGRESS'AT DHE -SAME™) '~ .
WRITE (5,1150) ' S ' .®

-FORNAT (IX A GRADE/I-STEP” RATE BELOW GS 1°

1 AS THEY DO ABOVE GS-11, GS-5/97)

WRITE (5,1180) L .
FORMAT (IX. “GRADES WERE WEIGMTED: GS~- s-"a' GS-7=%9%  AND” .
1~ 6S-9=*10".)7) : : '
WRITE .(5, J210)

gFORMAT (/lX “(0.50 WAS ADDED TO EACH GRADE VALUE AS THE MIO

1 “POINT OF‘ THE™)

WRITE (5,1240) . o
_ FORMAT -(1X,”TOTAL RANGE OF f0BS IN TH@T GRADE.)”) '~ =
IF ({INP).AND..NOT.ISTD)WRITE' (5,1260)

FORMAT (//1X,“TEST SUBGROUPS AGAINST:~,/6X, 1) . THEIR. OWN ~ -
| -SUM2~,/6X,~(2) AN DUTSIDE GROUPZ™) A .
IF ((INP).AND..NOT.ISTD)WRITE(5,1290)

FORMAT (6X,=(3) NO TESTS DESIRED. (1,2 OR3)7)
IF ((INP).AND. NOT 1STD) -READ(5,260)L0P iy
IF (LOP.EQ.3)MT="N , S
IF(MT.EQ.”N"))GO TO 1520 - :

IF (LOP.EQ.1.{RMT.EQ."N]) GO TO 1520

WRITE(S,1350) . '

FORMAT (/1X, WHAT 6-SPACE CODE NAME SHOULD WE USE FOR THE®
1 -/1X, OUTSIDE (BASF) GROUP?7) . ~
READ(5,1380) IDBASE

. FORMAT(A6)

WRITE (5, 1400) 1DBASE

'FORMAT(IX “PLEASE ENTER THE FOLLUWING FOR BASE GROUP~

1 7 T,A6,7:7)

WRITE (5, IABO)IDBASE.
FORMAT (76X, 86,~ GRADE/TIME CURVE EQUATION

1 /5X, (E.G., 1.12345,.123456)% °)

READ (5,*)YIN,SL . A .

FORMAT (2F9.6) . '

WRITE (5,1480)IDBASE : . £
FORMAT (6X,A6,- N, VARIANCE (E.G.: 123,1.12345):7) | ‘
READ (5,*) NBAS,;VARBAS -

FORMAT -£15,F9.6) : y

GO TO..2280% - .. . =& Lo
WRITE(S,1530) " ' '

FORMAT (/IX “WHAT 6-SPACE COOE SHOULD WE USE FOR”

1 /1%, THE .OVERALL GROUP-TUTAL?”) . F -
WRITE (5,1560) (NARRAY(I),1=1,NF) e L
FORMAT: (4X,~SUM OF:~,8(1X,” ~,A6)) \ :

READ (5,330)10BASE : L _
IF (INP) WRITE(S, IS90)IDBASE : . oy th
FORMAT (/1X, “WRITE OUT ~,A6,” DATA:" o -

1~ 76X,=(1) AS TYPED TABLE? »,/6x. (2) INTO COMPUTER FILE?7)
IF(INP)RRITE(5,1620)

-
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. GSBlO _ ' ‘ , E U PAGE &
JGZO FORMAT(6X. (3) BOTH? OR” -
: 1 /6X,”(4)-NO WRITE-OUT WANTED. (ANS 1-4)7)
IF(INP) READ (5,260)LP S
. DO 1670 1=1,8
- D0 1670 J=1,10
1670  WORK(1,J)=0.0
DO 1740 I=1,NF "
oo 1740 JJ=1,10 - [ . o
DO 1740 11=1,8 ‘ _ . N -
. WORK(I1,JJ)=WORK(II,JJ)+WA ‘ ' . X
e ITR(IT,JJ)=WORK(II, JJ) S - ' :
1740 CONTINUE , _
o CALL RLLBIO(X,Y,WORK,YIN,SL, NBAS,IER) | .
NBASDF=NBAS-1 -
CALL VLLBI1O0(YIN,'SL,X,Y,WORK,VARBAS,VARTOT, RBAS) :
IF(LP.EQ.4)GO TO 2020
. IF(LP.EQ.2)GO TO 1920 . ' ,
. WRITE(5,1810)IDBASE o ,
1810 - FORMAT(///1X, CUMULATED DISTRIBUTION ~,A6,7:7) .
© WRITE{5,1560) (NARRAY(K) ,K=1,NF) . ,
WRITE (5,1840) (X(I),I=1,10)
1840 FORMAT (/1X,8X,10F6.2)
WRITE (5,1860)
1860 FORMAT(2X, "GRD(WT)™)
11=9
1900 IJ=1,
1-1J
WRITE(5,1890)Y(I1), (ITR(Y I, 1=1,10)
1890 FORMAT(2X.F6.2,2%_101%)
1900 CONTINUE

£

- . IF(LP.EQ.1) GO TQ 2020
1920 ITIMES=ITIMES+1
) IF({TIMES.GT.24) ITIMES=21
CALLNOFILE(ITIMES,IDBASE) : \

WRITEXITIMES,400) ((ITR(I,J),J=1,10),1=1,8)
IF CALUNSAVE OPTION IS OESIRED, REMOVE * FREM NEXT 3 LINES
CALL SAVE(ITIMES,ISTAT)
IF (ISTAT.EQ.O0) WRITE (5,1933)
1933 FORMAT (//1X; FILE SAVED™)
WRITE(5,1970)
1970 FORMAT(//!X “COMPUTER "FILE ENTERED. ‘)
2020 “tF(ISTD)GO TO. 2280 \
'£.1990 WRITE.(5,2000)1DBASE
2000 FORMAT (/;/IX. COMPUTED DATA FOR TOTAL DISTRIBUTION
: 1. A6,”:"7
- WRITE (5, 1560)(NARRAY(I).I—I,NF
WRITE {5,2080)YIN,SL,RBAS .
2080 FORMAT(/6X, EQUATION‘ LOG Y =

o000

+",F9.6,” LOG X~

A , .£9.6).
WRITE (s 2|IO)NBAS VARBAS '
2110 FORMAT (/6X, BASE N =7, 14, 'BASE VARIANCE = ~,F9.6)

2120 * IF((INP). AND. .NOT. ISTD)WRITE(S 2130)
2130 \_FORMAT(//IX z YEAR (CAREER) PROJECTIONZ? (Y OR N) )
' IF((INP).AND..NOT.ISTD)READ(S,560)MOR

(/ - 303 -

1




6s810 | - .
IF (MOR.EQ."N") GO TO zzao . . PHGE s

: -~ WRITE (5, 2170)IDBASE :
2170 FORMAT (//1X,”35-YEAR CAREER PROJECTJON OF ~,A6)
; WRITE (5,1560) INARRAY(I),I=1, NF) - &
| ~ WRITE (5,2200) :
5200 - FORMAT (/1X,” YEAR  GRADE™:)
D0 2270 1=1,35 -
XI=I-1" . : ?
S XI=XI+X(1) : :
pY=10. **(YIN+SL*ALOG10(XI))
WRITE (5,2260)XI1,PY

2260  FORMAT (1X,F5.2, r9 4) - b % .o
2270 - CONTINUE ‘ - , . . o
£ 2280  IF (MT.EQ.”N7) G0 TO 3970 S A

" DD 2960 K=1,NF
. 00 2310 L=1,3 .
023100 P(L)=.99 ' o
- - NOTEST(K)=.FALSE.
L DIFF(K)="
PATDIFLK)=" - :
RANGE (K)=" - '
SUMN(K)=0.0
DO 2410 J=1,10
DO 2410 [=1,8
. - WORK (I ,J)=1ARRAY(K,J, 1)
L ' SUMN (K )= SUMN (K ) +WORK {1, J)
2410  CONTINUE
[F(SUMN(K).LT.3.) NOTEST(K)=.TRUE.
IF (NOTEST(K) ) GO TO 288D
CALL VLL8IO(YIN.SI .¥, Y. WORK,VAR2,VTOT, RR)
F=VAR2/VARBAS
VARGP (K )=VAR?
NGMS=SUMN(K)- 1.

: CALL FTEST (NGMS.NBASDF,f ,PPAT)
/z P(1)=PPAT .
PATDIF(K)=" ---- ~ '
IF (PPAT.GT.0.05) GO.TO 2530

PATDIF(K)=" DIFF.~
2530 CALL RLLE1O(X,Y,WORK,AA,BB;NSG, IER)
~ .= « IF(IER.EQ.0) NOTEST(K)= TRUE
\ o - IF(1ER.EQ.0) PATDIF(K)‘ -
IF(IER.EQ.0) P(1)=
1F (1ER.EQ.0) GO T0 2&80
CALL.VLLB10(AA,BB,X,Y,WORK,VSG, VAR&.RS) -
N(K)}=NSG , _ o C _
R(K)=RS 5) ) ; L o
: : A(K)=AA . a )
’ B(K)=88B / o
" VAROWN(K)=VSG.
IF(VAROWN(K).EQ.0.0) NOTEST(K) .TRUE.
IF (NOTEST(K)) GO- ro 2880 .
FF=VAR2/VSG

NSGDF=NSG-1 -/
CALL FTEST (NSGDF,NSGDF,fF,PP) o,
DIFF(K)=" ---- . .
: - 304 -
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, . 65810 g b . PA
=L P(2)y=PP s i AGE 6
: " IF(PP.GT.O0. 05) T0. 2750
OIFF(K)=" DIFF.” - ‘ T
TF(YIN.GT . AA.AND.SLNGT.BB) DIFF(K)= “LOWER ~
o IF(AA.GT.YIN.AND.BB.GN.SL) DIFF(K)="HIGHER™
'2750 ° .. FOSVARBAS/VSG® » TR
" RANGE(K)=" =--=-. 7 e
IF (FD.LE.1.) GO TO 2830 :
CALL FTEST(NBASDF,NSGDF,FD,PD) .
P(3)=PO : o
" IF(P0.G$0.05) GO TD 2880 o .
RANGE(K)=" SMALLER™ - - : D
' GO TO zeao . :

2830 FD=1./FD -
.. .CALL FTEST(NSGDF NBASDF FD, PD)

P(3)=P0O"
1F(P0.GT.0. 05) GO TO 2880
_ RANGE(K)=" GREATER™ =
2880 ° DO 2960.1=1,3 v
0 SIG(],K)=" -

IF(.NOT.NOTEST(K))SIG(I,K)=
IF(P(1).GT.0.05) GO TO 2960 = :
IF(P(I).LE.0.0S)SIG(I.K)=T<:.os - o .
IF(P(1).LE.0.01)SIG(I,K)="<=,01 ¥
IF(P(I).LE..001)SIG(I,K)="<=,001"
it IF(P(I).LE..OOOI)SIG(I,K)=’<.0001' .
2960 CONTINUE : ' : o (>
' WRITE(S, 2980)(Nxx(l) .35) '
. 2980 FORMAT(//IX 35A2)
IF(INP) wRITE(S 3000)
3000 FORMAT (/1X; WRITE QUT TEST OQUESTIONS? (Y OR N)T)
IF(INP) READ (5,560) IWQ
, IF(IWQ.EQ."N") GO TC 3450
3030 WRITE(5,3040)
3040 FORMAT(//IX, SUBGROUPS WERE TESTED FOR THE FOLLCW® s
I ~ING QUESTION(S):",//6X, QUESTION (1) “)
‘ WRITE(S, 3070)
3070 FORMAT(/9X, IS THE GRADE- ADVANCEMENT CURVE DF EACH
1  “WORKFORCE SUBGROUP™)
' WREFTE(S5,3100)
3100 FORMAT(9&¢ SIGNIFICANTLY DIFFERENT (HIGHER, LOWER) THAN™
. .1 ~ THE NORM FDR”) ~— jE '
_ WRITE(S5§3130) IDBASE '
3130 . FORMAT(9X, THEIR OVERALL OCCUPATIONAL GPOUP (- ﬂm6.‘)2‘) .
3140 . - WRITE(5,3150) .
3150 FORMAT(/6X, QUESTIDN (2) -)

WRITE(5,3170) :
3170 FORMAT(/9X, 1S .THE SPREAD oF SUBGRqUﬁ/E;bLOYEE
. 1 - GRADE (SKILL) LEVELS™)
* WRITE(5,3200)s"
3200 FORMAT(9X “ABOVE AND BELDW THIS NORMAL GRAOE - ADVANCEMENT™
- 1 CURVE™) -

‘ WRITE (5, 3230)IDBASE '
3230 FORMAT (9X, SIGNIFICANTLY DIFFERENT FROM THE ,A6,” NORM?7)

WRRTE(5,3250
1\ (5,3250) 305




Gsslo ) ' PAGE" 7
13250 FORMAT(/6X, QUESTION (3)") o :
3260 WRITE(S,3270) - S
3270 FORMAT(/9X. DOES THE OVERALL GRADE/TIME PATTERN ~ |
: . 1 "“RESULTING FROM:~) | .
. ' WRITE(5,3300) -
3300 . FORMAT(/I?X “(Aa) THE,SUBGROUP GRADE ADVANCEMENT CURVE.
1~ ANDT) ‘ . .
WRITE(S,3330) o
3330 FORMAT(12X,~(B) THE SUBGROUP GRADE. (SKILL) SPREAD )
WRITE(S, 3350)IDBASE
3350 FORMAT(/9X “SIGNIFICANTLY DIFFER FROM THAT OF THE ~
"1 ,A6,7 NORM?7)
~ WRITE(S,3380)
3380 - .FORMAT(/1X,”TEST &IFFERENCE§ ARE CONSIDERED STATISTICALLY™ " .
o 1 " SIGNIFICANT WHEN THE~ . Ch 5
3400 WRITE(S,3410) ' o
3410 FORMAT(IX “PROBABILITY THAT THEﬂR DCCURRENCE COULD BE ~
I “ATTRIBUTED ,TO CHANCE~) \ //P :
' WRITE(5,3440) o .
3440 FORMAT.(1X,”IS 0.05 (1 CHANCE IN 20) OR LESSe™)
3450 WRITE(S,3460)
3460 FORMAT(//1X, KEY:~, /4X,~" "z NO TEST (N<3)~
' 1 /4X,"*--l-® = NOT S1G.~ )
' WRITE(S 3&90)(N0A5H(I) I=1411), (NDASH(I), 1= 1,11)
3490 FORMAT(//1X,11A2,1X, summ OF TEST RESULTS™,1X,7-7, 11A2)
WRITE(5,3510)
3510 FORMAT (/8X, " ADVANCEMENT CURVES GRD (SKILL) DISTRIB -
1. OVERALL G/T PATTERN")
WRITE(S5,3550) (NDASH(T),I=1,9), (NDASH(1),1=1,10),(NDASH(I),
3 1 1=1,10) , _ ~ :
3550  FORMAT(8X,9A2.7- ~.2X,10A2,2X,10A2) v
WRITE(S, 3570) ! .
3570 FORMAT(1X, FILE  SUBGROUP P. DIFF.S SUBGROUP  P. DIFF.S”
1 - _SUBGRQUP P DIFF.S7) :

“

WRITE(5,3600) ,
3600 . FORMAT(1X, CODE  CURVE IS ATTR CHCE SPRD IS AFTR CHCE~

1 = PTTIRN IS  ATTR CHCE™)

WRITE(5,3630) (NDASH(1),1=1,9), (NDASH(1),1=1,10), (NDASH(I) 1-1,101
3630, FORMAT(1X, ~---c- ~,9A2,7->,2X,10A2,2X,1042,/)

DO 3680 K=1,NF N .
WRITE 5,3670) NARRAY(Zﬁ DIFF(K),SIG(2,K), . \
'RANGE(K),SIG(3,K),PATDIF(K),SE&(1,K) -

3670 FORMAT(IX Aé.2X,A6,5X, A6,3X,AB,5%,A6,4X,A6,6X, A6) -
3680 CONTINUE , o <
' WRITE (5,3700)(NDASH(I),I=1,35)e " =
3700 '-FORMAT(/IX 35A2)
. IF(INP) WRITE(5,3720)
3720. FORMAT (//1%, WRITE OUT DﬁTAILED TEST DATA? (Y oa N)T)
: IF (INP) READ_(5,560)1WD
IF(IWD.EQ.”N~ )G0 TO 3970
~ WRITE(5,3760)(NDASH(I),I=1,8), IDBASE (NDASH(1), 1-1.9) .
3760 FORMAT(///1X,8A2, SUMMARY OF ~,A6,~ STATISTICAL DATA ‘,9A2)
' WRITE(S, 3780)
3780~ FORMAT(/.27X, GRADE/TIME EQUATION™,10X,“VARIANCE FROM¥"}
o NRITE(S 3800)(NDASH(I) I=1,12), (NDASH(I) I=1, 8)

, - 306 - SR
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;3600 " FORMAT(1X, “GF. “FILE",5X,”GP. sx |7(A2).‘—‘;sx.‘-‘ 8(A2))

s - WRITEYXS, 3820) o S o i
13820. FORMAT(IX “NO. CODE - . POP. L (A) B) ~R)T ,

T | . . GP. EQ. OWN EQ.T) ' . : L
S " WRITE(5,3850) (NDASH(I), I-l 9)., (NOASH(I), 1‘1;12).(N0A5H(1).I=i.8)
3850 FORMAT (1X,9A2,5X, T2A2, .sx. -~,8A2,/) )

. WRITE(S, 3870) IDBASE, NBAS 'YIN,SL,RBAS, VARBAS
. 3870° FORMAT(BX A6,4X,16,F12.5,F9.5, F9.5, 6X,” (NA)~ F12.5, /)
' . D03950 K=1,NF
IF(.NOT. NOTEST (K))WRITE(5, 35§%)K NARRAY (K), N(K) A(K),
p 1~ B(K),R(K), VARGP(K)“V#RONN(K)
3910 FORMAT (1X, 12,7:°,2X,A6,1X;16,F12.5,2F9. 5,F12.5,F10. 5)
_IF(NOTEST(K)) N(K) SUMN (K)
G IF(NOTESI K))WRITE(S 3940)K,NARRAY (K) ,N(K)
3940  FORMAT (1 ) 2X, A6, 1X,16) )

.3950  CONTINUE

S WRITE(S, 3700)(NOAS ),1=1,35) . ’ '

3970 IF(LP.EQ.1.0R.LP.70.4.0R.LOP.EQ.2) GO TO 4010

. © NSAVEO=NSAVEQ+T '

4000  -NAMFIL (NSAVEO)=10BASE ~

. 4010 IF(MT.EQ.”N”) GO TO 4150 \
4020 - WRITE(5,4030)-

4030 FORMAT(//IX “NEXT: FILE WRITE-OQUT:™,//1X

: 1 ~(1-8) OR™,/1X,79 (ND FILE WANTED)™

'REAO(S, 260)NFP - _

IF (NFP.EQ.9) GO TO 4150 ° ‘ o

0. 1 WRITE(5,4080)NARRAY(NFP) . \ ' o c
4080 FORMAT(/7/VX,A6,” FILE:") : : '

~ WRITE(S, 1840)(X(1),1=1,10)

WRLTE(S, 1860)

11=9

00 4130 14=1,8

I=11-1J ~
WRITE(5,1890) Y(1),(TARRAY(NFP,J,1),J=1,10)

1X,”ENTER NO. OF FILE”
) B

4130 CONTINUE . o :
. GO TO 4020 N
4150 WRITE(5,4160) (NXX(1),1=1,34) . __ :
4160 FORMAT(//1X,3b4A2) _ o o e
4170 . WRITE(5,4180)

.o ¢ . .
4180  FORMAT(///,6%,”RUN COMPLETEQ. NEXT:7) . '~
4190, WRITE(5,4200)
"~ 4200 FORMAT (1X, (1) AGAIN (AUTO)? (2) AGAIN (STEP BY STEP)? OR~
' 1. 7 (3) QuIT. (1,2 OR 3)7) _ N
) READ(5,260)LGN - S
- . 1F(LGN-2) &240,4270,4320 - : .
4240 . INP=.FALSE.
10=.TRUE.
GO TO -220
4270 - INP=.TRUE.
.~ 7" 1Q=.FALSE.
IMP=.TRUE.
MT="Y" . ‘ Lo :
GO TO 220 ) o
320 IF (NSAVED.NE.O)WRITE(5,4340)NSAVED,(NAMFIL(NU), .

1 NU=1, NSAVED)
- 307 -
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_  GS810 S _ , PAGE 9
~ 4340  FORMAT(//1X,12,” FILES ENTERED_DURING RUN;:~ A
' 1/, "SAVE® THOSE—T0 BE KEPT:",/,(3X,A6))
Nemalh STOP ' ~ /
' . END _
- ( 1
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RLLEIO = ";W_,,~ , PAGE 10
. "SUBROUTINE RLLBIO(X Y, TABLE,A,B,N,IER)
c THI'S PROGRAM COMPUTES LOG(Y)=A+B(LOG)X EQUATION FOR DATA
C- ENTERED IN 8(Y) BY 10(X) MATRIX. RETURNS'A AND B IN LDG FORM.
. DIMENSION x(10),Y(8),TABLE(10,10) b '
- 1ER=1 :
. - SUMX=0.0 - ‘ X .
. " - SUMY=0.0 : " ) :
SUMXY=0.0 o L,
* SUMX2=0.0 '
SUMN=0%0
NX=0 . : .
NCOL=0 ' ' i >
DO 18 J=1,10 ' ) e
00 75 I=1,8 .
. IF(TABLE(I,J).NE.O. O)NCOL NCOL +1 ' .k
N *T SUMX=SUMX+ALOG10(X(J))*TABLE(I,J)
SUMY=SUMY+ALOGIO(Y-(I))*TABLE(I,J) .
SUMXY=SUMXY+(ALOG10 (X (J) *ALOGIO(Y(I)?)*TABLE(I J3
SUMX 2z SUMX2+(ALOGIO(X(l‘)ﬁ*?)ﬁTABLE(l J)
< SUMN=SUMN+TABLE(I.
15 CONTINUE

IF(NCOL.NE.D)INX-IM 41 o
NCOL=0
18 CONTINUE

A

IF(NX.LT.2)IER-O

IF(IER.FO.0)RO 10 20

EN=SUMN

ST1=EN*SUMX2-SUMX*SUMX

S2=EN®*SUMXY Sty s«

B=S2/S1

A=SUMY/EN-(P- 0o

N=TFIV(EM

G0 10 ¥
20 A=0.0

8=0.0

N=TFIX(SUMM) ,
30 RETVAN

END A




- VLL8YO - - - o ST . PAGE 11
-] ..

. -SUBR UllNE vLL810 (A.B.x.Y;TABLE.VUNEXP.VARTOT.R). o :

o~ " ITERATES EQUATION OF FORM; LOG(Y)=A+BLOG(X) ,FOR VALUES OF ,
€ X(1)-X(10) AND COMPUTES THE VARTANCE DF. THE 8(Y) BY lo(x):TABLE/
¢ C, 'DATA. FROM' THIS LINE OF REGRESSION; COMPUTES THE TOTAL VARIANCE
c “OF THE TABLE DATA AND COMPUTES THE NON-LINEAR COEFFICIENT OF
- C- . CORRELATION (=SQRT(1-UNEXPLAINED VARIANCE/TOTAL VARIANCE)).
o . DIMENSION X(10),Y(8),TABLE(10,10) - . g -t
‘L S SUMN=0.0 . -
o o SUNEXP=0.0 .
R SUMY=0.0 - .
' SYMY2=0.0 . : . P .
-+ ...D0 16 J=1,10 o , P,
DO 16 I=1,8 - A

‘SUNEXP=SUNEXP+TABLE(I.J)‘ﬁY(I)—10;**(A+B*ALOGIO(X(J))))**2 .
E SUMY=SUMY+TABLE (1,J)*Y(1] '
16 SUMNZSUMN+TABLE(I,J)
: YBAR=SUMY/SUMN
DO 17 J=1,10
, DO i7 1=1,8 - - - - .
17 SUMY2=SUMY2+TABLE(I,J)*(Y(1)-YBAR)**2
. VARTOT=SUMY2_/(SUMN-I.) ‘
, . VUNEXP=SUNEXP/(SUMN-1.)
: IF (VUNEXP.GE.VARTOT)R=0.0 . 3
IF(VUNEXP.LT.VARTOT YR=SQRT(1.~-VUNEXP/VWARTOT )
RETURN : . '
END -

-
[T




FTEST . _' . : PAGE 12

SUBROUTINE FTEST (NGMS,NBAS, F P) .
/ _ APPROXIMATES THE PROBABILITY OF CHANCE OCCURRENCE OF THE
/fOBSERVED VALYE DF F, GIVEN NGMS (= N'OF GROUP TESTED -- BY
DEFINITION, THE GREATER MEAN SQUAREB AND NBAS (= N OF THE
BASE GROUP).
REQUIRES SUBPROGRAM: FUNCTION ANDXP.
(REFERENCE: NBS, ABRAMONITZ & STEGUN,AMS 55,9TH;26.6.15,P.947.)
. Ve =NGMS- 1 , r T T
_ _&. . V2=NBAS-1 v e 3 N .
l & EX21./3.° o
' . F3=F**(EX)
w7 o F23=F3m%2 : _
- B1=2./(9.*V1) - : : ‘
B2=2./(9.%*V2) , L
T1=1.-82"° ' g
T2=1.-81
TOP=F3*T1-T72
BOT=SQRT(B1+F23%82) ,
X=TOP/BOT . . - .
Q=ANDXP (X) - v , o
.-Q
RETLRN
FND

RO

coocoo0o

o

M ol : . ©w

“3- ‘




s ANDXP N T o o s .PAGE"13

' PR e - ° . . I . a o
. 5,9_?:; ﬂaav FUNCTION ANDXP(X) ot ' ¥ :
- € -, ACCUMULATIVE NORMAL DISTRIBUTION FUNCTION APPROXIMATES P
¥4, C. . FROM X (TO'+.0R --.00G00001).. (NBS-55, P, 932) : .
o ' ' x; = ABS(X) o -
- : SO+ 2316419*x|) '
. - ANDXP = 1.~.3989U423%EXP(-(X1#%%2)/2.)% (. 31938]5*T-.3565638*T**2
. - 1 +1.7814782T#*3-, 821256*T**b+1.33027A~T**5) o
o CIF (X.LT.0.0) ANDXP = -ANDXP
'RETURN’ < . Lo
ENB v - o TS
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’ ' AR Page 1
E ULL IN PAGES SHOW THE OMPUTER ANALYSIS OF A GROUP OF CLERICAL
CUPATIONS -IN \A; SAMPLE *AGE Z‘ > THE .OCCUPAT DNS I _VOLVE- AR

"f-'"

U
- Octy

K 2 ot NS LVEL _'\
S YL 322 CFERK-TYPIST | oo T e
07 7 7.GS-312 . CLERK-STENOGRAPHER "™~ e
GS-203 . PERSONNEL CLERK _ e :
(GS-318  SECRETARY © :
S THE ANALYSIS PLAN USED IS AS FOLLOWS~ o " ;
B . . * - H. . . - ! Lo . & ..
STEP FILES Usso . . QUTPUT FILE  °
ANALYSIS QF BASIC. FILES AND GENERATION OF 3§yMARY FIiEs - I
v 1 .NF322,MF322 C/ '). o TOT32_2
2 NF312,MF312 . _ : ... 101312
3 NF203,MF203 . - ', -y, TOT203 ,
S——i&  NF318,MF318 . L S T0T318
. "5 . NF322,NF312,NF203,NF318 - -~ . NFCL - '
6  MF322,MF312,MF203,MF318 ° P b empcL 7Y
. . . N . : - . V
., (TERMINATE FIRST RUN) . . , :
ANALYSIS OF SUMMARY FILES —~— ,
7 — 101322, Tﬁgslz,ﬁnrzo3 ToT318 b - - suk
8  NFCL,MFCL : smmn
., ; ] .
" (TERMINATE SECOND RUN) o
< ) . A .
v . i . _ t
» N
r o - \
] ‘ I A « e
L 4 . ’ ¥ s
“ {
w - / '
e . LY .
\_ A
&
)
/ - \
' N
A ;
' [N . ' .
| : - 315 . . Coa
/ ’ ‘ -
) ' .Y 289 N




L kev: ¢
.. m . m o= ND TEST (N<3ﬁ¥\\
T moo_Zk = NOT SIG.

”z

....................
v

: ;f‘UBGRDUP P. . DIFF.S SUBGROHP P. DIFF.S SUBGRODUP P, Df?FlS

----------------------------------------------- =%
) ——— - -—— - ——-——— ) { e ——— ( “"f‘
{ )
. ) Al
6/ WRITE OUT DETAILED TEST DATAR (Y OR N) ot a 3
7 Y ' o L . '
[ SUMMARY OF TOT322 STATISTICAL DATA ~---m-==-===-=z-==
S GRADE/TIME EQUATION VARIANCE FROM:
, - GP. FILE GP. e mm———-- it ettt
'NQ. CODE poP, T (A) ¢8) (R) GP. EQ. OWN EQ.
——————————————————————— . - = - = — - . -"------"-‘-".--'-E,
¢« . 107322 440 0.80391 .0.04137 0.42391 (NA)° . 0.24109
12 NF322, ' 209 0.80396 0.03783 0.41097.-  0.23304 0.23290 -
- 2: MF322 231. 0.80404 0.0b408 0.43393 0.24941  0.24894
. 5 i . H

 NEXT:. FALE WRTTF - 0u1

ENTER . Q& FILE(I R),i
9 (NOTFILE WANTED)
9

- xyxxxyyyvyyxvx§yyvvxyxvxvyvxvv YVVYXVXYXXXVXYXVXYXXXVYVXYXYXXVVYYVXX

) RUN COMPLETFD. NEXT: ) 3
, (1) AGAIN (AUTP)?, (2) AGAIN' (STEP BY STEP)? OR (3) QUIT. (1.2 OrR 3)
" /
o ey - 316 - . »
AN . '

PO : o ° : o N

% CURVE 1S “ATTR CHCE SPRD IS ATTR CHCE PTIRN IS ATTR GHCE



N . : / e
. - . o . *__/ PP
- .
. ’ .

Page 3/
xxx%xxxxyxxxxxxxxxxxxxxxxxxxxxxxxxxxxxYxxxﬂ&xxxxxxxxxxxxxxxxxxvxyxxxxx
KEY: | AP L S

m | w='ND TEST (N<3) S .

~ w_-__® = NOT-SIG. - , J J
.‘ " s * ) : v ' : . B '
S S #mmmmmomon SUMMARY OF TEST RESULTS------A-4 ------------- NS

ADVANCEMENT CURVES  GRD (SKILL)‘ﬂISTRIB OVERALL G/T PATTERN: J'ﬂ.’
. L e e e et e ——— . e et er e, mr—— e m—d cemapgememmmemm————————— / L e
FILE  SUBGROUP P. .DLFF.S SEBGROUP  P. DIFF.S, SUBGROUP - P. DIFF.S/ "~
(CODE. . CURVE IS ATTR CHCE SPRD IS  ATTR CHCE, PTTRN IS  ATTR CHCE \

-———— -_T._-_______________-_ -—— e ——— - - — = - - -

TTTTT TomSTmsmsssssssTTeTT T L
| , { . St
_Nrauuza e - S e AR
MF312,  --e - e -2~ -t ---- 5
_../'.f/._j,(. ___________________ !____-----____-________--_“_____-_ '____'_._/__ Lt
- . / ~ » / L . ; s ..
R SUMMARY DF ‘TOT312 STATISTICAL DATA --<pomommmoees foem
/ - . "“-._'_'-
./ - /TIME EQUATICN® @WARIANCE TWbM- N
GP.  FILE GP.  --- " NURAOP S0 N R Ao A o
NG. CODE POP. " () (8) (R) GP. ‘EQ. +gWN EQ.
‘_"""_-; """ a "\ """" - '/""-'_--'.' '''' : --T'--T----...--g---- N
T0T312 68 0.84457 0.06127 0.54180 + (NA) - Q.32299 "
: ‘ , ) LA . . 4 )
1t NF312 . 53 _ 0.84357 #0.05050 O0.46745 0.31748  0.21291°
2t MF312 16 0.84175 0.09112 0.66193 0.36336 0.3131
. . -~ : -4
B P~ e I
"""""""""""" A\ 7
" NEXT: FILE WRITE-OUT: , o . AN
ENTER NO. OF FILE{1-8) @R ' | - ) .
9 (NO FILE WANTED) ” . '
9 Val . .
< \ . 0 \
. : " ) .
}xifxxvxxxxxyxxxxxxxvxyxxxvvvvvxvxxxiivxxxvxxxvxxxxxxxxxxxxxxxxxxxxx Cob
RUN COMPLETED. NEXT: S
(1) AGAIN (AUTO)? (2) AGAIN (STEP BY STEP)Z o® (3) QUIT. (1,2 OR 3) °,
HOW MANY FILES DO YOU WISH TO ANALYZEZ (ANS 1-8) v o

82 .
P[EASF ENTER. CODE NAME OF EACH FILE:

T -@ﬁ\gi | RN

20 . . .- ' 29

e
»

s P

L]
3



7

'KEY - B ”ﬁ ' ;
: W= NQ TEST (N<3) Cn e
L N?T SIG. ‘ ‘ b:ﬁ
; I . l ’ © ll ','\‘ . LT \ .",v ‘e
7 S o SUMNAPY OF TEST RESULTS--L ----- '—¢4---f-éﬂf-*---
. ADVANCEMENT CYRVES RO (SKILL)‘DISTRIB QVERALL G/g BATTERN. :
1 'suacéoup P. DIFF.S SUBGROUP _DIFF.S, SUBGROUP". P. D{#?>s
CURVE S ~ATTR CHCE SPRC IS TTR CHCE PTTRN IS - 'ATTR CHCE -

it el omwEloil
- ‘ N ‘ : /-'r
“ 'Y N " -
A S SUMMARY OF TOT203 STATISTICAL TATA —--i—---ef-;-<—J?+'
S L GRADE/TIME EQUATION' .~ VARIANCE FRON'
GP. FILE/  GP. | me====—mmmmomcmmmsmeoosoo L shooocosoogofoaos v
NO. coo POP. (A} (B). L (R) GP. EQ.’ ; GuN EQ.
___________________ L, T S R T ST
,Torzoz 463 0.83079 0.09048 0.64412 CANBY L /0ﬂ389€o<\\
1t NF203 292 0.83185 0.08644 0.61305  0.40946-7,-0.41047
2: MF203 47 0.82916 0:09759 0.69686° - 0.35762 0.35151. ~
_}é?;gcrL-__;;_J _____________________________ I ';__jﬂfk__;__ v
NEXT: FILE WRITE-OUT:
ENTE® NO. OF FILE(1-8) 0P - . » '
9 (NO FILE WANTED) VoS ; ‘
9 - N v

'YXXXXY\XVXYYYXYXYYXYYXXXYVVyxyxxxvayyvxYYXxxxvxy(}xxxvxxxxxxxxxxxxx

RUN COMPLETED.

.(l) AGAIN . (AUTD)? (2) AGAIN (STFP BY STEP)? OR (3) QUIT.

'HOW #ANY FILES DO Y@U'WISH T0 ANALYZF2 (ANS 1-8)

2 %

NEXT:

PLEASE ENTER CODE NAME OF FACH FILE: »’

- 318 -
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\ N . 3 - I v C

'.... ) . : - \ ' v . . L .“ Ve :{._ .'.
L R ' OO Ry £
. Cos L . - : s . _ Pﬁée 5 . 2
rxxxvx xxxxx yxxxvxvxxxyxxx¢&vxvxxxxxvxxxxxxx;§xxxxxxxxxxxxvx xxxxxxx 5»1
PR A ‘"' P ?f - ,.',T*.; ; - _5§3‘-i;5.;, 3
= NO° TEST (N<3) | ) IR 3 E
= yoT SIG. BREERY Cc S e
e - N . '3" o | . i . I". L ,'."." ’
- o oo ,SUMMARY OF TEST RESULTS -------------- defemnee: ;
e 9 - &
" ) DVANCEMENT CURvEs [ef:%) (SKILL) DISTRIB - OVERALL G/T PATTERN N
o FILE '\ SuBGROUP  P. 1ﬂ$. . SUBGROUP ,P. DIFF.S SUBGROUP  P.. DIFF.S
%, -CODE '\CURVE 1S ATTR CHCE SPRD IS ATTR CHCE PTTRN IS ~!ATTR CHCE.
N —-———,-—~-—-——-—--—---~.‘--— - 97—-—-—————'--———--—-- --——-——.———4———--————.
. R . - . ' —n _ ’ X ‘. ‘
N8 : -——= . | e —— . - e- . e —— ) —r== . —_——- :
e SMALLER <=,05 | . fi-= f —he-
\ AT ’ b4
.' u--—¢ —————————— \‘7'—'———'7'————-—"———‘————-n——————-——————-'- ——————— Fmm——————- s !
n : J A »
\!'l “ - \\ f -I\ ) N X .
h : 3 S . -
---------------- SUMMARY OFVTOTBIB STATISTICAL CATA ---==--=-=---o-ocu--
.
w0 T g GRADE/TIME EQUATION VARIANGE FROM S
i GP. FILE GP- R I T e e :
. NO.”CODE - POR. .'"  (A) (8) (R) GP. EQ. owu EQ. .
f\fgwrfie 127 0.78813 0.05653 0.35052 ° TNA) d,@ﬁhsi‘
18 NF318 50  0.790k3 0.06323 0.38304 + 0.74782  0.72768,
2@ MF318 37 0.78460 . 0.03547 0.29402 0540722 0.36359
e — ‘ -_-_'(.'__--." _______________ t\--f ............... e L
X . : &
NEXT: FILE WRITE-QUT: | |
. L ¢ o . N ) .
"ENTER -NO. OF&FILE(1-8) OR LT C. N
9 {NO FILE WANTED) ~ Sy
1 . . : : L .
. . ¥ . 2 f
< \\ ,' .
i
LY
. ) Y \ \‘ o' . V’
"/}L ~3 : ‘
N "
. g ) - 319 - . .
- v [ ¢ :\.' v ! ) } ° \ . .
' : K | e T~ ‘e
* (_ ‘r,.] v
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IS

'

-Q 9 (NO FILE WANTED) - a

CMETVBFILES . .

" NEXT: FILE WQITE -ouT: L

ENTER NO. OF FILf(l-s) OR | ,
5 (N FILE wANTEa

. * . A 4

v. ) ‘ R }
fad t '
A : « .

v v 0,80 1.50; ‘2.50 3.50 "4,5G 5.50 6.50 7.50 8.
GRD(WT S o ‘
'-‘ .907'5 .\\ “!.
}9.'.‘25&“_ .

~
-
-

“ ENTER NO.. o FILE(1-8) QR

f/' AR f:‘ N | | 5

-? T V

\
/

) ! 1 .
* . Q.50 1.50 -
GRD (WT) ‘
£ 19.75 1
9.256 ¢ .
. 8.75
CtogL26n
L 7.50. i
.50 P

5 .;75v ' T
5.25 '

oA}

4.50 - 5.50

(%)
o
o

. 9.50

.7.50 8.5

- ..

)

onvNmSaooo
ord—-ocboc:p
oown—~-000O0 "
O =~wWw==000

-
N
‘ .

OWwwWw~0000
o~00000O0O
coocoococoo
coooocoOoO

b

: RN T | ,
&L o o —

) ) : . : . f i

‘3‘
) -

“.‘XXYXYX“YXXVXY%VYVXYYvYVYXXXXVV“YYXYXQXVYYXXXXfoXXXXYYXXYXXYY“VXYYXX

« s

W
pyss
—
A}
&
4

! . S " T ' '. - B .
. - T g ' b T § Wi
Lo . . i . , S . " ' R
. - . . . T " - t N . - "
: ey .o c ‘. ; ; L]
\_ : . it . “ TR R KR

...»NFm FILE: Y, S B P .

0 0 0. 0 o - 0° "0 0

0 6 B 0 - o 0 1 o

-0 0 0 o ,6 0 0, .0 - Rk

8.25 - 0 o ,% 2 .0 2 1 2 . 0

7.50 o < 4 2 b3 < 3

6 +50 3 5 7 4 - 6 -5 3 -~ ¢33

. 5075 2 L 6 1 2.. 2 3 0

"o 5,25 SR BRI I 0 0, "0 1 0 ;L0
£ . \5 - FEERAN . ‘g R ) %:

"oy . J e ! \ - . ) - "A .
: Nsxm FILE WRITE OUT- Sk

Ay
RS
'



%I‘W’:' . . ! . - o : v : ' I
K . R ; . e . . . -, . B .
: < A '1 v N L S " 2 aq [} . -
K . . .
S ; . T N

. | G - - . \Page ;t
L xxxxvy xvxxxxxyxxxxxxxvxxkxxyvvxxxvxxxvxvxxxxxxxxxxxyvvxxxkxvxvxxxxxxx
Vo , C | : \ E
4 ‘KEY:\ -,Kv. : '
L = N0 TEST (N<3) : S S % L BN
S oMemes™EoNOT SIGE | C L3 .
e RN . . . q oo "
,,--_;;gf-__;f;---L--- SUMMARY oF TEST RESULTS R EE TR f-smmeme-
1 . : RN .
, ADVANCEMENT CURVES LGRp;(SKLiL) DISTRIB ovERALL G/T- PATTERN.

FILE - SUBGROUP _P. DEFF.S° SUBGROUP. P. DIFF.S SUBGROUP  P. DIFF. & 5\
‘CODE CURVE IS ATTR CHCE SPRD IS '~ ATTR CHCE PTTRN IS- ATTR GHCE

. S S ST e
Wit . | [ TE
NF327 . LOWER . <=,00) SMALLER <0700 eem= L eme- R
NE312 - -2 ----- . SMALLER <=,01.  —--e Jemmr
- NF203 -HIGHER <z,0} SMALLER - <=,01 —_—— ——— )
. NF318 - ---= . . GREATER . <=.05 . OIFF. 4 <.0001 ©
S . . LB : ‘ o B . - :
e e e e e e e e 2 S NS A
9 N / ) . . : - 33
: P . o
---------------- \SUMMAR# OF. NFCL STATISTICAL DATA -----------a-----ffg:
\ .
R 4,
- - GRADE/TIME EQUATICN VARIANCE FROM®
FILE . o e (L mmmmmSmmme—ooeo-
“COCE POP (A) (8) (R) ‘A GP. EQ. OWN EQ.
# -‘ ) N . ! ) L ’ )
643 " 0.817h& 0,07552 0.55855" (NA) 0.54952
S . .
NF322 209 0.803%6 0.03°83 0.41097~ 0.37661 - 0.23290 |
NF317 52 0.84357 0.05050 0.46745 0.48096 . 0.31341 i
:° NF203 292 0.83185 0.08644 0.61305 ' 0.56216" 0.41047..
: NF318 90 °© 0.79043 0.06323 0.38304 . 0.97009 0.72768 -/
C e . ' ______t ___________ - .
! 5 jl;;'3‘ ;
NEXT: FILE WRITF-OUT: . \ .
ENTE®R NO. OF FILF(1-R) 0R
9 (NO FILF WANTED) . )
9 ) x . ™
\_" . I - / .
YXXXVYVXYXYXYVXXXXVYXXYXVYVXXXVYVYXXVX“VY?&XYXVXXXXXXXXXYXXXVVVXXXXX*
RUN COMPLETED. NFXT: g .
(1) AGAIN (AUTO)? (2) MAGAIN (STEP BY STEP)? OR (3Y QULT. (1,2 OR 3)
1 3 .
. B - 321 - . . ‘
g { o
—— . *- J
“ \ . ' )B o j
"% - ) .



. Afjc';
[ . o Y
PN . .. A et Page 8

47xxx vaxx%XXXXXxxxxxxxvxxxxxvxxxxxxxxx xxyxxx S

B ‘;’*;'f- o ﬁ”-'y,-gf;

T NO TEST(N<3) =« . o :_\,,i_ A
S wo._.m.= NOT SIG. ., o ‘ A .
I./‘I“d 4. : ', ’ - * ' - . R [
: : v — oo ‘
D mmmmemememsceesioeo SUMMARY OF TEST RESULTS --A-TJ7+-—-¢----f----<f
ADVANCEMENT CURVES ~ -GRD (SKILL) DJSTRIB "OVFRALL G/T-PATTERN .
' FILE  SUBGROUP P, DI®F.S suacnoupwﬁ R. DIFF.S SUBGROUR P. OIFF.S
_CODE CURVE‘IS ATTR CHCE -SPRD 1S °ATTR CHCE PTTRN IS ATTR CHCE
____.'-_..’. _____ ‘.._..' ______ - —m = —-——— i. ____________________ - e —m == j————
- ' A \ o B
MFE.327 . BpwER <=.05. SMAULER €001 . --=-
\ MF312  Je-ias ool T P o
MF203  HIGHER <=.01 SMALLER <= 101 vomen PR
MF318  LOWER ~  <=.01 St .= . TRIFE. <.0001
- ’ . ‘ I. . . ' N LI W
smmmmoeemmm—mm—-emoooooo e e L L L P
S o - . , SRR
R L LR L SUMMARY 6E“MFQL STAJrsrlqu-eAIA rf---f---:L---;p::_;f’
. R GRADE/TIME EQUATIGN VAR IANCEs FROM} 7
GP. FILE  _GP. T et e - defglp v
* NO. CODE POP. " (A) (8) T (R) GP. EQ. OWN'EQ. -
MFCL 455 0.81271 0.08215 0.62041 (NA) - C.48174
1t MF322 231 0.80404 0.04408 0343393 ﬁg%?azsu;, 024894
2t MF312 16 0.84175 0.09112 0.66193  0.64348:(.0.31301 -,
3t MF203 171, 0.82916 0.09759 0.69686 -  0.56163 \ 0.35151.
4Lk MF21B 37 0.78h60 0.93547 0.29402 _ 1.0568F \0.36359
/\ . -r",f
. . s .r/b
NEXT: FILE WPITF-NUT: é;‘ :
) - -3 p. .
ENTER NO. OF FILE(' =) " ' ' . .
. 9 (ND FILF WANTTDY 5
9 .
YYXXYYYYY XYYV YV XY YUYy v vy v vV YV vy v VR XYY VXYXOXXX XX Y Y XX XXX XY XX XY VX .

RUN CONPLETRQ NEXT?® "
(1) AGAIN (AUTB)?7(2) AGAIN (STFP BY TEP)Z OR (3) QUIT. (1,2 OR 3)

A AN - - 4

° t} . - 322 -




7 . y S i v p
”7' R : s
. oL v . o Lol .~ g\ o
CUMULATED DlSTRIBUTlON SUM R R ff“: N
SUM UF‘ TOT3?2 TOT3!2 TOT203 JTQTBIS s / ,' 5 7; P

o.sby 1.50" 2.50. 3.50 :4.50" S, soﬂva Sq* 7 so 0
GRD§WT)\”, Tl o L L
. .0 o .0 0 0 , 0 [0 0: -
19,25 .00 .0 o . v 2 S 7 L3
- 8275 - 0. 0 0 1 b 4 o
'-fg; 825 4 1 3 9 13 - 24 - 63 %
7.500 7 42 51 . 4o . 48 | 48 L6
S.6250 . 0 T19° 128 109 19 27 23 Sk
,,tj; 5.76 (. -82 " "30 10 2 1. *5& 0-
S sa2870 0 G0 o .,’q , 'k 0

S
x . v l .
ST

.No'tesr'(N<3)

v . : : s ‘ : - '; | ‘?~;,. . '

‘::;;---f---;:--ff---f; SUMMARY oF TEST RESULTS‘-L;LLFE_iég_.___4_7,j;{
\ . ADVANCEMENT CURVES  fRD (SKIIL) OISTRIB '.OVERALL o/r PATTERN -
i SumsROUP b, BIFF.S vBGROUP  P. DIFFis SudGROUP |P. D1FF.s>

COOE  'CURVE IS ATTR CHCE SPRO IS -~ ATTR CHCE PTTRN IS ATTR CHCE

e e e c e e em M e - ——————-———- U S g i

, TOT372  LOWER . <.0001 . SMALLER <.0001  -g-- R
TbT312  OIEF. <=.05% . SMALLER <=.,01 . [T . eme-
TOT208 HEGHER <.0001 SMALLER <=.001 N s e

* TGT318 LDWER <=,01 GREATER <=.05 ' QIFF. <.0001

| /_‘ v . ‘ 1 . " .
------- “"TS"""“':fff""“"""f?"""""f'f‘;"""d""“"
y AR ‘ it " J
~/7ﬁix1€“our DETAILFD TESTiDATA? (Y or N)  *. | - :
Y- o ) ' N
eem-feieeo-c-w=- SUMMARY 0OF SUM STATISTICAL DATA ---==--r----mmmom—-
v . : -
S ;> » GRADE/TINE EQUATICN . VARIANCE FRDN~
GP.  FILF GP. T R e et
NO. ¢ CODET PO (AYN#f8) 0 SLEL 0 5P R O O
SUM " o9n 0.81516 0.07871 0.59%872 (NA) - 0.52173
® 5 '
1t . TOT322 44O ©  0.80391 £.04137 0.42391 . 0.34990 *C.24109
2: TOT312/ 68 0.84457 0.06127 0.54180 0.52654 0732299
3: 707203 463 0.83079 0.09048 0.64,413 0.56108 °~ 0.38950
L~ TOT318 127 = 0.7R813 0_06653 0,36052 0.98395  0.64457
' h So - M ' : ' = e
————— ‘.-_—_--__-’-.—-—-———-————__.._————-——————,—-————_.--._———.- ————-—---_-—-—
¢ - 323 - | ,
. ~ \
( ‘ é
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CUMULATED pISIRIBUTION Sum : ¥ .
SUM 0F= T0T322 TOTB!B

L T L KNI
. ', 0.50 -1.50 "2.500 3.80 4350 5,50 . 6.50 7.50 . 8.50"
GRo(wro/ S e el <
9,75/ 2f 0 -0 0 o' : 00 0.~ 0
9.25". 0 0 0. 0 0. ,0 N R R
8.75° [ A 0 o /0 04 0
8.25 0, 0 2 0 Tz S, 3.st 0
i 7.50 7 15 12 120 1300 - 6 17 - 10 .
- %50 787 94~ 76 . nN30c 210 19 16T b
76,765 78 28 - 110 L2 - 5. b g;‘l o
15,25 72 0 .0 0 N 0 .Y 0.
. i , \ ‘

a XXXXXYXXEX¥X XX XXXX xxxxyxxvvv;vxyyvx»yrvvxxvxxxxxxvxvxvxxx\xxxxxxxxx
J . 4 . ) § A o ) ) . L . : @ ,‘
4/ " , ) R ﬂ ) . .
; ok K}//: R B . v . ‘ ‘ ' )
R i "= NO TEST (N<3)
Lo ‘.v.‘nv‘_‘___ll = .NDT SIG.—/__ :v
) » / .- . — /. . M '. ‘ [} \.: |
B bl ~ === 'SUMMA?Y OF TEST RESULTS . 3

\1)_ “i ADVANCEMENT CURVES ’QD (SKILL) DISTRIB

fILE * SUBGROUP ' P. CIFF.S SUB”QDUP P DIFF. S SUBGROUP DIFF S 3'

-_—_--_—___--_- -—- et A R

€0BE  CURVF IS ATTR CHCE SPRD IS "'ATTR. CHCE 'PTTRN s JTR CHCE ¢
e [ WO S W e e m e e e m e ——————— > ".
‘ = _ e
TOT3:2 ;iz-- T SMALLER <=.001
TOT218 , =-¢-- - GPEATER . <.0001 -
Y4 o < N : -
B e Mmoo T -
B Rt ~-- SUMMARY OF SUM  'STATISTICAL DATA - 254
- s GQADF/TI”E EOUATIDN ;f
.. GP. FILE GP. R e R it e
" NO. COCF PGP, SN e e (™) _ GP._EO. och EQ
e M S S - Gme s oot
S - . A SN
Sum : Ch7 y C.80225 0.04072 0.29879 - (NA) . 0. 33365
1: . T0T1322 440 0.80391° 0.04137 0.42391 > 0.24270 0.2
2: FOT318 127 0.7R813% ,0.06G453 o.@40ﬁ2 N.F5320 w6
9 c . : . -
L ———“"“"—-———:k—‘—""'":"*““'i """" A -‘--”7: e e m e e T -
NEXT: FILE. WRITF-0UT:( * :
ENTER NO. OF FILE(1-R) *OR :
" (NO FILE WANTED) . : . ‘ '
Ty | . : o 2324 - “~ ; SRR
\ . ] SN L i f '
- ? S U
‘ 295 7 ’
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5 . R
1.50. 2.50 3,50 -'4.50 -5.30, "
6 o 0. Yo
0 o o o
o .~0o (o o
.0 o (o o
12 8. 0k
8 &6 8 10
20 i 0 o0
- 1.0 o o0 .
ln @Eg ‘ D -
. ;"Né}g:.kilé WRITE-OUT: . : e
"/ ENTER NO. OF FILE(1-8) OR S e e
9 (NO FILE ANTED) . [ PP
2 ‘ g I N - o \.-l i
’ “~ . . -
.. -
T~ .

Y
o
—

TOT@I8 FILE:.

g 0.50\ 1.50 2.50 3.50 “4,50 '5.50° “6.50 - 7.5 sdsv 9. 5ow“
GRD(WT) S y T B 1
9.75 0% 0 0 0’ 0 o, o 0. ~’o e
9.25 4 0 0 o ;0 , 0 0 1 0% i o
8.75 0 c 0 0 0 0. .0 0. 0,
© 8,25 0 0° 2 0 2 13 o 6. ., 0
« 7.50 1 0 4 3 2 -5 4 1 13
‘* 6.50 5 6 10 5 1 8 6 - o o . 3"
St 5.75 4 8 6 2 1 5 4 l 2: 0
S - 5,725 3 1 0 0 0y 1 0 ) d- 0
NEXT: FLLE WRITE-OUT: ’ ) =
. ¢ - .
ENTER NO. OF FILE(148) OR SN e
a

.9 (ND FILE WANTED).
-& o9 - ~
. it ’

XXXX VX XY¥¢xvxxyyxvxy vxvxwxvvxxvvvxvvvxvxxxxygxxx
 RUN COMPLETED. NAXT:

(1) AGAIN (AUTO)? (27) F@{N (qrrp AY STFP)? OR (3)

b 1. '

<7 HOW MANY FILFS DO YOU WISH T0 ANALYZE? (ANS 1-8)

~, 2

XYYYXXXX VXY XXX KRX

UIT. (1,2 OR 3)

A AM F I : . . TE .
- P%EASE ENTER ngf NAME © Ef H FTLE . / . ,
NFCL, ) . , . , : . -
. »2: . ] ) Al / I.
MFCL. Sl . v,
4 RN S Co-3250. ey e '
' ( N , v ‘ - . . v
. ~ , Y
. ~ . T C / P
? - > B e »
7 k \ - ‘ - - . ' '@8/\9\0 ’ - -
a/ | ) N ‘ : - J
L : : o .’”‘,': -
. o NS ? B




B

“.,~”{,¢'5 lvj B _j L . o " ’ .. " L ﬁéPagé 12,
CUMULATED Drsrnxaurxom SUM i . e
suﬂ OF . NFCL MFCL L : o .

- Sy L : - Y e
. ‘70;50 I.SO 2 50 3,50 4,50 5.50 6.50 7.50 °8.50 .9.50
GRD(NT‘ T S e -

9,75 ... 0 0 0 0 0 0, 0’/ 0 . .0 0
49g2§, -j 4{ -0, 0 1 2 <77 ., 1 _)3 3
SEAE- - 5 0 o 1 ° 4 b 8 2 47
;},,/,,8 25 i1 3. 9.3 24 -~ 53 . . 2] 6 S 3
i 7450 0 % 42 51 40 . 48 L& . 28 b 6 6
jﬁz 6.50 - 119. 128 109 19 27 23, 17 2 2 b
R - T 82y 30 10 2 2N 5 4 . 1 3 0
S 0°--.0 .0 1 0 0 0. 0.

5.25. .- ‘10 ¢ 3

-

XXXXEXYXXXXXXKXXXXXXXXXX T XXXXY XYY XAXKVXYY XAV XAX KKKV Y XY XAX VXYY Y YXXX

. ’ o - S,
KEY: . . - - ) -
“m. owiz Np TEST (N<3). A o
W_o._.m = NOT SIG. . © v _ S SIS
e ececcmm——___ SUMMARY' OF TEST REEULTS Sy P |

ADVANCEMENT CURVES ~ 6RD (SKILL)'DISTRIB =~ OVERALL G/T PATTERN’

S FILE SUBGROUP ~ P. DIFF.S 'SUBGROUP  P. DIFF.S SUBGROUP  P. DIFF.S._
COPE  TURVE IS “ATTR CHCE SPRD IS  ATTR CHCE PTTRN IS  ATTR CHCE

__________________________________________ *—— —— e m e ———————————
. ’ . S
. o _ ) ) < |
CNFCL ——-- T TR S
MFCL ——-- S e e =TT voamml
"-_-+ ----- emmmmemem - P i--'-_----‘-—’_-“-----'—---'------: ---- .--"
3 " . . s . .
| S ~-=-=-7 SUMMARY OF SUM - STATISTICAL DATA ---=Z--c-comcmaca
T : . GRADE/TIME EQUATION VARIANCE FROM:
. GP. FILE GP.  memmmma- S © e oo Leoean ie
" N@.  CODE POP. T (A) (8) - (R) » GP. EQ. OWN EQ.
YT Smemmerosses prmerreees T A
suM- 1098 0.81518" 0.07871 0.58872 ' (NA) 0.52173
o1 CRFCL T 643 0.817t4  0.07552 0.558%5  0.55048 0.54952
28 MFCL 455 ., 0.81271 0,08215 0.62041 0.48222 . 0.48174
. - 4 . ’
Fmememmmmmeososiesi i
'NEXT: FILE WRITE;OUT: , .
LY
(ENTER NC. OF FILE(1-8) OR | - .
9 (NO FILE WANTED) . L .
9 . ' :
e . 326 - ’ , ' ' e
’ - T S s
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. . Page 1
o : HIREST TECHNICAL ANALYSIS \
. . . . - . . . . ! )
. N \
. - ) ‘.7 o . / o
" "HIREST" combines several different types pi’techniques to achieve, its . -
purpose - the estimating of group losses aqs hires over a multi<year
eeriod.' e '_ ' o N ﬁ.-.
§ . . ! . ‘
' ) N - . - .
ek B od > , e N

N
A t

' The firsﬁﬂ%ection s concerned with the estimation of loégﬁ;robabilities D

for the employees whose dataarecontaif;d in the file inpqu\t the start

of the pfpgram. The methods used for this purpose are as follows:

. [P - . v

1. Subroutine "LOSS" computes the probabjzigz of-loss due .
v ‘ ; :

[ 4

to causes other than death, disability or retirement by

\ - -

Ty ;!ﬁ means.og the gropp L-p eéﬁation.

The "L-P"equation referred to is the/log—probabili¥§ turnover cutve

J . ' . .
equation the group being analyzed. For a detailed exglanatiok\gf such

) “ - ’ y J

equations,ééé the Technical Analysis for program LOGPRO. As indicated

there, L-P equations are of the form , .

. q(Y) = A + B(LOG X)

a » . .
LOSS determines from the input A and” B values the probabllity of retention

frgm point T to T by computing the value of the equation fo wpoints

1 2

Subtracting this quotient from 1 gives the net L-P loss probab1 ity for
. ~the 1nd1v1dua1§or the Ty -.to - 'I‘2 time perlod -7
Cw | ) : s |
2. Subroutine DEATH-determines, byéﬁfferenCe to the empibyee's T
sex and age, the probability of death during the year ' Lo

™o

involved.

- 331 - ii@?;} - - ::.'?' :
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TN

A

}-\' QVa]:;e\s for this subprogram argftaken from mortality tables of the USCSC

.

S o \
, Chief Actuary. ‘A semi-log plot of table/ valias indicates that when the !
{ . — 1-
tabled proBabilities are converted\to logari‘Ehms t!bzir values are
Q s
approxit_nately iinear funttions of employee &ge. Accord.ing,l(' a -linear curve

of for;n‘ . o . . ' -
log Y = A+ BX | . ‘

was fitted to the tabled data ‘and the resulting equation is used in the

4 o s
of a more cumbersome .look-up table program.' .

subroutine in plac
s

3. Subroutine the probability of loss' due to

disability by means similar to those fised in DEATyf abqve.

¢

In t(ese two appl‘fcations, the -equation fits are reliable to two decimal
» : .

-places, which' is sufficient prec'ision fon use in small—to—moderate—';{iize

employee groups expected for HIREST. 4 ' : -
4, Subroutine RETIRE determines the probabiiity‘of

\retirement loss. e .
-

‘In this: subroutine, the normally ‘more. cumbersome look-up table technique

is used because” of the need for testing for several catggories of re- -

tirement eligibility. " | . B . _ ‘

N A

”

The 1oss rates shown are directly applicable only tog‘~ gular employees -

,(..r'\

of the U S Civil S!ervice‘ Use of HIREST. on other populations will

require develppment of a new or revised RE'I“IRE subprogram giving rates

-~

appropriate ‘for such other jurisdictions or 1‘43t1‘-1‘8111¢3§ti systems.

- 332 -
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- -

5.). The sum of the ldss ﬁrobabilitieg is. subtracted from 1 to
. obtain the employee's: retention probability for the time
.
. A
- © period spified. . ' '
] . ‘ 2 . . - .
‘ A . ) , . ‘ . R
There'is ome exception to step 5: in the base period, the period from
. . . . . + ‘ N
g the ‘as-of date of the emploYee file to the start of the first fiscal year

. . T - &
of the projection peri the annual rates derived in steps 34 are first .

4

. < M 4 P
nultiplied by BASE, the length of thﬁ-base period in years.

. In this we are adopting ghe standard actuarial assimption that such
. ghe standard act b

' v

annual probabilities are approximately linear functions ofi the time of | o

v
¢

(gexposure, Thus, for example, 1if the on7#year probability of a,pertic et:
kind of loss for a person of given age and sexﬂis .012, we assume that
the pfdbability of such loss 6ver, say, only a five-month base perigd is’

" 5/12ths of theannual rate or .005. ' o s
s N

Such linear interpolation is not needed for step 1 because the L-P eqhatign‘
) - " . ’ -

. . . . ‘ . - o _/
technique computes the .probability for the exact base period. Such inter- .

- -

. "polation is also not needed in the projection period because the time -
{ ' . .
[

iﬁﬁe;vals involved are all full years. ?®

’ll : . *
The secord major Section of HIREST is concerned with estimating the

numbers and types of employees to be'edded to the starting workforce :

. . i

f' «during each year of the projection period and estimating losses among these
: ’ > . '

# - , .
‘new .hires 'during the projection periad. < . o o

! y \ . ' . . . [ ]
N ' P i
; i B o e
f/fﬁis process is essentially one of iterations.. Given the number of .~ » . .~ o
,.ﬂ“. 'H-"- :;{-‘-
' employees in f£ile at the start of the base period (i €., the as—of date «_7_'A*7§:
of the employee data file), HIREST first estipates the number of su%hQ'ﬂ _ :;ig .
. - . . ~ 333 _ US 1 o e )
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employees who’can expect to.be lost during the base period and then subtracts

»

-

) the'reﬁdining employees frod ﬁhe Eotal employmen' figure'speciiied‘for \
. thé atart’%f the projection period to ~obtain the number of additignal' t
empldyees wﬁgsw;f% %a;e to be on board. r ~' ) |
TN . : ~ E LY ¥
The numbdr of additional employei%_@eedéa on board by the end QE the b&g{
;> | " period, howevér*%is A&F quite th;i%gfal number 9f ngw employeesvthéf.need$ .

to be hired during the base perﬂg;.' This is because ‘Zome of the people

7

that will need to be hired during the base period can be exﬁecféﬁ'to Ieavéf ST

7
before end of the base period. -

»

For. example, suppose the base period is one year long. Asguminé that

new hiring\ff evenly distributed over that year, the new hires still on i

-

board at the end of the base period will have an average length'of service °

.

of 0.5 year. Suppose further that the groupr—P’equation shows that only
90% of new hires inmto the group are stillf{left at the end of 0.5 years

from date of hire. OQviously, then, if we need:to have 9 new;employees

. _— oy :
on board at the end of the base period, our total base period hiring will

have to be 10, not 9. { e~

. >
/ Thus HIREST first estimates the number of additional éﬁbloyees needed on

' // board at the end-of the perioé‘hnd then, using gﬁfetention rate.equivalent to

half the base period, estimates the number of ﬁéw“hires needed. For that
- ’ R -

fraction of total accessions who are expected to be new hires, the

retention rate is computed:from the grgup Lék equation. For that

fraéﬁion who are expected ig be accessions'to the group from elsewhere in
. B ’ * - [} ' - 2
. the Service, the retention rate is one-half the averagé'group rate for

the period involved. ) S : \

. : 33 o _ ' .
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With the number of additional. end-of-year emglo&egsi&:ft’from (a)"new hires and
(b) ‘accessions eétimated,'HIRESTlthen eét}mateé 1osses in these two groups 7
\“ ’ > t ¢

during each subsequentipériod-of the pfbjecgion. The "ne&'hi?es" '
‘ . .,

employee retention ' over subsequent years 1is estimated from the L-P

’

cgrvgxkfor 0.5 to 1.5 years, 1.5 t052.5 years, etc.). Retention for
. ’ 4 ~

e

"accessions' employees is assumed be the 5dme as for the retained

original group population as a whole. ¢ T -
’ \ : .

~ ; " LY - . s

This process is then repeated to estimate the number of new employees

/ ' '
needed for each subsequent year ot the projections.“

s I4

s .

Several additjonal polnts should fbe wade concerning specific features of

\

HIREST and the methodological assumptions that it reflects.

v

First, HIREST asks tor input of the proportion of total accessions who - '
will be outside hires and usegs this figure for all projection years without -

change because it 1s our experience that the proportion of outside hires
. ' -
to other accessions in most vccupations is the result of continuing staffing
- 3

\

policy and practice, aund as guch, tends to hold constant.over ‘tipe

regardless of changes in total employment trend.

P ' ' '

Second, as indicated eariler, HIKEST assumes that loss rates among new
accessions from elsewhere in the service will be on a par, for practical

purposes, with the loss rate among continuing employees. In, some cases, ¥
: rd

-~

{ ;
there may be some difference .in total rate to be nofed, depending on the

sources from which in-service accessions are drawn, or in. the relative ’ P
LR i .

. o = -
distribution of losses by type (proportion of retirements, etc.), Im

- " most cases; we would expect these differences to be minor except (a)
. - 335 -
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Whete the ex st;ng w0rkforce contaih \glstrongly dlsproportionate share

who are new hir

is unusually low.,

1,

In such cases, the absolute

of losses estimat d ce? bq/expectaftn vary somewhat from actual
3

-V

N

A

-The rela.tive effeét;s of changing projection parameters, hdivever,

N
3 .

R

Third the RIF subsé%ti n' employs a-s}mplified method of RIF-effect

estimation which does n

~

/ vexpeeted toébe reliable_(tdrnover goes up when empIOyment rises;

.~

Y

of retirement eligfbles or (b) where the rbportion of totaP accesslons

level

experience. -

can be”’

eft.).

differentially reduce the gopulation ig§"Lest—

%,

Hired, First-Out' order, since RIF situations frequently vary in this ¥

reSpect. As a result,

as much of a drop 1n the flirst period(s) following a major RIF as may ‘b

»{to be very large.

»

the 1OSb xates ebtimaxed by HIREST may npt show,&ﬁ

actually be likely to occur.-,{

In wmost cases, tEfiig}ffﬁfegze‘;s unlikely

«

Correctionifor this specialulase, however, would 1@

require additional program features and ¢ mplexities which are beyond the

r

" scope of.a basic-type program.

Y
a

’

And finally, HIREST projections show only theﬁigojected "expected

values" - i.e., HIREST does unot compute the pr

of expected values, as does the LOGPRO program.

This 1s because -

HIREST is a hybrid program using both probabilistic methods (L-P

technique) and deterministic techniques (the ayésarial—table subroutines).

K

Since the probable error range of the actuarial componehts is not known,

AN

the probable erbfor of the resulting overall projections cannot be

N

-

readily determined.

- 336 -
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STAFFING NEEDS PULANNING COMP.U,TEB PRCGRAM: :
A . e "
, . . HIREST: ™
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2
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¢ :
. ' K\~ s : HIREST INSTR: P(1) PF(3).
*= COMPUTER[WRITTEN . - _ o«
BHIREST" IS A FORTRAN IV PROGRAM -FOR ESTIMATING L03s BATES AND -
HIRING NEEDS PN A SPECIFIC WORK-GROUP OVER A 1-5 YEAR PERIOD. ° )
1T REQUIRES AN, INPUT FILE OF DATA ON EACH GROUP EMPLOYEE (DOB, 7
_ EOD,SEX,SCD) AND “ENTRY OF - (1) THE NUMBER OF EMPLOYEES IN THE
» EILE,(2) THE GROUP LOG-PROBABILITY LOSS EQUATION, (3).EHE¢¢, v
EXPECTEQ, GROUP POPULATION DURING EACH YEAR 054 THE PROJECTTION
*PERIOD, AND (4) 'THE PROPORTION. OF TOTAL GROUP ACCESSTONS WHO
Nt\RE EXPECTED TO BE NEW HIRES. . : N
¥ ~

REQUIRED SUBPROGRAMS ARE DATE, LUSS, DEATH, DISAB, RETIRE: AND 7
ANDXP. ‘ : . o . \
b : ¥ ) ’
EXECUTION COMMANDS, * \ = ‘
. i . . , ‘ b +
COMMANDS FOR (A) TRANSLATING THE MAIN PROGRAM ANDREQUIRED
SUBPROGRAMS INTO MACHINE.,LUANGUAGE (I1.E., THE "COMPILATION® . v
PHASE) AND (B) LOADING THE 'COMPILED,PROGRAM AND SUBPROGRAMS
~INTO THE CENTRAL PROCESSING AREA ANB STARTENG THE RUN (I.E.,
THE "LOADING AND EXECUTION®™ PHASE) VARY ACCORDING TO THE -
COMPUTER SYSTEM BEING USED.

THE “HIREST" RUN BEGINS;

.« ENTER 5-SPACE NAME &t
* EMPLOYPE DATA FILE

THE OPERAYOR RESPUNULS b thickliin I1ht LUbt NAME OF THE GROUP -
EMPLOYEE DATA FILE (E G., SAMPLE ULATA FILE MP80I OR MP322).

(NOTE THAT: AlL DATA ENTRIES ARE rOLLOWED By A CARRIAGE-

RETURN.) - ' ’ >

»

"#MPBO

ORv i ,
MP322 v

-

NEXT Iyt COMPUILR Aonye

* ENTER NU..UF EMELUYEE C .
* IN (MP801) FILE

ENTER THE NUMBER [N lHIEGER ruRM (NU DEuIMAL POINT) AND FOLLOW
WITH A CR. r

NEXT THE COUMPUTER ASKS: . i

= ENTER (MP801) AS-UF (Il.t.,
- * CURRENT) DATE IN MU., YR. (E.G..,US5,/5)

ENTER THE DATE OF THE FILE CALLED PREVIOUSLY. " USE "INTEGER FORMAT: .
E.G., MAY 1975 = "Q05,75"." -

~ (NOTE THAT ALL DATES IN THIS PRCGRAM AND ITS FILES ARE EXPRESSED IN
THIS WAY. INDIVIDUAL DAYS ARE IGNORED.)
L - 339 - , .
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L HiREST INSTR: 'PJ(/Z)'OFA(BO
. <. N sTR: #(2) 0709

&= COMPUTER WRITTEN :
' R

. ; Voo
Cyexre 0. ' j %k’

4 -

~-
* ENTER A, "B.OF (MP801) L-P, EQUATION S —

. . - . ) s

\  _THIS REFERS TO THE GROUP . LOG-PROBABILIT .E0§§ EQUATION (SEE DOCU- ,

e - 'MENTATION FOR COMPUTER PROGRAM "LOGPRO"). SUCH , EQUATIONS ARE OF Sy

THE FORM FAY)=A+B(LOG X). IT IS THE A AND B COEFFICIENTS WHICH -

",ARE NEEDED HERE DO NOT FORGET TO ‘ENTER THE NEGAfTVE SIGN FOR -

" THE B-VALUE. SHOW DECIMAL POINTS. E.G.:. o -
¢ N . | : IM ‘_.I * . P RGN
.9022,-1. 0 .. L S
. NEXT THE COMPUTER ASKS: ™ . ' BN \k\; S
* ENTER NO. OF FISCAL YEARS o ‘ . . ”l

* PROJECTION WANTED (1-5) e
T ENTER THE NUMBER DESIRED IN INTEGER FORM EG., . : .
S ! - R

L4

'NEXT THE . COMPUTER ASKNOR INPUT OF THE OATA ITEYLSB NEEDED TO P‘AKE

3

\ ThE DESIRED PROJECTIO

P 13

'* ENTER MO., YEAR OF *START A i , \
* OF FIRST FISCAL YEAR (E.G. .%ﬂo 76) .

. SELF Exﬁ}kNATORY oogoatR 19ﬂ6?: "10,76". - : t v 1\

® ENTER (MP801) P aULATIONI
*'AT START OF &f Y (1976)

ENTER POPULATION DATA IN INT’EGER F@MAT THE COMPUTER CONTINUES®

N

% ENTER (MP801) Popuggrxun R |
’/”AT END OF FISCAL %gfn , j
* ’ X .

* 1974

ENTER DATA INDICATED. COMPUTER CONTINUES TO REQUEST END-OF -YEAR .
POPULATIO FOR EACH OF THE YEARS OF THE PROJECTION.

NEXT THE COMPUTER ASKS: | .-

* ENTER FRACTION)OF (MP801) TOTAL L. :
* ACCESSIONS WHO ARE_NEW HIRES (E.G., 0.25) - R

ENTER THE INDICATED DATA, BEING SURE TO SHOW THE NEGESSARY DECIMAL,
POINT. at
FROM THIS POINT ON THE PROGRAM RUNS AUTOMATICALLY , PERFORMING
THE NECESSARY COMPUTATIONS AND PRINTING OUT THE RESULTS IN
T TABULAR FORM. THE COMPUTER THEN ASKS:

N o
, m}, - 340 - . . K
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- L. v HIREST INSTR: P(3) oF (3) K-“ﬁ
% = COMPUTER WRLTREN -~ 97 .~ -

N . Ly “73 2

. IF NO FURfHER RUN IS NEEDED, ENTER *N*. IF A ®y® xstN%ERED;thE ,” Y ‘fﬁw
COMPUTER THEN ASKS? , \ ) : S

— * (1) FROM Topf OR 2) WITH_NEW !MP.T DATA ‘ ,/{ EERR A
T % () OR 2) N R S

L .X Rbl&l, AGA]’N? (Y\ OR

73

© IF *i% IS ENTERED THE PROGRAM RECYCLES TO THE FIRST STEP. STCTL I A
7 IS ENTERED THE RECYCLE [S-T0 THE QUESTION: . SRR

. * ENTER NO. OF FISCAL YEARS . , : - LR
* PROJECTION WANTED (1-5) _ LA o G o

. o N . ,/ ' | \ e -

A}

L
]

: . . VA \
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. STAEFING NEEDS PLANNING-COMPUTER PRGGRAM: -
A e o ' |
s . . HIREST . ' ' "
o B / o\ C
s ' T :
v .
~ N A '
- 'Z .
_ / . e
w // restamin, « ) */
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e PAGE 1
PLOYEE OATA - .
ROUP L-F-.* <. . . =~ P
, EQUATION, FUTYRE' EMPLOYMENT LEMELS (1-S\YEARS), ANO '
. PROPORTION OF TOTAL ACCESSLONS WHO ARE NEW HIRES. ' .o

Hl
C B
C
C
C
.\3 PROJECTS LOSSES OUE TO. L-P CURVE, OEAJH;JDJSABILIIY,J"U' " T
C
[

REST } s &
MAIN PROGRAM HIREST. INPUTS FILE_OF K
(008,E0D, SEX,SCO) . */ REQUIRES ‘ENTRY.OF

e

ANO' RETIREMENTS; ESTEMATES RIF LOSSEST ESTIMARES — =7'w” = .
NEW HIRES ANO ACCESSIONS.. REGUIRED SUBROUTINESY ™ ™% " .. -
) . DATE;, LOSS; 'DEATH, CISAB RETIRE, ANOXP. (3/75)° °~ & Y T
o .~ OIMENSION PQP(7,14),MPREC¥200,12),SUML(6),SUMO(6), + T

Py

1 SUMOI(6),SUMR(6)X,SUMSEP(6],HL(6)HIR(E), v ~ . L % v
2 ACC(6),SUMH(6),PCT(6,6),R(6),RIF(6),IYR(S)
40 \-WRITE(5,50) , - S
50 FORMAT(//,1X, ENTER S5-SPACE NAME OF ~,/, 0 : : :
' I 11X, EMPLOYEE OATA FILE™,/) , . . *
_ REAO(5,80)NFILE . . : - : ' <4
o FORMAT(AS) ¢ o : ; o
REPOR CALL IFILE(20,NfILE) , : ' -
‘ "WRITE(S,110)NFILE _
110 "FORMAT(//,1X, ENTER NU. OF tnPLOYEEDS /., '
. - 1 aX,7IN T,AS,T FLET,//)
N READ (5, O)INEMP
140 FQRMAT (14)
WRITE(S,170)NFlL ¢t . .
2170 FORMAT(// X, TENTLK ~,av. " AS UF (LR, 7. 7, ) .
. 11X, CURRENI) OATt IN m0., YR. (E.G.,05,75)7./) P,
READ(S5,*)MM,MYR . - .
, WRITE(5,210)NFILE , &
210 FORMAT(// ,1X, TENTEKR A@B Ur LAY, T L P EQUATIONT /)
READ(5,%)A,B - ‘
\ 00 245 .Lg1,NEMP
READ(20,240) (MPREC(L . 1), J-1.13)
240 FORMAT(1311)
245 CONTINUE
WRITE(5,260)NF11 ¢t -
"260 FORMAT(// X, FILt ",As, REAL. NEXT37,//)
270 WRITE(S5,280)
280 FORMAT(JX, ENTER NU. OF FISCAL YEARS™,/,
1 1X,"PROJECTION WANTEL (1-5):7,/) ) '
REAO(S5,310)NYPRO . .
310 FORMAT (1) '
N NT=NYPRO+1
NPOP=NYPRO+2
WRITE(5,340) .
340 FORMAT(/,1X, ENTER rw., vtax U STARIT) Y
WRITE(5,350) . _ - : S
350 ‘'FORMAT(1X,”0F FIRST FISCAL YtAR (E.G., 10,76)7,/) . %
360 - REAO(S5,*)MO,NYR . :
IYR(1)=1901+NYR
IF(NYPRO.EQ.1) GO 10 430 . jfé , -
00 420 [=2,NYPRO : S A e
J=1-1 e
IYR(I)=IYR(J)+1 o \
420 CONTINUE ° '
430 " 00 460 I=1,7 ~ : LN Lk

- 345 - \\\B . )
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t Co e
4 HIREST .« : D —r , o
DO 460 J=1,14 ' o
: POP(1,4)=0.0
* 460 CONTINUE
(1,1&) NEMP,
(1,13)=NEMP
CALL DATE (MO,NYR ,MM;MYR , BASE)
480 WRITE(S, Q90)NFILE IYR(1)
490 . FORMAT(A/,1X,”ENTER ~,AS5,& POPULATIONT,/, : .
. ! I1X,”AT START OF FY ‘.Iu “:v7) T
. READ(S5,520)NST - S :
520  FORMAT(I4) ‘ o
: , POP(2,14)=NST
WRITE(S,550NFILE . .
550 FORMAT(// 1X,"ENTER ~,AS, P@PULATION /._'
1 “AT END OF FISCAL. YEAR™) .
DD 630 I=1,NYPRO | y L
S Jd=Iw2 . T e
WRITE(5,600)1YR(I) . o .
600 , ORMAT(/ 1X,14,727,/7) L ‘ .
. READ(5, 620)NEND E BN
.620 FORMAT(14) . S ' .
630 POP(J,14)=NEND
640 " WRITE(S,650)NFILE C
650 FORMAT(//,VX,"ENTER FRACTION OF ~,A5,” TOTAL™,/, ~ o
: 1. 11X, “ACCESSIONS WHO ARE New HIRES (E.G.,0.25)37,/) °
READ(S 680)PCTNU
680 MFDRMAT(FS 3) :
. 'D0 .760 I=1,6 . -

. PAGE 2

= .-'
e

0. ) ] L
| )20.0 LT - -
. SuMD(I1)=0.0 : -
' (

760 CONTINUE v "
~ DO 780 I=t,6 . ~ : ) -
780 " ., HL(1)=0.0 : . &

- DO 1170 [=1,NEMP ’ : =G
MDOB=10*MPREC(I,1)+MPREC(I.,2) ’
NOOB=10*MPREEG(1,3)+MPREC(I,4) s

\CALL DATE(MO,NYR,MDOB,NDOB,AGF) -,
TIM=10*MPREC(T,S)+MPREC(1,6) :
NTIM=10*MPREC(1,7)+MPREC(1,8) ~..
. 'CALL DATE(MM,MYR,MTIM,NTIM,T1) '
g CALL DATE(MO,NYR,MTIM,NTIM,T2) : :
. MSCD=10*MPREC(I,10)+MPREC(I,11)
NSCD=10#MPREC(],12) +MPREC(T,13) .
CALL 'DATE(MO,NYR ,MSCD, N§CD SERV) ,
SEX=MPREC(1,9)
*\.D0..1170 J=1,NT _
CALL LOSS(A.B,T1,T2,PL) -
CALL DEATH(AGE,SEX,PD)
CALL DISAB(AGE,SEX,PDI)
" CALL RETIRE (AGE,SEX,SERV gR)
IF((BASE £Q.0.0),0R +(J.NE. 1)) GD TO 1000

R S




1000
a

. 1060 -

1260

1263
1270 -

1370

ilﬂlREST

RK=R(K) -

R e - v S
PD=PD*BASE = . - R PAGE 3 T

%" PDI=PDI*BASE S
-~ PR=PR®*BASE" - T

ror—PproéPox+PR T _ &
IF(TOT.GT.1.) Tot=1. \ P
R(J)=1.-TOT - iy o . L
IF(J.EQ.1) .GO:TO \oso . ' :

K=d-1 PR 'Y
R(J)= R(J)’h(x) 2 - /3;5‘

IF(J.EQ. 1)RK=1. v . ‘)
POP(L, V3)=POP(L, 13)+R(J) ' :

L=J+1 - e g . -

" SUML (J)=SUML (J) +PL*RK R - ' T ey

SUMD(J)=SUMD(J)+PD*RK ' - N o
SUMDI (J)=SUMDIT (J) +PDI*RK — . :
IF(TOT.EQ.1.)PR=1.=(PL+PD+PD1) . .

SUMR(J)= SUMR(J)+PR*RK N -

T1=T2 o 3
T2=T1+1, ' P ‘ ' R Lo o

AGE=AGE+1. Y : e o T

- SERV=SERV+1. : . “ . S
CONTINUE -

BMULT=1, /ANDXP(A+B*ALOQIO(BASE/2 )) S ‘
BINP=POP (2, 14)-POR(2,13) . o : Lo e
IF(BINP)1260,1210,1210 .. o 8 " e
HIR(1)=BINP*PCTNU*BMULT . Y
ACC(1)=BINP*((1.+POP(2,13)/POP(1,13))/2. )*(4.-chnu) . L
POP(2,1)=BINP*PCINU |, ' B G0
POP(2.2)=BINP-POP(2,1) » | -
HL(1)=(HIR(1)-POP(2,1))+(ACC(1)-POP(2,2)) . o '
GO TO 1270 e
RIF(N)= ABS(BINP) ‘ €« :

DO 1263 LO=2,NPOP . Co
POP(LO.13)=POP(L0.l3)-RIF(l); N
CONTINUE ' :

SUML (1)=SUML (1)+RIF(1) - ”
Ti= BASE o

" DO 370 1=3.NPOP
T25/T1+1.
CaL LOS&&A;B.(L!T7.P1) ,

KeI-1

Lt=J-2

PL=1.-PL

POP(I1,J)=POP(K,L)*PL

Ti1=T2 ) :

J=J+2 ' r ' L}

CONTINUE . . -/

J=b ..
,3D0 1450 1=3,NPOP- .

fK=121 - .
L=J-2 : - |

" RATE=POP(I, 13)/B0P(K,13)
POP(I,J)= POP(K L )*RATE \

= 347 -



C HIREST . | L Lo 'PA%E 4

- 9=d+2 . ' : '
luso CONTINUE e
‘ BMULT=1. /ANDXP(A+B*ALOGIO(0 5)) . L .
DO 1796 1Y=3,NPOP - '
T1=0.5
LH=1Y-1.
. SUM=0.0 - -
DO 1530 LSUM=3,13". N
. SUM=SUM+POP(1Y.LSUM)
+1530  CONTINUE | | . -
‘  BINP=POP(1Y, 14)-SUM L . |
o IF(BINP)1785,1782,1550 b o S
1550 HIR(LH)=BINP*PCTNU*BMULT oo (L1302 /2 RN
ACC(LH)=BINP* ((1.+POP(LY,13)/POP(LH,13))/2.)*(1.<PCTNU)
POP(IY,1)=BINP*PCTNU :
POP(1Y.2)=BINP-POP(IY,1) 3«
HL(LH)=(HIR(LH)-POP(IY, l))+(ACC(LH) Posasi\\

IF(IY.EQ.NPOP) GO TG 1796 -

N . T1=0.5
. : IRNEIEES
DO 1710 1=1J,NPCP _ :
T2=Ti+1. . \\} C
. CALL LOSS(A,8,T1,72,PL) , ' '
. "PR=1.-PL , S . B e
» K I—] ) ’ e .' [
- L2J-2 /
BRI POP(1,J)=POP(K,L)*PR _ '

a

1710 CONTINUE
J=4
DO 1780 I=1J,NPCP
K=1-1
( L=J-2 .
: RATE=POP(1,13)/P0OP(K,13)
. . POP(1,J)=POP(K.1 Y*RATE ' _ .
. J=J+2 . .
1780 CONTINUE
_— GO TO 1796
1782 . HIR(LH)=0.0 -
ACC(LH)=0.0
GO TO 1796
1785 RIF (LH)=ABS(BI1yP)
- - HIR(LH)=0.0
ACC(LH)=0.90
SUML (LH)=SUML (Lh) +RIF (L#)
DO 1795 LB=1Y,NPOP
- - BA=POP(1Y,13 o
)« -+ POP(LO,13)=F P(LO,W3)—RIF(LH)*(PDP(LO,Ii{(BA) ,
. 1795  CONTINUE - N N
1796  CONTINUE : - e
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© .pO 2170 I—I.NT

s SUMSEP(I)'SUML(f)+SUMD(I)+SUMDI(I)+SUMR(I)
0.7 IF(1iEQ.1) GO TO 2110 -

SUML (1)=SUML(I')/SUMSEP (1) , L \
S . SUMD(I1)=SUMD(I)/SUMSEP(I1) ; :
b T, SUMDI(I)=SUMDI(I)/SUMSEP(I) o '
ot T USUMR(T)= SUMR(I)/SUMSEP(I) ' o S,
. . =1+ o = . S
.7 SUM=0.0
g . DO 1910 L~25ﬁﬁ 2
5 o MSL+2 /
- . '+ SUM=SUM#(POP(I,L)- POP(J M))
.~ “1910°  CONTINUE :
Q= SUMSSUM+(POP(I,13)-POP(J,13)) >
. ‘SUM=SUM+(ATC(1)-PDP(J,2)) . : -
S . SUML (T)=SUML (1) #*SUM ' : o
: " . SUMD(I)=SUMD(I1)*SUM
SUMDI (1)=SUMDI([)*sSumM : x _
SUMR (1)=SUMB( 1) *SUM : e

- :SUMM=0 |
‘ DO 20(6 L=1,9,2 . - S
: " M=L+2 - =

: SUMM=SUMM+(POP(I,L)-POP(J, M))
2020 CONTINUE -
: . SUML(.1)=SUML(I)+SUMM+(HIR(I)-PDP(J, 1))
SUMSEP(1)= SUML(I)+SUMD(I)+SUMDI(I)+SUMR(I)
2110 EN=POP(I,14)

CPET(I1,1)=(SOML(I)/EN)*100. ' : ‘
PCT(1,2)=(SUMD(I)/EN)*100. v
PCT(I,3)=(SUMDI(I)/EN)*100.

PCT(1,4)=(SUMR(I)/EN)*100.
. PCT(1,5)=(SUMSEP(I)/EN)*100.

2170 CONTINUE |
DD.2200 I=1 : i
SUMH(I)zaxR?r)+Arc(r)

2200 CONTINUE N

: * WRITE(S,2220) ,
. 2220  FORMATY/7,17X.~SUMMARY DF ESTIMATED | DSSES AND GAINST)
WRITE(S, 22&0)(1YR(1) 1-1 NYPRD) ’
2240 FDRMAT(//.IX,‘PFDInn" T(RASF) TLI4 B (6EX,TH))
WRITE€5,2260) .

2260 FORMAT(/,1X, "POPULATIDN:")
: WRITE(S, 2280)(PDP(I.IQ).I—I NT)
2280 FORMAT(/,3%, START™,1X,6(6X,F4.0)) e
WRITE(S, 2300)(POP( ,14),1=2,NPDP)
2300 FDRMAT(BX “END LE(BX,FU, O))

WRITE(5.2320) .
2320 FORMAT(/,1X, "EST. LOSSES™,6(" ND. £ 7)) v
L NRITE(S.ZB&O)((SUML(I) PCT(I 1)),I=1,NT) : .
2340 FORMAT(/,3X,”LOSS * L,6(F5.0,F5.1))
: ’ WRITE(5;2360)((SUMD(X),PCT(I.2)). =1,NT)
2360+ . FORMAT(3X, DEATH “L,6(F5.0,F5.1))
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Lo ‘NRIJE(S 2380)((SUMDI(I),PCT(I,3)),I=1,NT) . ’
‘2380 FORMAT(3X,”DISAB. ~,6(F5.0,F5.1)) . .
. . WRITE(5, zaoo)((sunk(x).Pcr(r;h)),Jzi,Nr) |
2400 FORMAT(3X,“RETIRE =,6(F5.0,F5.1)) ‘
- . WRITE(S, 2#20)((suns P(I),PCT(I,5)),I=1,NT)e
;2azo;_‘ FORMAT(/,1X, " TOTAL T,6(F5:0,F5.1)) . . k
S a0 WRITE(S, 2a32)(RIF(I) I=1,NT) - ' . ~E
'2432 FQRMAT(/,3X,~ *(RIF) - 7,6(F5.0,5X)) / ,
. - WRITE(5,2440) 4 o B
2440 FORMAT(/, 1X,7EST. GAINS®,/) = . S
WRITE(S,2460) (HIR(1), I=1,NT)" v
2460  FORMAT(3X,”NEW HIRES ',6k§350,5x)) . : -/
 WRITE(5,2480) (ACC(1),1=1 E .- . ¢
2480 - FORMAT(3X,”ACCESSIONS™,6(F5.0,5X)) . o\

) “WRITE(5,2500) (SUMH(1),I=1,NT) . \ o N
2500  FORMAT(/,1X,”TOT. GAINS *,6(F5.0,5%)) \ - | o
WRITE(5,2520) °
zszo‘ FORMAT(///,1%, RUN AGAIN?. (v R N)- 4?1

READ(5,2540)1X  ° ”
2540 FORMAT (A1) _ : : - A
{ IF(IX.EQ.”N") GO TO 2620 ; , .

- -WRITE(5,2570)
2570 ,FORMAT(/ 1X,7(1) ‘FROM TOP; OR (2) WITH NEW EMP.T DATA” ./
1 1X,7(1 OR 2)7,/) . _
. READ*(5,2590)12 ‘ . . _ -Ef

s

2590  FORMAT(I1)
o IF(1Z.EQ.1) GO TO 40 S

GO TO 270 ~ B i
2620 __ STOP - | .

c.END"u 2
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DATE(MOI ;MY I, MOF ,MYF ,DAT)

DATE
 SUBROUTINE
 NY=MYI-MYF
» " NM=MBI-MOF
EN=NM .
EN=EN/12. .
- ENY=NY ,
_DAT=ENY+EN - ‘ .
& RETURN a |
% END
LY
2 {->.=
. .
N}
’k_‘
]
- 351 -
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REE "l
can, k : e T
. L0SS . _ -
' SUBROUTINE  LOSS(A,B,T1,T2,PR)
PT1=ANDXP(A+B*ALOGIO(TV1)) ~
. PT2=ANDXP(A+B*ALOG10(T2))
PR=1.-PT2/PT1

RETURN . '
: L

o ERD v ST

. .
"
l ~
\ '
<
\
l.
¢ o1
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50

85

60

. DEATH

" 'SUBROUTINE. DEATH(AGE,SEX,PD)

_END

IF(SEXZEQ.1.)GO TO 50

IF(AGE.GT.60.)GC TO 40
PD=10.%* (-4, 07789+ 03503*AGE)

‘G0 .T0 60. - ’
PD=10.%* (-4, hh3573+ 0#0977*AGE)

GO .TO 60

- IF(AGE.GT.60.)GO TO 55
PD=10.%*(-3.98803+. 02685*AGE

GO TO 60

PD=)0.**(-5.490235+. OSIIB*AGE)

RETURN

ye

S
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" oisas - ~
7" SUBROUTINE DISAB(AGE, SEX,PDI)
v IF(SEX.EQy1.) GO TO 50

 PDI=10.%+(-10. 25073+a a715a-ALosno(AGE)) | v

" GO 7O 60. .
50 PDIS10,.**(=9.05390+4. 19356-AL0510(AGE))
60 RETURN- -
B .. END
>
X
X S/
& v ‘
'l
.
-
P
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UBROUTINE RETIRE(AGE SEX SERV PRET
, DIMENSION RML(13), RFL(IB) RMM(I6) R M(lé)
DATA (RML(I), 1-1.13)/ 06..05..06..ll..09..09..1.. yo 11, 7
1 12..13..1& 1./, (RMM(1),1=1,16)/.25,.16,.15,.15,.16, )
2 r.2!..19..18..18..19..23..22..22..23..62 ./, (RFL(I),
.3 I=1,13)/. 08..06..07..12..1..l..lB..lh..lB..l6..l7.
L4 18 1./,(RFM(1),1=1,16)/.29,.2,.18,.18,.19,.26,.2,
5 22..19..18..23,.21..2..22..61.l /
S . IF(((AGE GE.55.).AND. (AGE.LT.60.)).AND. (SERV GE.30.))
‘ : .1+ GO TO 150
: IF(((AGE.EQ.60.). OR. (AGE EQ.61.)).AND. (SERV GE.15.))
1 GO TO 200 N
IF((AGE.GE.62.).AND, (SERV GE.5)G0 TO 250
PRET=0.0 )
- GO TO 340
“ 150 YR=AGE-54. :
. I1YR=YR . =
- IF(SEXJEQ.2.)PRET= RMM(IYR)
IF(SEX.EQ.1.)PRET=RFM(IYR) - 4 . .
GO TO 340 ‘ .
' 200 YR=AGE-54. o
[ YR=YR
IF(SEX.EQ.Z.)PRET=RMM(IYR)
IF(SEX.EQ. )PRET=RFM(IYR) ) ' ) .
.. GO TO 340 . ! -
250 IF(SERV.GE.12.) YR=AGE-54. . : '
IF(SERV.LT.12.)YR=AGE- 61 - ‘ °
I YR=YR )
“IF(SEX.EQ.1.) GO TO 320 C
IF(SERV.GE.12.)PRET=RMM(IYR)
IF(SERV.LT.12.)PRET=RML(IYR)

r

: GO TO 340 o
320 - IF(SERV.GE.12.)PRET=RFM(IYR)

,IF(SERV.LT, 12,)P0FT 0L {TYN) S .
340 'RETURN .

FND

{
v
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7%.  ANDXP . . . ' . o PAGE 12
' © FUNCTION ANDXP(X) ' RO
S C. ACCUMULATIVE NORMAL DISTRIBUTION FUNCTION. APPROXIMATES L
C - FROM X (70 + OR - oooooou). (NBS 55.-P. 932) L
- X1= ABS(X)
T = 1.2/01.+ 2316#!9*Xl)

ANDXP = 1.~ .3989#23*EXP( (Xl**2)/2 )*(. 3|938|5*T-.3565638*T**2
1 +1.781478% %31 _821256*T* +|.33027h*T**5)
IF (X.L7.0.0) ANDXP = 1.-ANDX .

RETURN | .
END o -
. —_ .
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y

he programs‘descrihed in this handbook are all written An ﬁbR%%AN v
and are designed to-be run on a time sharing ‘computer system, . As much
~.as poseible these programs are written in' standaxd straightfo rd o

. - FORTRAN which should adapt to any timeé-sharing systemi.  Despite ; his,‘lf L
hoWever, there will probably be’ system differences which will re uire K: JA

user to makg/some editorial changes in the programs, ;“ o ’ vﬁ

b . N

-‘There are two points in the'p ocess of entering and running a prpgram )

into the computer wheré such ifferences will become knaown. The"following

steps give a general outline of the process and: show Where system i

differences may ‘pop up. ' : S A -
1; Enter the program into the computer 1ine by 1ine (from a’
S Program Listi g) | i .'—*;;(;/ ey . “ « Po
. 2. Store the program under fts given name (using a command such
Cand "SAVE")

41 ) . .-

\ ‘
,; Compile'the program" The command for this will vary from T
) .8ystem to system and will, in many cases; cause the. computer

. g{ to print out compilation error messages which will be the -,.ffé
\ 1) res 1t of system differences. o -

Po-
rorv

f compilation error messages occur, upe the system 8 editing
rocedures to change the program lines causing the messages.
Repeat steps 3 and 4 until there are mo more compilation
messages. . a
{: 5. Run the,program .Here again, commands for this step vargﬁu S
" from system to system and what are known as execution er nrvﬁh
messages mayoccur. These messages mean that further editing !
of the prograt will be needed. ,
6. , Upon the elimination of the execution error messages, the:
 program should run and give the desired'analysis.reﬁults

P
.

~

:{; Some of the areas more likely to need changingxas a result of error !
o messages are:

1. Input/Output unit numbers.,

| ) N . "44,,' ..9"

/ . . . ,.,1 “.

2..//Ihe process of calling up data files.-
gy o The symﬁols used;for continuation and comment lines. ’

r
Lo
(S
\O_
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e




N

W

‘(‘.'- . . ' +

5 4 Control characters in FORMAT.statementsk

BN ’ : . R . N

5. Line format. -
, N A . . 'c

6. Use'of specificntion statehente.

s

. -

. All main programs and subroutines gre entbred ‘and storeq separatelya At ‘
 ruii time the method of calling up a set of m¥in- _program plas’ subroutines s

'will depend on the rules of the time—sharing sttem being used

-When running, ‘each main, program will ask to be given data. The form -
of the reSponses to these questions is discussed both 'in the chapter "'

B

.e'Althoééh the programs are written for a time—sharing environment, they
. may be,adapted for use in batch systems.

I1f further assistance 1s 'needed either in the running of these programs

.or in revising the programs to adabt tq a- partioular use, -contact the

address in-the Preface. . . . )
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