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PREFACE

.This handbook As a product'df rte U..S. Civil. Service Commission'S '

continUing program of manpower planning research. Eatlier Stages:of
thi,s research have been pUblished in the former 'Federal Workforce
OutioOk and Current Federal Workforce. Data publications series.

1)'.This'handbook is divided into two' main parts, a narrative text and a
LserieS of appendices. The text deals. with three principal topics:

Staffing needs planning policy matters
(Chapter 1);".

Manual methods of .projecting turnover losses
.

(Chapters. 2-5X. And ,

A i

Compute meth for analyzing turnover, advancement and
.. hiring needs '(Chapters 6-10).,

.

The appendices provide,detailed documentation on the manual methods
and the computer prograta, Ahcluding full computer program listings,
operation manualsPand technical analyses.

,
WiOin the text, all statistics:are presented inanielementary, step-7
byllitep manner which thoroughly explains and displays all the techniques
which are utilizede, This method.of presentation waschosp to.accom-
modate the wide diver9ity of skill levels of the audiences for which
the handbook has been written. Thus. the h'andbook Can be.understOrand.
used by pap].' with any revel of quantitative knowledge:- pitm

who have ve v few quantitative-skills pl those whO are techrii ally.
,

prpficient. in addition, the handbook can be used by organizatonJ
with any type\of dar.a Rvstem7 frOm manual rocorOeeping r" qnpbiqrioated
(Imputer sysOnms.

These poliCies, procedures, and computer 'programs are c'ffered for
optional and developmenta.l use only. They may be,used in whole or. in
part by any agency or organization whiCh desires'to do so. in no sense,
,then, should theirse be considered mandatory on any Federal or non-
Feeral Office or organization.

4

Bein$ developmental in nature,' we would 'expect that these policies and
programs will not necessarilybeunAformly effectiVe under all types of
field conditions. We would welcome inforMat on from users as to their
experience with this technology., and would, w. come inforMation on the
changes, or suggested changes, which users ay find necessary or desir-
able under field conditions.,
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Also; Oe Commission stands ready. td proVfde whatever assists:ice. itdcan
to organizations interested in studying o applying the techniquelu on,

-
6ainedlherein.

If yoU have,any questions or information, Or would like to discuss
.poSsible Commission -assistanoo, in Your organization, please address,:

BureaU'of, Policies and Standards
U.S. Civil Ser4ce Commission
WaShington, D.Cf. 20415

if
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Introduction

. ,

ClIAPTEll

. .

STAFFING NtEDS PLANNING

One of the central taElks of personnel senagement_is to help agency
management acquire the numbers and kinds of workers required to carry
out the organizatiap's mission. Obviously, to do tilts. it is first
necessary to identity what the organization's staffing needs are. :Only
then can personnel management actions and programs to meet these needs'
be planned and carAed out.

In the paSt, organizational staffing needs have been customarily deter
mined by such means as Teceipts of SF-52'S,\Reqdedf-fdf PersonneI:Action.,
These informed personnel officials of the existence of.vacancies that
needed to be filled. In some cases, personnelofficials were given.'
;advance information by manageMent of the impending establishoiept of!new
or additional positions which would soon have to be filled. lh general,-

was expected-that personnel officials would, draw upon both types of
data sources for identifying total organizatiOnal staffin4,needs.

.

.
.

,
.

'.. Increasingly, { however, these traditional methods have proVed ineufficiant.
As the Federal workforce has continued to evolve from a.largely clerical
structure to a largely technical and Professional:structure, the average

,r, Igieral.employee skill level- -arid thus the average qualification
ev

require -
mentsments kel-- steadily increased. This has meant a co- rresponding in-
'.crease ihth lead time necessary to train the average Federal hire' up
to full-performance level. .Lead times ofy2-3 years for, development of
an average full-performance workerare now the rule, not the exception.
This means that in many fields, trainee hiring must increasitgly,be
keyed,, not to current vacancies, but to full-performance vacancies that
will be coming up 2-3 years from now.

.

Another recent development has added greatly to the need for anticipating
0.

, 'future ataffing needs: the adventiof multi-year Federal program planning.
Since so much of an organization's personnel management program isle'
direct,functiOn of the,brganizaEion's staffing heeds, the effective

es

multi -year planning of such personnel programs clearly requires that
future changes in staffing needs be identified well.lh advance of their
occurrence- -a task for which the traditiohal methods' of, staffing needs
identificetiOn are clearly inadequate.

.,..

4...

.Fo
,,

ie ,
.

r a variety of:reasons,then, contempciary canditiohyequire that
Federal. personnel managers develop MethOdsfor.anticipating future
organizational staffing needs and that these Methodsbe made apart of
the i!,ergonnel management function at alf

o
llikels.
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This anticipation of future staffing needs - -which is,called staffing
needs plannin--is one. part of the.dverall process-by which an'argant-
zaaon.plans f!tir its manpower. This total process is. called organize-
t n manpower jlanning. To get a proper perspective on the place of
affingneeds pl ning in the total system, we must carefully define

.

terms which eve in the past been used imprecisely.

Definitions and Responsibilities I

The term "manpower" combines the element "- power ";. or capacity to do work,
with.a collective' element indicating the source:of that power: 'i.e.,

map", in its usual generic sense'of "human beings." Originally used
to refer to the aggregate work capabiliti4 of the total labor force of
'a state or nation, "manpower" has come to be applied to the collective
labor force of any. identifiable functional,ettity--aforganization, -
industry, company, etc. Adding to this-the term "planning" gives us,
"manpower planning", a term in:common use throughout the, English-speakin
world .(and in literal translation, throughout the Westernized world) for
"the systematic planning of and for.the manpoOer requirements of a
specified functional entity."

Over the years, "manpower planning" has been applied to a variety of
rather different types of activities. One type is ofiented.toward
labor force analysis. This includes both (a) the development of'descrip-
tiye statistics showing the significant dimensions and components of a
specified labor force and their change over time, and (b) the conducting
of 'analytical and projective studies of the changes in, and the factors
relating to, the labor force features thus portrayed. This type of
activity is typif4dy the work of the Bureau of Labor Statistics and
the Bureau of the. Census.

A second type of Activity is oriented toward the development, admini=
.,,4stration and evaluation of manpower programs. This includes both (R)

programs to impiove the employMent status of particular groups or
segments of the labor force (e.g., equal employment opportunity programs),
and (b) programs to promote the optimization of manpower supply/demand
relationships in 'particular ,industries and/or orcuptitional areas.

Neither the analysis-oriented nor the program-oriented types of manObwer*
planning, however, have much in common with organization manpower
planning: the systematic planning of the manpower needs of individual
organizations. Organizational manpower planning has a different '

,purpose, uses different types of data, and--espec-Tilly--uses different,
speciali,zed methods hniques than does either of the other major

,types of manpower. planning.

- 4
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memaApywcs. FA-bailllUE, lb waue up OE two quite istinct.
aspects.

.

A
The first aspect of organization manpower planning is the planning of
the numbers and kinds of workers needed to perform the organization's
work. This is workforce planning.'

.The second is the systematic estimation of the numbers and kinds of
_future personnel management actions Which'will haN4 to be taken in
order to provide this required Workforce. This is staffing needs
planning:-

4
In theory, these two functions interact to form a continuous, coherent
organization manpower plariTing process. In practice, however, these
two functions operate, in most government organizations,'relatively
independently.

Wafkforce planning-- deciding what types of workers, and how many, are
to be present in the organization- -is a responsibility of agency manage-
ment. The manager may have. help in performing this function from such
management staff as "O&M".(organization and methods), "ORe' (gperations
research), or budget specialists. And in many agencies manaiement offi-
cials, as'a matter of policy, consult personnel officials on the manpower
aspetts of workfofce planning. (Cf., pp 8-9, below.)

. .

Staffing needs planning, on the other hand--planning the future personnel
managment actions, needed to provide the manager's required workforce -is
a respoffisibility of the agency's personnel director.

These two functions also differ in.their purpose and methodology. The
purpose of workforce planning, for example, is to answer the questions:

-- What kinds of workers.will be needed?

-- At what skill levels? And

-- How many of each?

The purpose of staffing needs planning, on the other hand,
the questions:

4

to answer'.

What types of future peraohnel actions, and how many, will be
needed to provide management's planned workforce?

Will providing the workfofce be feasible? (If not, what
changes will be needed?) And

-- What will providing it cost?

VI.

5
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On the subject o methodology, we would point out that thg methodology
of workforce planning, in its most typical form, is to start with (a)

estimatesolf expected workload, to which are applied, (b) measures or
asupptiafit of output Ter unit of labor tiA, and by this means-to
derfVe estimates of (c) the numbers and types of workers needed to

produce the expected workload. Workforce planning methodology, that 18,

uses workload and work measurement data and derives "required workforce"

plans.
)-)

The methodologyof staftins needs planning, on the other hand, is to
start with (a) the manager's "required workforce" plan, estimate (b) the

personnel losses and shifts likely to take place during the planning
period, and then to determine (c) what future pfrsonne management
actions will be needed to provide the required workforce. Thus,
staffing needs planning uses mostly personnel data and produces either

"'of

changes in management's workforce plan or summary estimates
"Of 4tat must be done to provide the required wrkforce.

It is the purpote of this handbook to set forth in substantially full
detail (a) the policies and features which characterize effective
staffing needs planning programs, and (b) a specific b4sic technology
for performing the key analytical functions of such programs.

Suggested Policy Requirements
qt

From the above discussion of the distinction between workforce planning

and staffing needs planning, skt is clear that a'clefinitive manpowei
planning policy is needed which will make explicit both (a) how these two
functions differ, and also (b) in what respects they are interdependent
and must function in close coordination.

In general, we suggest, that an effective overall policy would provide that:

1. Personnel management officials should recognize the workforce
planning aspect of organization manpower planning as the
direct responsibility of agency management; that

2. Stith personnel officials should provide. information and
assistance to management andjaanagement staff. in the
performance of their workforce planning kesponsibilities.
under policies and requirements established by higher.
management authority, the Office of Management and
.Budget, the President and the Congress; that

3. Agency management officials and management staff should

recognize the staffing needs planning phase of manpower
planniqz as the direct responsibility of organizatiqn
personnel management; and that

6



4. Such management officials should provide information and
jassistance to personnel officials in their performance of

the staffing needs planning responObilities under '

4-Olicies and requirements established by higher authority,
the Civil Service Commission, the President and the Congress.

In addition to a general policy, guidelines for the basic functions of
staffing needs planning programs should be spelled out in concrete
detail. We suggest that specific reference be made to the following:

1. information Functions - There should be provision for:

The regular transmission to organization personnel
officials of detailed data on the workforce structure
established or proposed by management for each phase-
ofthe organizatios planning period; and

The regular transmission to organization management
officials of the types of personnel management and
staffing needs planning information detailed under
"Workforce Planning-Functions," below.

2. Analysis Functions - Provision should be made for the
regular, scheduled analysis of manpower resources and
personnel transactions data. This may include'such
specific analyses as:

Treads in the occupational, grade or skill level,
and/or pay distribution of organization workers in
specified o

)
upations, functions and/or organization

segments;

Levels and trends of workforce'cymposition in parti-
cular occupations or functionsey such dimensions as
age, sex, minority status and/or length of service;

Levels and trends of employee retirement losses and /or,
eligibility;

,111,

,

- The pattern ancWor trend of workforce accession actions
(number and percent of outside hires at entry levels, etc.);.

..,)

- Levels and trbnds'in occupationa #advancement. patterns, i

inter-occupational flows, etc; and/or: ..

- 7 -
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e 3.

Levels and trendapof setupational and/gE organi-
zational loss.rateS due to quits, transfers, occupa7
tional shifts, etc..

.Staffing Needs Estimating Functions - Provision should be
made for the systematic estimation of current and future
stiffing needs in key organizations, occupations,or
specialties. This may include such specific activities as:

Analyzing the net workforce changes which Sill be
required during,each phase of the planning period
under_ management's actual or proposed workforce plans;

Projecting the numbers and types 4of vacancies that are
likely to occur during each phase of the planning
period due to such causes as turnover losses, death,
disability, retirement, management actions, etc.;

'ProjeCting, by and/or with the aid.of personnel
functional specialists (staffing, training, etc.), the
numbers and kinds of personnel management actions
which will be necessary under current or proposed
pprsonnel policies to provide the required workforce
when, where and with the skills needed; and

The preparation in aYmkeaient, hard-copy form of
written summaries of the results'of such staffing

,needs estimating activities,

4. .Workforce Planning Functions - Provision should be made for
the development and the transmission' to management of
personnel management and staffing need& data and analyso------,
which are needed for the effective performance of workforce
planning functions. This may include such data and analyses .

as:

Detailed assessments of the feasibility of providing
managetent's proposed workforce, bised on labor, market
limitations, the numbers of employees in.the
training pipeline, etc.;

- ..',Detailed analises of the means necessary to staff the

:proposed workforce (extent of outside hiring.at
entry level necessary, amount of employee training.or
re-training needed, etc.);

8
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Estimates of the direct and indirect costs of the
necessary personnel staffing actions (cost of'
recruitment, training, employee rel4ation, sepa-
ration and leave payments, etc:);

nformation on the impact on workforce post estimates
of new employee salary or pay schedulea, ob or
occupation reclassification.actions, emp oyee grade
distributions, etc.;

Analyses of the impact of the proposed program of
staffing actions on (a) the existing workforce
(advancement or retention opportunities for women,
minorities, handicapped, etc.)_and on (b) the
organization's responsibilifies for implement/4public

policies (EEO, upward, mobjaity, older
workers, veterans, etc.); and

Recommendations for changes in (a) management's
workforce plans (occupational or skill-leveDtrade-
offs, etc.) and/or in (b) organization personnel
policies or practices (policy on outside hiring,
etc.), based on the above.

5. Personnel Program Planning Functions - Provision should be
made for the utilization of the above-described data and
analyses ?n the establishmentoof operational goals and.
objectives for the various personnel management functional
-activities. and in the development of personnel management
budget estimates.

6. Data System Functions - Provision should be made for an
effective data system for obtaining, recording and
furnishing the data needed to support staffing needs
planning functions. Such systems should include specific
prolisions for obtaining and recording needed data on the
workforce plans and proposals made by organization manage-
ment as part of the workforce planning and budgeting

-

process.

7. Evaluation Functions - Staffing needs planning aystems
should make specific provisions for the regular and systematic
evaluation of the, above-described manpower planning policies,
pigcedures and products, and of their contribution to the
overall planning, budgeting and personnel managementolsystems
of the organization.

9



Plan for This Handbook

As will be appreciated, addreasing all or thgoohove tuncitons lc, one
single basic handbook is not feasible. Accttrdingly, this handbook

focusses On what .s perhaps the pivotal technical function of staffing
needs planning: the-estimation of future Vacancies and, in particular,
on the analysis and projection of employee turnover.

For more than seventyyears American researchers have'sou6ht in vain
for 'a simple, reliable method for analyzing and projecting turnover.
Scores of methods have been tried. But each has failed when tried in
new situations--or eveh'in the same situation after a lapie of time.
Now, however, effective methods are available.

The methods set forth in this handbook had theli origins t L 1_a _c_c
research done at the..S. Civil Serkrice Commission durint, the period
1966-70. 1i This research has been subsequently-cOnfirmed as being
consistent with long-term actuarial studies in Great Britain and Oa Lac
Continent and the methods can be considered proven etfective and
reliable.

Needless to say, the authoia of chic handbook acq.ept. tun Lciroaa1L111Ly
for the technical effectiveness and adequacy of the specific methods
described. Any errors or weaknesses are Ours alone.

In preparing the various sections of this handbook, we have tried to
follow's four-step procedure. First, to describe bLietly the specific
nature of the prbblem at. hand. Second, to describe more or less in
detail the technology whieh applies to the problem. Third, to provide
a detailed, step-by-step method for making the necessary calculations
or manipulations. Ahd fourth, to describe the features and Capabil-
ities ofthe computer programb provided to perform each analytical step.

A number of considerations were involved in the desigq,of the computer
programs. Fsom_the outset, we determined that they sh6uld be;

1. General in application usable by anyone in any organi-
zation:

2. Complete and self-standing -- all calculations, including
statistical'tests, to be done by the program; no statistical
baeltground required to operate them with full effectiveness;

.""

iiReported to aSeptember 1971 NATO Conference in: li. L. Clark,

"Problems And Progress in Civil Service Manpower Planning in the
United States4" reprinted in Manpower Planning Models, Clough,
Lewis, and Oliver, Eds., English Universities Press, London, 1974.

10-



3. Technically compact and Simple -- programs are written in
Fortran IV, oneof the'mostiOMMon computer languages, anti
use only eleMentary commands and a,minimum of core; any time-
sharing service can run them; and

4. Fully-documented -- For each programs we provide:

a) _Program Listing--a complete listing of the entire
prograM and all required subroutines.

b) Operation Manualf--a complete set of step-by-step
instructions for the program operator.

c) Technical Analysis--a detailed analysis of what the
program is doing and how results are obtained.

Taken together, we believe that this handbook will give both the
newcomer and the experienced worker a sound grounding in the central
analytical tasks of staffing needs planning. Prior training in
statistics is not assumed or required--though, needless t& say, it will
be helpful if the reader has it. Some aptitude for quantitative work,
as well as some elementary algebra, are required.

For all, we hope this handbook will open new doors to solutions to old
problems. if it does, we shall::.feel amply repaid.

a
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CHAPTER 2

ANALYZING WORKGROUP LOSSES

The Technical Problem

The pivotal technical problem in the estimation of future vacancies is
the analysis and/ projection of turnover losses. This can be clearly
seen from Figure 2-1:

Notice that the group of positions labelled "Growth" can be readily
determined by -simple subtraction of the starting population (left bar)
From the projection-period's ending population (right bar). What the
level of "Losses" will be, however, must be estimated by some other
means.

Means for estimating some kinds of losses are readily available. Losses
from death,sdisability, and retirement are termed actuarial-type losses-
because actuarial tables for estimating such losses have been available
for many years. These are simple "annual loss probability" tables based
on the employee's age and sex. samples of such tables will be provided
later. Here, it is only necessary to note that tables for making such
estimates are readily available.

There are o actuarial tables available, however, for other types of
personnel osses.(voluntary quits, etc.). A variety of techniques have
been tried ver the years to deal with such losses. But it has only
been recentl , with the development of automated personnel data files,
that data hav been made available to permit effective, large-scale
research to be conoucted,

The U.S. Civil Service. Commission has been actively engaged in manpower
planning research, and particularly in the study of turnover, since the
establishment of the Fedeial Personnel Statistics File (The "10% Sample")
in 1962. This File contained a continuous work history sample of all
Federal employees.whobe Social Security number ended in "5." From this'
initial 1,0%, this sample has been expanded to its present 100%. In both
'its 10% and 100% forms, this sample has made it possible to study turn-
over in a degree o'f detail never before possible.

It had long been known, of course, that .turnover rates differed substan-1
tially by.occupation. With the advent of a computerized data base,
'however, we have been able to study turnover in,particular occupations
in great detail. And this research has taught us a great deal.

Before we take up what hasbeen learned from this research, one prelimin-
ary point should -be clearly understood. n,in,this discussion--and indeed
throughout all pdrtions of'this handbook-.-we are dealing with retention
and turnover of non-temporary.employe9s only. Lossea.among temporary

- 13 -



employees, such as
(e.g., termination
are not dealt with

Wich it clearly in
only, thdh, let is

turnover research.

separations at the end of the job's planned duration
at the end,of an appointment not to exceed 90 days")
in-this pamphlet,

mind that' we are talking about continuing employees
see same'of the things qat have been learned from

The Results of Turnover Research
4

Just about the first things you learn when you begin to study occupa-
tional turnoverl/ closely are that turnover is a function of employees'
lengths of service, and that most turnover occurs in the period immedi-
ately after hire. Additionally, you learn that the turnover curve is a
very peculiar kind of animal indeed.'

For example, some years ago we took zroup ut lowlevel clerical hires
and followed them over a three-year span, counting at the end of each
year how many were left of the original starting group. The figures we
got looked something like this:

f.
A

Start
End of 1st year
End,. 2nd year
Endo T 3rd year

1007

58%
44%
36%

When 6Lephed, these points look like this:

1/The occupational analyses described in this handbook do not need to be
done for every occupation within an organization. They may be restricted

to an organization's major occupations. Statistically, the techniques
are more effective for'occupations (or groups of hires) with 32 or more

employees. By use of the techniques in Chapter 8, it is possible t
combine smaller occupations into larger groups if a user so desires

- 14-
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Now, we knowlrom long actuarial experience based on our Civil Service
Retirement Fund records that about 5% of such hires remain in the ser-
vice/all the way to retirement age. Thus a full 30-year curve .for this

--....4.Eoup must look something like this:

100%

507.

`4. 41., ........ ...
4

20 '10
10

That's a rather striking lookNg curveS*.sn't it?
li,

Let us look at, some of its/properties )First, we see that 64% (100 %' -
36%) of the tal of 95% who will leave before retirement are already
gone by the 06 of the third year afterlortginal hire. And ofthese,
42%--or more than half of the 3-year total losses of - -left. in the

6.first year alone.

When we first started seeinhtirves like this, we made up a simple "rule
Of'thumb" to describe this concentration of losses in the early years.
This "rule of thumb" went something like this:

"In any given group of hires, from two-thirds to three-fourths of
all of the quits that will ever occur prior to retirement age will
have already occurred by the end.of the first, three years of ser-
vice. And of these, more than half will have octurted by the end of
the first year alone.."

We .found this rule of thumb us ul in getting a to people what A
high proportion,of quits ocolifin he first few ars of service.., And
it was useful in showing that the data needed to measure turnover were
retention rates over time--i.e., longitudinal data. But it really was
not much help in,a computational sense.

The second major thing we can see firom this type pf data is that the
turnover curve is not the simple'kfrid of curve, people havethought it
was. For example, An this sample'We see that 42 out of every 100 in our
,starting group lef in the firselyear, another 4 left in the second
year, and 8 more left in the thi4R.year. Obvio y, then, we flannot
just say that any one fixed number of people are leaving our group
during each year of service.

- 15 -
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Well, how about a fixed, ercenta e of people leav
of the.joeople on board at the s. rt ofhe yea
year"fThis is the kind o ng'most people.
take the ovetail annual 1 ser-ate ofthe.Workf
of "the. turnover%rate." hAp,ie also the app

gerrOrYearAlay, "'X%

1 be lost during the
bf when they simply_'
s =adequate measure

used in same kihds
statistical modelling techniqueS utilizing tratigitIon matridie-or. "Ilarkov
Chain", methods. 4- L') 4,

\
The retention data. show that'this approach will not work either. In the
first Year,' fot example, we. lose 42,outot 100 0:t_12%.;. In the second
year, Wbbt ofi58 thethirdyesrl8 out of 44 or 18%.

)What we can see from these data, then, is at (a) turnover is by feedt.
,

its heaviest in'the,first three Years aftelhire--and especially in the
first year--but (b) the shape of the turnover curve is by no means'the
simple type of thing most people think it is.

The Log-Probability Nomograph

To show you just what the turnover curve really is, w must look at what
is called the "log-probability nomograph" (Figure 2- The instructions
for using it are written right on it.

First,"you obtain data on what percent of a given group of hires
are still on board one year after the date of original hire and
locate this point on the "1st year" percentage scale.

Second, you take the percent .0 the original group that a e left
after the second year and locate this point on the'"2nd year" per-
centage scale.

Then you take a straightedge and draw a line through these points
and on through the re ining years' scares. Where this line hits

jort:the scales'for the 3 hrough 7th years indicates the pet-,centage
of the original starting group that are likely to be left after
each year.

As you see, a sample line s been drawn on the nomograph using the data
points that we gave earlie . From this sample line, we can now extend
the number of data points e$have up to seven:

Year % Left

1st 58
2nd 44
3rd , 36
4th 30
5th 26
6th 23
7th 2.1

- 17 -
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.

Having seen one turnover curve for one group of employees, let,us plot
' the curve of another group. This time we take a group of professional,

hire's and we find that in this group some 83% are, left at the end of the
first year and 75% are left at the eVd .of the second year. Plotting
these two points on the first twQ scales and drawing our "straight line,
weread from the remaining scales (Figure 2-3):

Year % Left

3rd 4 70
4th 66
5th 62
6th 59
7th 57

'From these two examples it is clear that the log-probability nombgraphCan be used to plOt.the.long-term retention curve for any cohort (i.e.,
starting group)"for'which we have longitudinal data measurements
over time);.-

Suppose, however, that we have more than AUst 21 years' data--say, three
or foUr yeai-s--and that when we plot` them Wefindthat they are .not
quite in a perfect straight line. (Since there is almost always some
random variation around any norm, this can be expected to be the usualcase.) When this occurs, All of thAavli1able points shotild be used in
drawing the final straight lima.

Suppose, for examrle, th^t a have fatir points like this (theverticnt
separation of thp re,1,0- to owoppovoreA V.,,rf, tlIc. qpUp of.r1Rpror
411"prflrf,n).

N
In this case, we simply reduce the numbeArf points to two by connecting
the first two point together and the last two points together with

'straight lines and ideating the midpoint of each line. The final lin
is then drawn-through-these two midpointA. thus:

-.19 -



0

If there are only three points, the solutidn is not quite as satisfac-

tory, but will give a reasonably good approximation of the correct line.

For three points we take a pencil or other suitable marker and draw one

small circle areund the first and last points and two circles around the

middle point, like this:'

1

Ideally, you.should then be able to draw the final line tangent to the

circle6 around all three points. If they are still too separated for

that however, the final line should be so drawn that the total distance

from the line to the circles around the first and third points combined

is as nearly as possible equal to the distance between the line and the

outer circle of the middle point alone thus:

II

- 20 -
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For more than four points, there.really is no simple method other than
to say that the sum of the distances from the line to'points above the
line should be as nearly as possible equal to the sum ofthe distances,
from the line to.the points below the line. Obviously, the nomograph
method is not well suited'to large numbers of data points.

Application to Hiring Levels

Let us return to the data table we developed using the first set of
retention data. There are a great many useful points that this table
can illustrate.

First, let us apply this turnover curve to the case of an organization
that has been hiring exactly 100 employees in this occupation each year
for the last 6 yearb. A length -of - service distribution of the employees
still on board would look like this:

Years Since'llire Number

6 23
o.

5

4 30
3 36
2 44

58

Totp1 217

As you see, this looks just like our original retention table and, if wp
graph these values, the result would look just like our turnover curve.
So the first thing we can learn from studying the turnover curve is
that--other things being equal, of course -the length of- service distri
button of an ocnupation'p workrorn0 will tend to 1ook likp that. (Indira-
tion's turnover curve.

In actual practice, of course, most organizations don't tend to hire the
same number of people every, ear. Rather, you hire more ome years and
lesS in others. But though. t se ups and downs in hiring cause corres-
ponding ups and downs in the le 1:h -pf-service distributi ,the turnover-
type curve can usually be found i you know how tb look for it.

For example, one organization's 1 gth- -service distribution for
employees who had completed at le st Yeac of service looked like
this:

Years Numbe Years Number

l. 92 6 70
2 77 7 35
3 55 8 34
4 67 9 48
5 95

- 21 -



(We will use only a few years of data to keep this simple.)

Obviously, when weft these points they do not loot very smooth:

The ups and dOwns can be smoothed out, however, by using a quadratic

centered-moving-average technique. To do this, you choose an, odd number

of points--say, three or five and taking the miidle point as'the centere

find the quadratic mean of the center point plus either one or two

points on either side. In this case, for example, we use a,5-point
centered-moving-average and we compute the first points like this:

s.

CMA for year is equal to

3 492 x 77 x 55 x 67 x 95

4 577 x 55 67 x 95 x 70

prc, pre,.

This ia most easily done on a calonlator!

Step 1. 92 x 77 x 55 x 67 x 95 - 2.47991 x 109
Step 2. log (2.47993 x 109) - 9.19444

Step 3. 9.39444/5 1.878888

Step 4. antilog 1.878888 = 75.7

And so on. By this means we find that wing a 5-point quadratic c.m.a.

for these points gives:

Center Pt.

3

t 4

5

6

7

f

- 22-
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Plotting these points on our original graph

As you can see, the smoothed data pointS look much more like the turn-
over-type curve we were looking for. As you can also see, however, the
tendency in this organizatiOn is for new hiring to go sHarply up and
down in quite regular cycles over a: multiyear period. Many organiza-
tions. show such cycles and their identification, through Study'of length-
of-service distriHutions, can often be Helpful in projecting future
hiring.ups;and downs.

Let us return, however,.to our hypothetical length-of-service table and
see what.we can say about the level of turnover we can expectto occur
in this group in the next year. Using our turnover curve, we estimate
the following losses:

Years
Since Hire Number.

Number Aftei
1 Year

Lost
In Year

6 23 21 2

5 26 23 3

4. 30 26' 4
3 36 30 6

2 , 44 36 8

58. 44 14
217 180 37

'Thus, we estimate turnover over the next year as 37 out of 217 or 17.1X.

Now, however, there ie a very important point we dan'shoi4. Let us
illustrate it this way. Suppose we decide that we are going to go out
and hire:another 100 people now What effect will'thiS4lave on next
'year's turnover? Let us add these new hires to our table as follows:

-23-
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Years Starts No.-After Lost

Since Hire of Year 1 Year in Year

. 6 7

0

1

Totals

217
100

180'
58

37
42
79317 238

Kiii you see, our turnover estimate for next year is now 79 out of 317 or

24.9%. ..,

Suppose we tried other levels of new hires such as:

Number of
T -'-'-Expected Losses

Hires Number Percent

0 37 217 17.1

50 , 58 267 21.7

100 79 317 24.9

200 121 417 29.0

The important point these data illustrate- -and it is a very important

point indeed--is that the turnover rate of any given _group is directly

dependent on the rate of new hires being added to the group. If new

,hiring.goes up or down, so does the group's overall turnover rate.

One reason this point is important is that it gives us.an explanation

for something that labor economists have often observed: The tendency.

for government's overall turnover rate to go up when the economy rises

anddown when the economy decline's.

What happens is not that there is any change in any existing group's

length-of-service loss curve--on the contrary, these curves tend to hold

their steady course no matter what the state of the economy. Rather,

what happens is that what goes up in good times and down in bad times is

the overall level of government hiring.

When you hire more, you have more new recruits in your workforce and,

since these are lost at much higher rates than your longer-service

workers, your overall loss rate goes up. When you hire fewer new

people, the process is exactly the reverse. Fewer new recruits mean

fewer turnover losses and a lower overall turnover rate.

A.second reason this point is important is that it gives us new insight

into what causes differences or changes in the turnover'rates of parti-

cular organizations or groups. Very often pe le interpret changes or

differences in turnover rate as reflecting poor morale, outside competi

tion, inadequate pay rates, bad management, po organization practices,

etc., when almost invariably the real causes e in hiring practice

differences or changes.

- 24-

/32



And finally, this point is important kecause it shows that the nomogtaph7
type of turnover projection can Predict an oiganilation's future turnover
levels even when the number of new hires to be added to, the workforce
(or, the total size of'the workforce) represents a major departure from.'
the organization's past trend.

This is a virtue of very special usefulness. It is one thing, after
all, to be able to predict future turnover needs when the.organiCation
is on a stable trend,.with little. change from year to year. Any trend -
projection technique from "rules of thumb" to lia.rkov chains can make.
good projections in these circumstances. But it is quite another matter
to predict turnover when abrupt and unprecedented change from past
trends is in the works. Yet it is at.times of such abrupt change that
effective planning is most needed. Techniques that can handle such
change situations, therefore,. are very useful indeed.

Other Applications

Although.we have now seen what is perhaps the most important conclusion
to be gained from discussing the nomograph, we should not conclude
without at.least a biief mention of some of the other useful applica-
tions that can be made of. our turnover curve table.

AO
First let us return to the basic table we made up for!,the turnover curve
shown on the nomograph:,

Year % Left

Starr 100%
1st 58

I 2nd 44
3rd 36
4th 30
5th 26
6th 23

7th 21

From this basic table, we cap compute:

1. The probability of a new hire's lasting x years. E.g., the
probability of a new,hire staying 6 years is 23/100 ,or 2?%.

2. The probability of an employee-of x years service staying
until year y.. E,g.,rhe probability of an employee mitli 3
years staying to the end of 6 years, is 23/36 or 64%.

3. How many people have to be hired now-to have x people on board
y yeats from now? E:g.,the number of hires needed to have 50
people on board 3 years from now ins equal to:

- 25-
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x.

50

36x

x

=

=

=

100

= 139'

36

5000

5000/36

4. Assuming a training course. costs $1000 per employee, how much
money must be spent on training new hires now for eyery.em-
ployee needed on, board' 3 years from now? E.g.,' the cost of
the training diVided by the 3-year retention probability is
equal to:

$1000/.36 = $277&

As'you see, there are a number.of different kinds of comput -ions that'.
can successfully be made, from just the limited amount of dal 'in our

basic table. i .

Conclusions

. %
Let us conclude our disCussion of the nomograph method by summing up
this method's advantages and drawbacks,

On the one hand, it is easy, quick, and cheap The nomograph shows
right on it the data that are needed and how to draw turnover curves.
Anyone can use requires no mathematical or statistical expertise.
Anyone who has the ability to read a scale and draw straight lines can
make seven year projections from simple data.

These charactetistics make it very handy to use in small groups, under
field conditions, or by such skilled scale - waders and draftsmen as
crafts-and-trades employees or foremen. Also, since the seven scales
can be taken as representing any equally-spaced time units--seven weeks,
seven months, seven quarters, etc.--the.nomograph method can be used on
shorter-term, as well as longer-term problems.

Finally, the method uses data that sually are readily available in
organization records. Even in org izations Without detailed personnel
data systems, there are usually pay records showing the number and types
of employees hired in.a given period and how many were still on the
rolls at selected subsequent time periods.

these advantages make the nomograph method very useful in many common
types of situations. It is sufficient, indeed, for many practical
situations.

The nomograph method also has, however, some truly significant drawbacks:

- 26-
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. Manual line-fitting gets very hard ,if you have more than four
points;

. .

When retention observations are unevenly spaced, the correct
-placement of:points in between scales is hard eo achieve.;

Nomograph results are difficult to apply directly. where the
.group's hires have been made over a span of time rather than
being bunched together;.

The nomograph curve directly applies to employees in the first
seven years of service Only;

It is hard to apply nomograph curves to mixed length-of-
service groups, such as an organization's overall workforce
with its typical mixture of all different lengths of service;
and

While the nomograph method shows the most probable revel of
future retention, it is difficult to estimate' how reliable
that projection is and how much variation can be expected
from these projected values

Clearly, le the nomograph method i both useful and instructive,
effective staffing needs planning requires more sophisticated, more
fle,ablel and more powerful Methods. Such methods have been devel-
oped and are available. And it is to them that we now turn.
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CHAPTER 3

ON' CURVE FITTING

During our discussion ofthe.log-probability nomograph, you saw how .

approximation methods could be used to fit a straight line to a plotted
set of retention data. The line we Age_looking.for there was the one
which would .best represent all of thelliWts. The purpose of the
statistical method described. in this Chapter is exactly the same as that
used on the nomograph-finding the best line.1/

To develop this method; we need to know how. to:

I. Determine the formula for a straight line from a,given set of
data points;. and

. .

2. Transform longitudinal, retention data so that it can be fitted
with a straight line.

The GeneralFormula For A Straig1u.

;

To begin the discussion of a statlist4a1 method of fitting a straight
line to ,a given set of data points, a must-shift our attention from
points plotted on a nomograph to points plotted on a standard graph
(such as the one on which our original retention cure was plotted).
This graph consists of two perpendicuIRr lines. The vertical. line la
called the y-axis; the horizontal lino is celled the w-sxip.

Considet fitqt the following Rtnrh!

t.

2./Readerg familiar with the linear least-squares curve-fitting method,
described in this chapter, may proceed to Chapter 4.

-29 -



F
The three points plotted:on the graph can,barepresented by the follow...

ing tabieL

x-axis y-axii

0 1

1 1

2. 1

This means, for example, that the value 0 on the
the value 1 on the y-axis. ,We will:refeeto the
x-values. and to those on the y-axis as y-values.

Connecting the three points on the graph gives a
to the x-axis:

x-axis is matched with
values on the x-axis as

line which is parallel

Since for each value pn the x-axis (i.e., for each x-value) the corre-
sponding y-value on the line is 1, the formula (or. equation) describing
this line is written:

Cijote that this relation also holds true fdr x =
this line intercepts (or hits) the y-axis at 1.

y = 1.

48.

-; 30 -
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To generalize.;. this concept, consider any fine parallel to the x-axis and
let the distanie from the x-axis to the fioint where the line intercepts
the y-axis be represented by the letter a as follows:

.%!

Using the same reasoning as before, we can gay that this line is repre-
. rented by the equation:

y ,a

The point at which a line intercepts the y-axis is called, quite natur-
ally, its y-inteicezt.

Now suppose we make a slight change in out set of points and use:
4

0 1

1 3

2 5

Then our line looks like this:

- .31



Wetill have a value for a.(the y-intetcept) of 1 but obviously some
thing else is needed. This '1:tometliing*else" is a factor which measures

the line's departure from being parallel to..the in other
words, a factor which measures the amount by which y differs from a.

Consider the. following diagram:

O

Nolte that for x= 1, y= 3, or y = 1 + 2= a + 2. And for x= 2, y= 5
=.'111 + 4 = a + 4. These two values of y can also be written still another

way:

y a + 2 - a + 2(1)

y a + 4 - a + 2(2)

Note that the valves in the parentheses are the corresponding valuda of

x.

So, for x - 1,

y = 3 = 1 + 2 = a + 2(1) = a + 2x

And for x = 2,

y =.5 = 1 + 4 = a + 2(2) = a + 2ic

Now, replacing the number 2 by the letter b, we have:

y = a + bx

This is a generalized *ciliation for a straight line. And b is referred

to as the slope of the line.

-32-
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..Our example, above showed b as a positive number. 'But Ircan also be
negative. For example,consider the points:'

3-L----X

0 1

1

2 -3

9The graph of these points is:

The value of a is still But in this case,. for x = 1,

y = -1 = 1 - 2 - 1 - 2(1)

And for x

y =-3 = 1 - 4 = 1 - 2(2)

So in this example the equation is:

y= 1 2x

And b = -2. (In our analysis of retention data we will find that the
value of .b istalways negative.)

4(
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To sum up then, we have:

A general formula for a straight line is:

y a + bx

where

A = the y-intercept
b = the slope

Once the equation for a line is known, it is possible to use that equa-,
tion to solve for a value of y for each value of x.

The Linear Least Squares Line

Now that we have a general formula for a straight. line, we want to be
able to use it to find the line which best fits a given set'of data
points. To do this we need a method to calculate values for a and b
using the x- and.y-values of the data points.

A an example, let's use the points:

x y

1 1

2 3

3 4

You can see from the graph below that these points are not exactly in
line:

34 -
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'The first step in the procedure to find the best line to fit 'these
,points is to set up a work table with these headings:

x
I x2

The first column of the table will list ae.....of the x-values. The second
col the y-values (with each given x, y pair--i.e.,
on t same line of the table). For the third column, each x-value is
multiplied by its corresponding y-value and for the fourth column, each
x-value is multiplied by itself (i.e., squared). After the columns are
filled in, the values in each one are added to'obtain a total'figure for
each column..

Using our sample set of points,'a work table would look like this:

x2x.

1 1 1 1

2 3 6 4
3 4 12 9
6 lin 19 14

There"is a set of two equations which uses the summed values in the work
table to calculate values for a and b.. To use these equations, we need
a special symbol to express the sums in shorthand form. This is the
capital Greek letter sigma CE). The symbol is read as "sum of.." Thus,
Ix is the sum of all the x-values, 2,y is the sum of all the y-values,
'lacy is the sum of all the xy-values, and :Ex2 is the sum of all the x2-
valuek

We also need a symbol to represent the number of known data points and
we will denote this with the capital letter N. In the example, N equals
3 (since there are 3 potpts).

The equations that we are going to use to find a and b are:

Na + bEx

:11eX5Y -.i2ae+ ax2

(These equations are known as the "normal equations" and their derivation
may be found in any basic statistics text.)

6
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To use these equations, values from the work table are substituted at

the appropriate places. Trom our sample table we have:

- Ex = 6

Ey = 8

Exy = 19
/x2 = 14
N= 3I

Substituting these values into the normal equations, we get:

8 = 3a + 6b (1)

and

19 = 6a + 14b (2)

Now we have two equatiOns with two unknowns (a and b) and to solve them,

we, use the technique of simultaneous solution. For those whose memory.

of this technique is , what follows is a short refresher course.

The first step in simult eons solution of two equations is to eliminate

one of the unknown terms. This can be done if the coefficients of
(i.e., numbers preceding) one of the unknowns are made equal in both

equations. This will a ow these terms to cancel out when one equation

is subtracted from the ther. In our example, this can be done easily

by multiplying both sid s of the equation (1) by 2. When we do this, we

get:

16 = 6a + 12b (3)

Writing equations (3) and.(2) t"gther, we have:

16 = 6a + 12b (3)

19 = 6a + 14b (2)

If equation .(2) is subtracted from equation (3),.the a-terms cancel out

and we can solve for b:

16 = 6 + 12b
G19 +614b
_3 = -2b

-3/-2 =

1.5 =

TO get the value of m, we can substitute the computed value .of b into.0"

either equation (1) or (2). Let's use the first one:

- 36
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. 8 r 3a + 6b (1)
8 - 3a + 6(1.5)
8 - 3 a+ 9

8- 9 r 3a
-1 r 3a

-1/3 = a
-0.33 r. a

Soour straight line equation is:

y = -0.33 + 1.5x

What kind of line does this give us? We can find out by substituting
each value of xinto the equation to see what values of y we obtain.

For it = 1,

q.= -0,33
r -0.33
- 1.17

+1.5(1)
+ 1.5

For x = 2,

y = -0.33 + 1.5(2)
r -0.33 + 3
r 2.67

For x g= 3,

y - -0.33 + 1.5(3)
- -0.33 + 4.5
= 4.17

Now we can plot these y-values on the same graph as our three points and
see how the line fits the points:
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The process which we have just gone through Ls known. as; the linear least
squares. technique. And thgline.we found is the least squares line. We
will learn more about the properties 9f this line later.

There is an alternative to using the normal equations to find a and b.
This alternative is known as the linear fit algorithm and consists of
two equations which can be directly solved for a and b. They are:

b = Lc - NY-xy

(Ex)2- i x2

and

a = x
N

These formulas are simply the result of directly solving the normal
equations simultaneously for a and b.

Using these. equations and our sample work table, we would get:

b = (6)(8) 3(19)
(6).4 - 3(14)

= 48 - 57
36 - 42

-9

-6

b 1.5

a = 8 - 1.5(6)
3

9

3

= -1/3

a = -0.33

And these are the same answers we got before.
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Once the bast squares equation has.been found, it can be used to calcu-
late estimated y-values for other than the known x-values. For example,
let's find the y-values associated with x-values of 1 1/2 and 5.

For .x E. 1.5,

For x = 5,

y a -0.33 -I- 1.5(1.5)

= -0.33 + 2.25
= 1.92

y = -0.33 + 1.5(5)
= -0.33 + 7.5
= 7.17

(
.1

This capability, of using the least'squares equation to get the -y-values
given by the least squares line is known as iteration and will.come in
handy.. later.

r e
4

Properties'of the Linear Squares. Line

stated purpose at the beginning of this chapter was to find the best
line to fit a given set of data points. This type of approach was'
needed since, in almost all cases, no one straight line will pass through
every given point.

The linear least squares line is that best line. It is the one line
which, on the average, comes closest to each of the given points. The
mathematical. definition of this line is:

The linear least squares line is that' line which minimizes the
sum of the squared differences from the given points to the
line.

For any given set of Oata points, there isHonly one line which will,it
this definition.- Thus,

-There is one and 'only one-linear least squares line for. a
given iet,of-data,points.

To illustrate what is meant ,by "differences," consider the example from
the previous section. There, we fii:a linear least squares ;line to the

.points:

4 .

1 1

2 3

3 4
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.
When we iterated the resulting equation, we got these values for the
line (using the symbol y1 to repregept values on the line):

x yl

1 1.17

2 2.67
3 4.17

The differences'referred to in the definition of the ,linear least squares
line are the differences between the-y-values and the yl-values--i.e.,
y-y1--at each value of .x.

Visually, these differences can be represented by the vertical distances
marked by brackets on the following graph:

Mathematicall ?%0Iese ifferences are:
.

°i*;,
"..5ro7:b.

- 1.17 -0.17

Fof x 2,

y - yl 3 - 2.67 0.33

For a 3,

yl 4 - 4.17 = -0.1/

These differences are alio called deviations. and are symbolized by the
small letter "d."

-40-
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The "sum of the smeared" differences (or deviations) referred to in the
definition of the least squares line are calculated by:

Squaring each of the above deviations; and
- Adding them together.

If we would do this using our example, we would get:

(-0.17)2 + (0.33)2 + (-0.17)2 0.1667

The definition for the linear least squares line refers to this figure
(0.166.7). The linear least squares line is that line for which this
number is the smallest. Tri other words, any other line fitted to the
same points would give a larger number for the sum of tke.squared devi-
ations.

We can symbolize the sum of the squared deviations as i42 (remember tbilt
sum,of).

These deviations can be used to calculate the degree to which the given
to points are scattered around the linear least'squires.line,' If we

-d v idethe sum of the squared deviations (Ed2) by the number of known'
data points leSS one (N-1),Weget the variance. This statistic'is a
measure of the discrepancy between the. actual y-values and the yl-
values.

Another such measure can be found by taking the square root of the vari-
ance. The result of this calculation isknown.as the standard error of
the estimate. (This measure may also be referred to as a standard devi-
at*n.)

Thethshematical formulas for these two *atistics can be summarized as
'folloWs:.

. ".

Let s = standard error
s2 variance.

,-the sum of the squared deviations from
the linear least squares line

N the number of known data points

Then,
62 142

N-1

if'dN-1

To aid in the. calculation of these measures,.it is helpful to7iit up a
work table using the following headings:
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1 d d2

(The first Ago columns will contain the x- and 7-values of the given

data points. The third column will list the line-values for each x.

Column.4 contains the differences between y and yl and column 5 lists:

these differences iqUared.)

Using our etample, such a work table would look like this:,

N = 3

Then,

x Z. Z1 d d2

1' 1 1.17 -0.17 0.0289

2, 3 2.67 0.33 0.1089.

3 4 4.17 -0.17 0.0289
Id2 = 0.16'67

° 1d2 = 0.1667 0.0834

1N-1 2

s = = NATOWs 0.2887

N-1

Both of these statistics are in the same units as the y-values.

Other properties of the linear least squares line can be stated using

the variance and the standard error:

1.0*linear least squares line is that line for which the

lance between the given points and the line is at its

smallest. Conversely, the variance from the given set of

points to any other. line will be larger.

2. The less scatter there is between a given set of points and

its least squares line, the smaller is the. value of the

standard error. This.property can be simply stated by saying
that the.closer the points are to the line, the less error

there will be..

3. When the points being fitted represent a truly linear rela-

tionship between the x- and y=values, the deviations about the

linear least squares line form a normal distribution.

49
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This third point requires some elaboration. Fin"; should be noted
that not every set of points is linearly-related--i.e., not every set of
points is best fitted by a straight line. Some will be better fitted
directly' by a curved line. Others will require some type of data trans-
.formation to bring them "Closer to a linear relationship. (One example
of such data transformation will be given in the next chapter.) The
choice of a fitting method should be the result of careful study of the
known data.

However, when a set of points is linearly-related, approximately .68% of
the deviations from the linear least squares line'will-have a value
which is between +e (s = one standard error). Approximately 95% of them
will be between +26 and approximately 99% will be between +3s. .This.
t e of an arrangement of data is known as a normal distribution and we
lw 11 learn more about it in later chapters.

Now it is time to take what has been learned about a. least squares line
and actually analyze retention data..

1

ti
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CHAPTER 4

THE HAVRE OF THE RETENTION CURVE

Data Transformations 11

We now want eo_apply the least-squares straight-line technique to longi-
tudinal retention data. To do this, we need to bridge the gap between
the retention curve in Figure 4-2 and the retention line on the nomo-
graph (Figure 4-1) on page 58.

") In general, when attempting to apply least quares techniques to a
curved line, you first determine the mathematical equation that best
represents the curve in question. Then it is necessary to determine
what can be done mathematically to this equation to get data which are
linear.

4
This type of sequence was followed with the longitudinal retention
curve. We tested various known types. of curves against the retention
curve. From these tests, we learned that the retention curve is best
represented by what is known as a log-probability curve equation.

This discovery in itself left us with a rather complex mathematical
equation. Fortunately, there are ways to convert this type of equation
into a straight line form. These "ways" consist.of what are'known as
data transformations.'

A data transformation involves performing the same mathematical opera-.
tion on each data item (such as taking the square root, squaring, taking
reciprocals, etc..). A transformation may be performed on both the r-
and y-values or on just the x- or just lhe y-values. A linear least
squares line is then fitted to the transformed data points, the equation
for the line is iterated and the resulting line-values are changed back
to theft original form.

Another look at the line. on the nomograph suggests that"there are,trans-
formatioos whidhcan be made on retention data to bring out a linear
relatidiaship. In this case, both the x- and y-values are involved.

As was indicated in the nomograph chapter, the x-and y-iralues for, reten-
tion data are:

X : time since hire
y : % remaining from an original group of. hires

at time x

.The name "log-probability" suggests the data transformation§ which can
be made on these values.
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Table 4-1

IMULE Ur LAJUMMLIFV-14 -

YEAR LOG (10) YEAR LOG (10) YEAR LOG (10)
-_--

0:1 -1.00000 5.1 0.70757 10.1 1.00432
0.2 -0,69897 5.2 0.71600 10.2 1.01)860

0.3 -0.52288 5.3 0.72428, 10.3 1.01284
0.4 -0.39794 5.4 0.7320 10.4 1.01703
0.5 ,- 0.30103

1-0.22185
5.5' 0.74036 10.5 1.02119

0.6. 5:6 0.74819 .10.6 1,02531
0.7 -0.1-5490. 5.7 -0.75587 10.7 1.02938
0.8 70.99691 5.8 0.76343 10.8 1.03342
0.9 -0.04576 5.9 .b.77085 10.9 1.03743
1.0 0.00000 6.0 0.77815 11.0 1.04139
1.1' 0.04139 6.1 . 0.71533 1.1 .04532
1.2 0.9791,6, 6.2 0.79239 1.2 .04922.

1.3 0.11394 6.3 0.79934 1.3 .05308
1.4 0.14613 6.4 0.80618 1.4 .05690
1.5 0.17609 . 6.5 0.81291 1.5 .06070
1.6 0.20442 6.6 0.81954 1.6 .06446
1.7 0.23045 6.7 0.82607 1.7 .06819
1.8 0.25527 6.8 0.83251' 1.8 .07188
1.9 0.27875 -6.9 0,83885, 1.9 .07555
2.0 0.30103 . 7.0 0.84510 2.0.t .07918
2.A 0.32222 7.1 0.85126 12.1 .08279
2.2 0.34242 1.2 12.2 .08636
2.3. 0.36171, 7.3

.0..85733
0.86332 . 12:3 .,. .08991

2.4 ' 0.3802` ''..7.4.-.. 0.86923 12.4 .09342
2.5 0.39794 7.5- 0.87506 12:5 .09691
2.6 0.41497 7.6 0.88081 12.6 .10037
2.7 0.43136 7.7 0.88649 12.7 .10380:

2.8 0.44716 .7.8 . '0.89209 12.8 .10721
2.9 0.46240 .7.9 0.89763 12.9, .11059
3.0 0.47712 8.0 0.90309 13.0 1.11394
3.1, 0.49136 8.1 0.90849 13.1 1.11727
3.2 0.50515 8.2 0.91381 13.2 1.12057'
3'.3 0,51851 8.3 0.9L908 13.3 1.12385
3.4 0.531,48 CA 0.92426 13.4 1.12710
3.5 0.5.4407 8.5 . 0.92942 13.5 1.13033
1.6. 0.55630 0.6 0.93450 13.6 1.13354

3.7 0.56820 8.7 0.93952, .13.7 1.13672
3.8 0.57978 *.8 '0.94448 1'3 8 1.13988
3.9. 0.59406 11:5' 004939 13.9 1.14301

4.0 0.60206 40 0:95424 14.0 1.44613
4.1 0.61278 ' 9.1 0.95904. 14.1 .14922
A.7. 6.62325 9.2 ,0.96379 '14.2 .15229
4.3 0.63347 9.3 0.96848 14.3 .15534
4.4 0.64345 9.4 0.97313 1.4.4 .15836
4.5 0.65321 9.5 0.97.772 14.5 .1.6137

4.6 0.66276 9.6 0.98227 14.6 .16435
4.7 0.67210 9.7 0:98677 14. .16732
4.8 '0.68124 9.8 0.99123 14.8 .17026
4.9 0.69020 .9.9 0.99564' 14.9 .17319
5.0 0.69897 .10.0 1.00000 15.0 .17609
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Time Since Hire: The horizontal distances on the nomograph indicate
that the transformation made on the x- (or time) values altered the
spacing between successive years. Notice how the large vertical lines
get closer and closer together as the number of years gets higher. This
type of spacing is called a logarithmic progression.

Without going into the gory mathematical details, we can just say that a
logarithmic progression is formed by taking the logarithms of the time
values. Every number greater than zero has its own logarithm. The
value of the logarithm for any number can. be found in tables in most
math books, by piessing a key on a calculator, or by using a standard
computer function.

For use in retention analysis, you will probably nee4 access to only a
small range of logarithmic values. Most of these can be found in Table
471. Intermediate Values can be found by interpolation.

The standard notation for the logarithm (t) Of.a -number r is:

t = log r

The importance of logarithms in retention analysis is due to the effect
they have on the distances between numbers. To shoW this, consider
first the logs of 1 and 2.

log 1 = 0
log 2 = 0.301

Thus, the distance between 1 and 2 (in logarithms) is 0.301. In addition,

log 4 = 0.602

Thus, the logarithmic distance from 2 to 4 is;

log. 4 - log 2 = 0.602 - 0.301 = 0.301

But this is the same as the logarithmic distance between 1 and 2. This
. .is why on the nomograph, the horizontal distance between "1st year" and

"2nd year" equals the horizontal distance between "2nd,year" and "4th
year.

Similarly, the logarithmic distancelrom 10 to, 100 is the game as that ,

from 1 to 10. What this means is that the logarithms of successively
larger numbers are closer and closer together.

.

' ..'.

It is also. pop'sible to transfOrm the logarithm of a number back to'the.i
number itself. This can be done by using a table of logs backwards.

- 47 -



Mathematically, if

't log r

then,

r = 10t

^

(i.e., 10 raiseelto the, power of t: This is true
dathat are known as "base 10" logarithms.)

What happens when, turnover data are plottedon
logarithmic scale on the.x-axis?

Consider again the sample nomograph data. You
plotted on a regular graph, the turnover curve

1007.

50%
4

4

because we are using

a. standard graph using a

will remember that, when
looks like this:

k'

Plotting this same data with 4 logarithmic scale on the x-axis, i.e.,
with the tide values in logsif(and no change on the y-axis), we have:

1007

507

1/ The log
of 1 is

2

Scale'on the x-axis
zero.

.4, 6 7

starts with one
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When retention data are plotted in this manner, their relationship
obviously comes much closer to linearity. However, we can get an even
better linear relationship by also making a trinsformatidn of the y-
values (percent retained).

Percent Retained: The second transformation uses certain properties of
a normal probability curve. A normal curve (also known as a bell curve)
looks like this:

This, type of a curve has a numbei of special properties.' First, it is
syrimetrical about a midlire dr=awn frnmAt9 highont point rPrpeod411prly
to the x-fixip, liVe eo!

-This midline is known as the mean and it splits the area under the normal
probability curve into two exact halves. Thus, half the curve is to the
left of the mean and half is to the right.

u,
Second, distances from the mean are measured in standard deviations. A
standard deviation is the same kind of measure as the standard error
which was discussed in the previous chapter. The standard error is a
measure of the scatter about a linear least squares line. The standard

cdeviation is a measure of the satter about the arithmetic mean of a1group of valuee.
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If a given group of values is what is known:as normally distributed, the

plot of the percent of the frequency of occurrence (or probability) of

each individual deviation from.the mean will form a normal curve. For

example, suppose we have the following group of values: 7, 8, 8, g, 9,

9, 9, 10, 10, 10, 10, 10, 11, 11, 11, 4,i,42, 12; 13. The mean (or

average) of these'values is 10.. The deviations froM the mean are found

by subtracting 10 from each value. Since most of the values occur more

than once, we get the following set of deviations and frequencies (of

.each'deviation):

Number of Percent of

Deviation Occurrences Occurrence,

41.3

E2
1

2

5.26%
10.53

-1 4 21.05

0 5 26.32

1 4 21.05

2 2 10.53

3 1 5.26

19 100.00%

pert' -,?ncpp using a bar g'nr.

I
7P.

1,-!cva!

)

You can seP that when a smooth curve 1.P drawn cd4pctin9 thy. plicints

of the top of each bar, a normal curve appears.

The standard deviation of these dev ion values, using the same formula

that was used for standard error d /N-1) is 1.53. It was stated pre-

viously that distances from the mean of the normal curve are mdasured in

standard deviations. if we re-plot the normal curve above marking off

ptandard deviation distanCpP. %.7; hnVo:



25

20

15

10-

5 _

1:53 1.33 1.53 1.53

The mathematical symbol :for the Standard deviation is the small Greek
letter sigma (a). A move general drawing of a normal curve would be:

A

Note that the values to the left of the mean are negative and those to
the right are positive. en talking about or measuring x-axis values
for a normal curve, we ar concerned with the number of Standard devia-
tions from the mean. Fo sxample, we might want to know the curve value
for a point 11/2cr's from the mean, or -.37a , or 3 a 's, etc.

As with the standard error percentage values can, e associated with
standard deviation values. 751 this case, the percentage values refer to
the percent of the area under the normal curve which is between perpen-
dicular lines drawn from two standard deviation values on the x-axis to
the curve. The percent of area under the entire curve, from the leftmost
to the rightmost point, is 1007.

The percentage of area between (a) -a and + a is 68%, (b) -2 a and +2a
is 95.5% and (c) -3a and +3 a is 99%. These percentages are the same
as those between the same range's of the standard error. (Thus, the
deviations from the linear least squares line are normally distributed.)
These percentages can also be expressed as probabilities. Fo example,
the probabiffty that a deviation will fall between +.0 is 0.6 In
other words, there are 68 chances out of 100 that a deviation 11 fall

k
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Table 4-2

NORMAL CURVE AREA CONVERSION TABLE

PERCENT
REMAINING

STANDARD
DEVIATIONS
FROM MEAN .

PERCENT
REMAINING

STANDARD 1

DEVIATIOtiSt
FROM MEAN

PERCENT
REMAINING

STANDARD
DEVIATIONS
FROM MEAN

95 1.64485 65 0.38532 35 -0.38532
94 1.55477 64 0.35846 34 -0.41246
93 1.47579 63 0.33185 33 -0.43991
92 1.40507 62 0.30548 32 -0.46770
91 1.34076 61 0.27932 31 -0.49585

90 1.28155 60 . 0.25335 30 -0.52440
89 1.22653 59 " 0.22755 29 -0.55338
88 1.17499 -58 0.20189 28 ' -0.58284
87 1.12639 57 0.17637 27 -0.61281
86 1.08032 56- 0.15097 26 -0.64335

85 1.03643 55 0.12566 25 -0.67449
84 0.99446 54 0.10043 24 -0.70630
83 0.95417 53 0.07527 23 -0.73885
82 0.91537 52 0.05015 22 -0.77219
RI 0.87790 51 0.02507 21 -0.80642

80 0.84162 50 0.00000 20 -0.84162
79 0.80642 49 -0.02507 19 -0.87790
78 0.77219 48 -0.05015 18 -0.91537
77 0.73885 47 -0.07527 17 -0.95417
7A 0 70A10 hA 0.10043 16 0.99446

75 0.67449 45 -0.12566 15 -1.03643
74 0.64335 44 -0.15097 14 -1.08032
73 0.61281 43 -0.17637 13 -1.12639
72 0.58284 42 -0.20189 12 -1.17499
71 0.55338 41 -0.22754 11 -1.22653

70 0.52440 40 -0.25335 10 -1.28155
69 0.49585 39 0.27932 9 -1.34076
68' 0.46770 38 -0.30548 8 -1.40507
67 0.43991 37 -0.33185 7 -1.47579
66 0.41246_ 36 -0.35846 6 -1.55477

5 -1.64485
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between + a .

In addition, we can associate with every distance (or standard devia-
tion) value from the mean (plus and minus) a unique percentage value
which represents the percent of area under the normal curve from the
leftmost point to a line drawn perpendicular to the curve from the given
standard deviation value. For example, the percent value associated
with the mean (or 0 a ) is 50% (since.exactly half of the curve lies to
the left of the mean). Similarly,- the percent value associated with +a

. is 84%. The percent value being measured is shown in the shaded area:

In the same way, one specific percent value canibe associated with each
standard deviation value. And, conversely, one standard deviation value
can be associated with each percent value. (Tbnp, this is pipr, n hue,

way trarIgformntion.)

Thin is our second data transformation: transf-rming "percent remaini'n
i.e., prc,-.nt of emnloyees still remaining from tie starring gronr

otnnAnY4 flovinti,na from the> monn ,4 n nnympl cfly,.-

As with logarithms, these values can be found in mathematical tables. A

simple one is found in Table 4-2. This table reqnires interpolation
intermodiate values. More detailed tables can be found in statistics
books. There is also n mathematical formula which may be UnPA
rite Tpchnical Ana1.y0iP for LOCPRO in thP Aprondix sPetion.)

Using the Normal Curve Area Conversion Table (Table 4-2), we can see
that a percent remaining figure of 85% corresponds to 1.03643 Rtandard
deviations, 80% to 0.84162 a , etc.

Look again at the vertical lines on the nomograph (p. 16) and consider their
scaling. The percents on the scale are spaced according to their corre-
sponding standard deviation distance from the mean (which is represented
by the 50% mark).
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For example, +la corresponds to 84.1% and to '69.1%. If e.mark is
made at each of these values, it can be seen that the distance from the
84.1% point to the 69.1% point is exactly the same (i.e., cr.) as the

distance from the 69.1% point to the mean (50%). These are not equal
distances in straight percent since:

184.1% - 69.1% = 15%
69.1% - 50.0% = 19.1%

The transformation of "petcent emaining" to number of .standard devia-
tions from the mean of a normal curve, when used with the transformation
of time to log of time, gives the straight line which can be found on
the. nomograph.

Now we have the two data tranformations that were needed:

1. Years of.service is transformed into the logarithm of years
of service;'. and

2. Percent of employees retained'from an original group of hires
is transformed into number of standard deviations from the mean
of a normal probability curve.

Some Comments About Retention Analysis

These comments wile]. cover four areas:

1. The collection of retention data;
2. The reasons behind the close relationshtr h^rween retention

data and the log- probability technique;
1. The condition under which the projectirn n 1"p rveq-nhflftv

equation iewals alifl; and
The (-0nrfnutry ,r hho rcr,,nviov)

Data Collection

It has been stated that retention data are collected by following a
group of hires over tilTP nind cnnnting the number left after certain
lengths of time..

The group that is followed (the "original group" or "cohort") is composed
of employees hired during a specific span of time. This span should be

limited to one year or less. The "certain lengths of time" could be any
standard time units.(years, months, days) after the end of the original
time span. Since the original group will contain employees with different
lengths of service at the end of theoriginal.tiMe span (from 1 day to 1
year), there are several options available for assigning values to the
time units.
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For example, consider a group of employees hired during a given fiscal
year ending September 30. And suppose that retention data foVthis group
are recotded on succeeding September 30th's. The time'valueik for thes4 -

data points may be:

(a). 1.0 year, 2.0 years, etc. (calculated from September 30th to
September 30th); or

(b). 1.5 years, 2.5 years, etc. (assuming an even distribution of
hires during a year and using the midpoint; i.e., 0.5); or

(c) 1.x years, 2.x years, etc. (where x is a factor based upon
pecific hiring patterns, such as more hiring done at the end

(
of a fiscal year); or

s. (d) .y years, 2.y years, etc. (where y represents the actual
average length of service of the original group at the end of
the hiring time'span)4

The number to the right of the decimal point is known as the time aver-
aging factor. When this factor is greater than 0, it represents the
distribution of hiring into a group during a time span.

Different occupations have. different turnover/retention patterns. Some
occupations, such as Internal Revenue Agent, Foreign Service Officer,
etc., are unique to' government. This type of occupation does not exist
in the private sector. Consequently, since there are no places other
than government where the employee can go and still remain in his or her
occupation, the turnover in the% occupations tends to be low. Other
occupations, such as Clerk/Typist, are widely distributed both inside
and outside of government. Thus, there are many possible employers for
people in these john. rongellientiv. the turnover in thecae occupations
tends to be high.

These differences in turnover patterns among occupations require that
retention data be collected separately by occupation. It may be possible
to combine occupations with similar turnover patterns at a later stage
of retention analysis. However, the original data should still be
collected separately.

It may also be desirable to collect retention data by grade-at-hire
within an occupation since there may be some variation in the turnover
patterns of employees in different entry grade levels (e.g., GS-5 vs GS-
7).
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Why Retention Is A Log-Probability unction

Out analysis of longitudinal retention data led us to the use of. a log2
Probability equation. 'Why does this particular equation fit retention
data so well?

The concentration of turnover in. the early years of service suggests
that turnover behavior is exhibited logarithmically over time. Aa with
the values of logarithms, the figures for percent retained from an
original group get closer together as the number of years since hire
gets higher.

A logarithmic progression over time is also characterized by equal move-
ments during equal logarithmic times. For example, consider the data
for the printed line on the nomograph "(Figure 2-2, R. 16).

Losses from 1st year to 2nd year = 58% 44% = 14%

Losses from 2nd year to 3rd year = 44% 36% = 8%

Losses from 3rd year to 4th year = 36% - 30% = 6%

Note that the percent lost from the 1st year to the 2nd year (14%) is
equal to the percent lost from the 2nd year to the 4th year (8% + 6% =
14%).. (And remember that the logarithmic distance from 1 to 2 equals
that from 2 to 4.) This also suggests that turnover behavior is dis-
played logarithmically over time

The effectiveness of the second, or "probability," tranformation relates
to the distribution of attitudes toward work which is displayed in moot
groups. ThiR distribution rends to form a normal probability curve.

Each person's attitude t-ward his or her job is made up of'literally
hundreds of elements and combinations. For oven A smrl1 group, then,
the total number of =uch elements will roach into the thousands- For

only a fe,= employees are these attitudes likely to be extremely negative
Likewise, for only a few employees are they likely to be extremely posi
tive. By far the likeliest is that.an employee's'set of work attitudes
will tend to concentrate toward the midpoint between these two extreme'
(negative and positive). where the positive and negative factors are
more nearly in balance. This distributior of employee work attitudes
tends to form a normal probability curve.

In terms of group losses we might express this by saying that in any
given group of hires there is likely to be: one small group that will
hate the job and want to quit immediately; one small group that will
love the job and never want to Ieave; but the bulk of the group of
hires, who have some positive and some negative feelings about the job,
will be bunched up in .between. Their turnover will likely be neither
early nor late. but spread out over a substantial period of time.
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Condition For Projection Validity

For log-probability projections of longitudinal retention data to r)::!!!,/1)*
valid it is necessary that the organization's internal situational

tors affecting'a group's, retention behavior during the initial per. od of
empirical observation continue substantially unchanged throughout the
period 'of the projection.

This condition involves the total working situation within a given
organization. As long as this working situation does not go through any
majorhanges (such as a large reorganization, a radical program change,
etc.) during the data collection and prOjection periods, turnover patterns
will not change., However, major changes in the working situation will
be followed by changes in employee turnover. This is because such
changes affect the mix of positive and negative work attitudes within
the groups touched by the changes., Some employees who felt positive
toward the previous work situation will feel negative toward the new one
and vice versa. After an initial period of adjustments, turnover will
again settle into a log-probability pattern albeit a somewhat different,
one than before.

Continuity of a Retention Curve

One of the most interesting characteristics of the retention curve is
its relative independence of external economic and political happeningP.

For example, one study. of retention followed a group of hires into the
Federal service in the most populous professional, administrative, and
technical occupations during FY-63. The same group of employees was
followed for 7 years (through 1970) and the percent retained was re
corded at the end of each fisc':1 year Those rercents wc're pl-tted on
nomogr-ph 'Figur- 4-') and t1,- linc wn0 f,ntimnt,.7 rinfv1p enl^y
Nnti o h"ul clooP the fit Icz

Figure 47 shows the same data plotted arithmetically. A curve was
fitted to the points using the log probability least squares technique
Again, notice how closely the curve fits the points. Note that at no
time during the seven-year_period do the actual values differ from the
fitted curve by more than 1%

This means that the retention curve for this
over the entire seven-year period. But this
economy was experiencing substantial ups and
during which the number of Federal employees
began to decrease again due to the situation
truly major changes yet neither of these had
curve of the group.

- S7 _

group continued undisrupted
was an era when the private
downs. It was also the era
first greatly increased then
in Viet Nam. These were
any effect on the retention
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From these and similar findings, we conclude that log-probability type.
turnover curves, once established,. are for practical purposes non-

. -
responsive to external economic and political influendes.



CHAPTER 5

FITTING AND USING THE LOG-PROBABILITY C qg

Manual Calculation of the Log-Probability'Equation

Now that we know about the 'necessary data transformation and data
collection techniques, we are actually ready to use the method of least
squares to fit a log-probability turnover, curve. (A more detailed
version of this process ,may be found in the appendix Manual. Calculation
of the Log - Probability Curve.)

As an example, let's use the following data:

Years Since Percent
Hire Retained l/

1.5 83.2%
2:5 75.6%
3.5 70.4%
4.5 65.6%

The graph of this retention curve looks like this:

100%

1 2 3

The first step in fitting these data is to convert them into their
linear form using the data transformations discussed in Chapter 4. The
"Years Since Hire" can be transformed directly into logs using Table 4-
1.. From this table we get:

1/ Note that thioughout this and the following chapters an employee is
considered,"retained" only if the employee continues to be in the
same occupational group for which the analysis is'made. Any employee
who leaves this. group in any, way (quit, change to other occupation,
etc.Yis a "losii," even if that employee continues to work in the
same organization.



log 1.5 = 0.17609
log 2.5 = 0.39794
log 3.5 = 0.54407
log 4.5 = 0.65321

The second transformation--froi4ercent remaining to number of standard
deviatiops from the mean of the normal curve- -can be done by using the
Normal Curve Area Conversion Table (Table 4-2, page 52) and some linear
interpolation.

Linear interpolation is simply a method to find a value.for a number
which falls between two entries in a table. For example, what standard
deviation value corresponds.to 83.2% (our first data point)? Now, 83.2%
is two-tenths of.the way.between83% and.84%. So we,want. to finthe
standard deviation value which is two-tenths of the way.beiween 0.95417
(83%) and 0.99446 (84%). To do this, we can multiply the difference
between. these two values by 0.2 and the "add this difference to the
smaller standard deviation value (0.951/17). 'If we do this, we get:.

,(1) 0.99446 - 0.95417 = 0.04029
(2) (0.2) x (0.04029) = 0.00806

(3) 0.95417 + 0.00806 = 0.96223

Thus, the standard deviation value corresponding to 83.2% is 0,96223.
Continuing in this manner, we get:

Percent Standard
Retained Deviations'

83.2% 0.96223
75.6% 0.69358
70.4% 0.53599
65.6% 0.40160

Now we have a set of x- and y-values and can set pp a work table such ns
the one described in Chapter 3. To help keep the/data relationships
clear, we will expand the work table to incllide hoth the years since
hire and perrent retained values,

Log-Probability Work Table

Years
Since
Hire

Log
Year
(x)

Percent
Retained

Stan. Dev.
From Mean

(y) (x)(y) x2

1.5 0.17604 83.2% gef--- 0.9d223 0.16944 0.03101

2.5 0.39794 75.6% 0.69358 0.27600 0.15836

3.5 0.54407 70.4% 0.53599 0.29162 . 0.29601

4.5 0.65321 65.6% 0.40160 0.26233 0.42668

N=4 1.77131 2.59340 0.99939 0.91206
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The next step is to .substitute values froM:the,,work table into either
(a) the normal equations or (b) the linear rit algorithm.

As a reminder, the normal equations are:

= Na + bIx
Ixy + bl2

From the work table, we have:

12c = 1.77131

Iy == 2.59340
glaxy = 0.99939
'Ix2 = 0.91206

N = 4

Substituting these values into the noitmal equations gives:

2.59340 = 4117+. 1.77131b

0.99939 = 1.77131a + 0.91206b

Solving these equations simultaneously gives:

a =.1.165275
b = -1.167328

And the log-probability equation is:

y = 1.165275 - 1.167328x

The linear fit algorithm is:

b 11£3c =

a = b/x
N

Substitution results in:

I

b = 4(0.99939) - (1.77131)(2.59340)
4(0.91206) - (1.77131)2

= -1.167328

a = 2.59340 - (- 1.167328)(1.77131)
4

= 1.165275
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And, again, the log-probability equation is:

y m 1.165275 1:167328x

Now that we have the log-probability equation, what can we do with It:

Iteration and Projection of the Equation,

One major use of the log-probability equation-is to oalt,olace corva

values for given time values. This function includes finding curve

values for:

1. The time values used to calculate the equation (s0 that calve
values can be compared with actual values);

2 Any time values which tall between those used to calculate th

equation (to estimate retention at intermediate Limes); and

3. Any future Lime values (to project numbers to be retained at

any future point in time).

for' the first two types ut time values, this pLOebes is called Iteration.

For the third, it is called projection. But the mathematical steps

involved are the same in all three cases. For any given time value,

these steps are:

1. Convert thetime value to logs.

2. Substitute the log of the time value Into the log-probability

equation. This substitution involves:

a. Multiplying the log of the time value by the value of b,

and

b. Adding the result of this multiplication LO the value ot

a.

The result of this substitution is the curve value given by

the equation at the given time value. This curve value is in
standard deviationyrom the mean of a normal curve.

3. Convert the resulting curve value to. its c9rresponding percent

remaining value.

64-
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For example, using the equation which we calculated in the previous
section and the time-value 1:5 'years, we get:

y 4).165275 1.167328 (log 1.5)
= 1.165275 -'1.167328 (0.17609)
= 0.95972

This value is in standard deviation units. sUsing Table 4 -2 and inter-
polation, it converts to a percent. remaining of 83.14%.

To find the curve value at an intermediate point, say 2.75 years, we go
through thesame steps:

y = 1.165275 1.167328 (log 2.75)
= 1.165275 - 1.167328 (0.43933)
= 0.65243

This value converts to 74.29%.

To estimate the percent remaining at a fture time value, say 5.5 years,
we again do the same things:

y = 1.165275 1.167328 (log 5.5)
= 1.165275 - 1.167 28 (0.74036)
= 0.30103 (or 61.83%)

To convert these "percent remaining" figures to "number of employees
left from the original group," divide the "percent remaining" figure by

\:

100 (to get the percent to its decimal form), and tfen multiply the
number in the original group by this quotient: Supp &se, for example,
that the original group consisted of .250 emplo ees. Then the estimated
number of employees remaining five years since the end of the hiring span
(i.e., 5.5 years using the averaging factor) is/

61.83% x 250 = 155 employees
100.

(Note - If you use a calculator, a mathematical formula, or a coyputer
program to find percent remaining values, the result will be im;liecimal
form so that division by 100 will not be necessary.)

A 30-year projection of the sample log-probability equation is shown in
Figure 5-1. .This graph also shows the positions of the four actual
perbent remaining values. Here, again, is the standard retention curve.

The points which are plotted 'for years 5 to 30 in Figure 5 -1 represent
the most probable values for projected future retention. They are esti-
mates. It'is also possible to determine a range of values within which
future retdhtion values will most likely fall. We will show how to do
this in an upcoming' section.

N
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Application To Hiring Levels

In Chapter 2, we applied data read
tical planning situations. We can
to handle the same situations. To
probability equation we calculated
tion:

from the nomograph to several prac-
now use the log-probability equation
demonstrate this, let's use the log -
earlier to represent.a given occupa-

y 1.165275 1.167328x

Suppose, as we did in Chapter 2, that an organization has been hiring
exactly 100 employees into a given occupation-each year for the last 6
years. Suppose also that this hiring was evenly distributed during a
year (so that the averaging factor will be 0.5). To get a length-of-
service distributionVof those employees still on board, first iterate
the equation using the time values 1.5, 2.5, . . . 6.5 (representing
from 1 to 6 years since hire). When we do this, we get:

Year
Percent
Remaining

1.5 83.14%
2.5 75.83
3.5 70.20
4.5 65.64
5.5 61.83
6.5 58.56

TLaoslaLlng these percent values to numbers retained (with 100 employees
in each original group) gives:

Years Since Hire
Number of Employees

Retained

6 59
5 62
4 66
3 70
2 76
1 83

416

Now we want to determine how many of these 416 employees will leave
during the upcoming year. By the end of this next year, each employee
still on board wi e to the next length-of-service category. For

21 In an operating situation, a length-of-service distribution can be
found by simply counting the number in the given occupation who are
in each length-of-service category.
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example, chose in the one-year-since-hire category will move to the two-
years-since-hire category. From the log-probability equation, we know
that 75.83% of the original group are retained to the end of the ercond
year.( So this group will go from 83 to 76 (Kg x 0.7583) employeel.
Each of the other groups are reduced in the same manner. (For the

smallest group, we need the percent retained value for 7.5 years which
is 55.72%.)

This process given the following figuace ror tjle cod ut the next year:

Years
Since Hite

Number at End
of Current Year

Numbet one
Year Later

LUbt,

in Yea&

6 59 56 3

5 62 59 3

4 66 62 4

3 70 66 4

2 76 70 6

1 83 76 7

416 389 27

Ihue, 2/ ut the 416 employee° .4111 hove do.l&kg the upcomlog yee&.
is a tftnover rata .0649 (27/41o) or o.49%.

We can use these flg LCd to show how different levels of hiring affect
the turnover rate of a group.

Suppose that during the current year the same pattern ut hiring contin-
ues; i.e., 100 employees are hired into the occupation in an even dis-
tribution during the year. Using the log-probability equation we know
that 83 of these 100 hires will be retained by the end of the upcoming
year. This means that 17 of them will leave. Combining these losses

with those from the other length-of-service categories gives:

17 4 27 - 44 losses

out of

100 416 0 516 employees

41
This gives a turnover rate of .0853 (44/516) or $.53%.

Now suppose that instead of hiring 100 employees into the occupation
this year, the organization decides to hire 200. The number remaining
from this group of hires at the end of the upcoming year would be 166
(i. e., 200 x.".8314). Thus, 34 of the new hires will be lost. Com-

bining these losses with those from the other length-of-serviceicate-
gories (which remain the same) gives:
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In this case,

Continuing in
.for the group

34 + 27 = 61 losses

out of

200 + 416 = 616 employees

the turnover rate would be .0990 (61/616) or 9.90%.

the same manner gives the following turnover percentages
under different levels of hiring:

Number Hired
Current Year

Number.
Lost

Number of
Employees

Turnover
Percent

0 27 416 6.49%
50 35 466 7.51

100 44 516 8.53
200 61 616 9.90
300 78 ,716 10.89

These data illustrate again a point which was discussed in Chapter 2 but
which is of<such importance'that it will be stressed again here.-And
that is that the rise and fall of turnover rates is in response to
the rise and fall of hiring rates.

Thus, when it management decision is made to increase hiring, the impact
of the decision on turnover can be determined. By the same token, if a
decision is made to freeze hiring or even to have a reduction -in- force,
the subsequent decline in turnover can be measured.

Other Applications

The log-probability equation can be applied to other personnel questions;
.

A few of these applications will be discussed here. We will continue to
use the same sample log-probability equation.

1. What is'the probability that a new hire into an occupation
will still be on board x years from now?

This question can be answered simply by iterating the log-probability
equation for the value of x. For example, if we want to know the proba-
bility that a new hire into our sample group will last 6 years, we iter-
ate the log-probability equation for 6 years:

y = 1.165275 - 1.167328 (log 6)
= 1.165275 - 1.167328 (0.77815)
= 0.25692



This standard deviation value translates to 60.147 or a probability
value of 0.6014. So that there is a 607 chance that a new hire into
this occupation will stay for 6 years.

2. What is the probability that an employee who has already been
on board for x years will still be on board in t years?

To answer this question, we need two values;

(a) the probability that an employee will stay for A yeara, and

(b) the probability that an employee will stay for x 4 t years.

Then the probability that an employee with x years of service will stay
for t more years is calculated by dividing (b) by (a).

For example, if we want to know the probability that an employee who has
3 years of service will stay for 3 more years, we first iterate the log-
probability equation for the values 3 and 6 (3 + 3). This gives:

y 1.165275 1.167328 (log 3)
= 1.165275 - 1.167328 (0.47712)
= 0.60832

y 1.165275 1.167328 (log 6)
= 1.165275 - 1.167328 (0.77815)
= 0.25692

The first standard deviation value (0.60832) transforms to a probability
of 0.7285. The second (0.25692) transforms to 0.6014. So that the
probability that an employee will stay 3 years is 0.7285 and the proba-
bility that an employee will stay 6 years is 0.6014.

Now the probability that an employee with 3 years of service will stay
for 6 years is:

Probability of staying 6 years
Probability of staying 3 years

Or, in this case:

0.6014 = 0.8255
0.7285

Thus, in this group, an employee with 3 years of service has an 83%
'
chance of remaining 3 more years. Or, in other words, if 100 employees
in the given occupation have 3 years of service, then 83 of them will
stay for at least 3 more years.
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3. How many employees must be hired nowso that x of them will be
on board in t yea°rs?

To answer this qUeSton, we simply Iterate the log-probability equation
for t + s years (where s = an averaging factor, if any) and divide the
number of employees wanted in t years by the resulting probability.

For example, if we want to have 100 e4loyees in our sample occupation
on board in 3 years, how many should be hired this year (supposing that
these hires are made evenly throughout the year)? First, we must iter-
ate the log -- probability equation for 3.5 years (assuming an averaging
factor of 0,5):

y - 1.1052/7 1,10/32d (log 3.5)
= 1.165275 1.167328 (0.54407)
- 0.53017

lloodrulAUS Lu a probability value of 0,/0Z0. To get the aealted
answer, we divide 100 (the number of emplcyees wanted on board in 3
years) by 0.7020. This gives:

IOU - 142:4;empluyeca
.

.7020

Thus, 142 eisployees must be hired in the uccupuL. ion this year sO that
100 of them will be on board in 3 years.

4, Assuming that a training course cost8 $1000 per employee, what
is the actual cost per employee trained and still on board in
t years when (a) only new hires arq trained and (b) only
employees with x years of service are trained?

Suppose that a decision is made to train 100 employees in the sample
occupation. And suppose we want to know the actual cost per employee
trained and still on board three years after the training program. -

In case (a), all of the employees trained would be new outside hires.
Three years after the training program those employees from this group
who are still on board will have an average length of service of 3.5
years (assuming an even distribution of hiring during a year).

The first step is to calculate the probability that these employees will
be retained, in three years. To do this, we use the method fpr question
1; i.e., iterate the log- probability equation for the time 'slue desired.
In this case, the time value is 3.5 years. This gives:

= 1.165275 1.167328 (log 3.5)
= 1.165275 1.167328 (0:54407)
= 0.53017

tc:
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' This translates to A retention probability of 0.7020.

To determine the actual cost of the training program per new hire still
on board in 3 years, divide the billed cost of the training ($1000 per
employee) by the 3-year retention probability (0.7026). This gives:

$1000 = $1425/employee trained I

0.7020

Thus, the 3-year return on the training laveatment when only new outside
hires are trained is $1425 per employee trained and still on board.

For case (b), suppose that all the employees to be trained already have
three years of service. Three years after the training program those
employees from this group who are still, on board will have an average
length of service of 6.5 years.

In this case, we need to calculate the probability that employees with .3
years of service will reach 6 years of service. To do this, we nee the

method o question 2. Using this method gives:

y - 1.165275 1.167328 (log 3.5)
= 1.165275 - 1.167328 (0.54407)

= 0.53017 (or 0.7020)

y 1.165275 1.167328 (log 0.5)
= 1.165275 1.167328 (0.81291)

= 0.21634 (or 0.5856)

The retelutioo probability tor this group is;

0.5856 - 0.8342
0.7020

Now we eau again divide the billed cost ot the ttaiolug pLogxew (41000
per trainee) by the calculated retention probability (0.8342)-. This

gives:

$1000 = $1199/employee trained
0.8342

Thus, the 3-year return on the training investment for this group is
$1199 per employee trained and still on board.

The important thine to notice here is the per employee cost difference
that occurs solely as the result of a selection decision on who is to b

trained. In the long run, it will cost an organization more money to
train new hires than to train employees who have been on 'board for a
while.- This is a factor which should be taken into account when train-
ing decisions are made.
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The same type of analysis can be made for any other personnel are
involving the selection of employees. This includes decisions on
filling vacancies by hiring from the outside or by reassignMent fr
within. The outside hire has a greater probability of leaving in less
time than does a reassigned employee. Again, this is something a man-
ager should know before such decisions are' made. The manager may still
decide.to fill vacancies by outside hiring but the higher turnover level
that follows should not be a surprise.

More detailed descriptions nt the applications disLub5cd is Chia aeLtion
plus other applications can be found in the Appendix section..

The appilLations shown in this sectioa are examples ut some of the kiuda
of analysis which personnel officials should perform to assess a manage-
ment workforce plan. They can be used to answer such questions as:

ueelhie Lu provide the wotk.torce required by the plan

an e worketa needed be provided ,nn tee clbe schedule which
ha' been established?

How much will providing the tequired wotkLotce coat..!

it anal bib Shows that a workforce plan is in bolllt way Ihfesaltle. theh
manage nt should be (a) informed on why the plan is not feasible acid
(b) advised on possible adjustments that could be made to it.

Confidence Itan6efor Protected Values

In a previous section, wg showed how Lu use the lots pLuLabillty equation
to obtain estimates of percent retained at future times. Such projec-
tions give the most probable values of suture retention. reality,
the actual retention values will most likely fall within aange of
values surrounding each Projected point. this range din be found by
using an important property of the standard error; i.e., that 95% of the
deviations from a least squares line will fall beysreen -2s and +2s.

This property makes it possible to calculate a range of vaYues into
which an actual retention'sfigure will fall 95% of the time. This range
is known as the 95%- or confidence range.

Once a log-probability equation has been calculated, the major steps in
calculating the 95%-range are:

1. Iterate the log-probability equation for the known points and
find the deviations between the actual values and those given
by the log-probability line.

2. Compute the standard error.

3. Project the log-probability equation for the values desired.
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4. For each projected value, calculate the upper and lower
limits of the range in standard deviation units (using + 2s as
boundaries).

5. Convert the projected values and the range limits to their
corresponding percent remaining.values..

6. Convert these percent values to numbers of employees.

To illustrate this process, we fit a least squares line to the follOwing
retention data:

Years Since Percent
Hire Remaining,

1 58%
2 44%
3 36%
4 30%

Us averaging factor of 0.5 years and converting the time values to
ogs an he percent values to number of standard deviations from the
mean Of the ormal curve gives:

Log Stan. Devs.
Year From Mean

0.17609 0.20189
0.39794 -0.15097
0.54407 -0.35846
0.65321 -0.52440

The log-probability equation that results from fitting these data is:

y = 0.4'638 - 1.5171x

Ncw we are ready to begin the 6 -step process of calculating the confi-
. dence ranges associated with the projection of this log-probability
equation.

Step 1. The deviations from the least squares line represented by the
log-probability equation are calculated by:

a. Iterating the equation for eachegivensx-value to get the value
given by the line (y1 ).

b. Calculating y-y1 for each given x-value.
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These calculationT are performed with the y and yl values in units of
standard deviations from the mean of the nftmal curve; i.e., without
transforming them back to percent remaining values.

Going through this process for the first x-value (1.5 years) gives:

yl = 0.4638 - 1.5171 (log 1.5)
= 0.4618 - 1.5171 (0.17609)
.= 0.19667

The actual y-value at this point was 0.20189. Thus, the difference
between the line and the actual data at x 1.5 is:

y - yl = 0.20189 - 0.19667 - 0.00522

Each of the other deviations is calculated in the same manner. The
process is summarized in the following table (which also includes the
square of the differences):

1
y-y 1 = d d2

0.17609 0.20189 0.19667 0.00522 0.000027
0.39794 -0.15097 -0.13992 -0.01105 0.000122
0.54407 -0.35846 -0.36161 0.00315 0.000010
0.65321 -0.52440 -0.52719 0.00279 0.000008

0.000167

Step 2. The standard error about this line is:

s 1d2 n [0.000167
N-1 3

40.000056 -

Step 3. Suppose that we wish to projett the equation through 10 years
since hire (using x-values of 5.5 to 10.5). ,This gives:

Years Since Projected
Hire Value (y1)

5 -0.65940 a
6 -0.76947
7 -0.86375
8- i0.94622
9 -1.01950 V

10 -1.08545
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Step. 4. To calculate the upper Limit CU> and the lower limit CO' of a
confidence range, we use the formulas:.

yl + 2s
y 1 2s

where y
1 represents a projected value.,

In this case, 2s 2 x 0.00748 - 0.01496.

For the first projected value (y1 -0.65940), the upper and lower
limits would be:

U +2s
= -0.65940 + /01496

-0.64444

And,

L y1 -2a
-0.6594b - 0.01496
-0.67436

Doing this for each projected value gives:

r

.. Rake '(in'Ittan: Devsj

.. r:Year! Since Upper
4

Flropdected
' 'Hire Limit

C Ar l,/,

. Value

. .,*-X7
5 -0.64444

/".."

-0.67436
6 -0.75451 S. -0.78443 .

7 -0.84879 7 -0.87871
8 '-0..93126 .96118
9 -1.00454 - 701 -1 ::3446
10 -1.07049 -1.0854 - 1.10041

Lower
Limit

Step 5. So far, we have been working with standard deviation values.
Now we can convert each of the standard deviation values to percent
(using Table 4-2 and interp9lation). This gives:

(

t

r-'
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Years Since
Eire

Upper
',Unit

,,5 25.
6 22.53%
7

.
19.80%

IP , 17.59%
9

10

l
a

15.76%
14.22%

.

Range (in Percent):r--
i0

Projected Laker
)' Vilue Ltpit

.

25.48% '125.00%
-12.08% 21.64%
19.39% 18.98%

f
17.20% 16.82%
15.40%' ' - 15.05%

. 13.89% A 13.56 %..%

-.
Thus, for example, there is a 95% .chance that the percent,of the origi-
nal group retained at-the end of the fifth year since dire will bie
between 25.00 and 25.96. In other words, 95times out of 100 the. actual
retention percent will fall between these two values.

A graph of this sample retention curve showing the confidence ranges for
the projected values is found in Figurh

Step 6. To convert these percent figures to, numbers of employees to be
retained, simply multiply the number in the original group by,each oS
the percents (in their decimal form). Suppose, for thisxample, that
there were 250 employees' in the starting group. Then the range values
would be:

Years Since
Hire

Upper
Limit

Range (in Numbers)

Projected
Value

Lower
Limit

5 64.9 63.7 62.5
6 56.3 - 55.2 ..,

r

49.5 ' 48.5 \47.5
1 8'

3 44.0 ...43.0 42.1
9 39.4 38.5

4

37.6
10

. . 35.6 . 34...7 33.9,

These figuris may be rolOdedfor planning purposes.

Each of the functions. ...,.,,.... lved in fitting .and projecting a retention
.,,

curve that has been discussed in this chapter canbe done by an already
developed .computer, program, This program,iaihe subject of'the'next.
chapter. , l
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CHAPTER 6

STAFFING NEEDS PLANNING COMPUTER PROGRAM:

ti

LOGPRO

Analysis Functions

The'computer prSgr. LOGPRO has been designed to automatically perform
the basic retentio palysis functions desCribed in the preceding chap-
ter. These function are:

. 1. The calculation of the a and b values of a log-probability
equation using:

a. Operator-supplied retention dat and
b. Least squares teehi!1_ques;

2. The iteration of the log-prohabi3ity equation for each oper-
ator- supplied x-value; r

i.

1,t The Computation of the standard. error shout the log-probability
line;

4. The projection .of the log-probability equation for an operator -
supplied projection period; and

5. The calculation of the 95% confidence range for each projected
value.

LOGPRO (and each of the other staffing needs pianning computer programs
discussed in this _handbook) forms aseifcontainedcomprehensive.-package
consisting of (41) .the..ainHprOgram .(LOGPRO) which performs the retention
analysis and'(b) the subprograms (ANDPX anANDXP) which handle the
ansformations from-"Dercent retained' to "numbernf standard devia-

s from the mean of the normal curve" and back again. A user of this
et of programs need not haye an extensiVestatistical background in
rderlto successfully utilize and evaluate its results.

0 is presently set up to be used in a time-sharing environment 'with
aer supplying retention data from a 'remote terminal during the run

tfrprogram. In. other words, the program will aVE the user for
iliViation and the user will provide it.

run of LOGPRO consiscs-of, two main anlysis sequences. T1TT are:
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Figuie 6-1'

PLEASE ENTER THE NUMBER OF YEARS FOR WHItH RETENTION DATA ARE AVAILABLE

4

HEPLEASE ENTER THE NUMBER IN HE STARTING GROUP
1

250

WILL INPUT DATA BF IN

(1) NUMBER OR
(2) PV10ENT
(ANS 1 OR 7)

2

PLEASE ,ENTE" THE V61 OF x T 9c ) AND Y ("LMfirct PF' CEN,T
RETAINS(' RV Ti ,1 WI 1,1 i r f w, .

! 'NI'

2..5..44

YvrYvYYYvYXYYYyyyxvyvvvyyyyyvyvyYvNoevYYYNXXYvYYvYKXYYYvvYXyv*,/vq.Yvv

FABLE OF LOG-PRRABIIITY ANALYSIS RESULTS

-- ACTUAL. DATA-- --L - P CURVE-
YEAR NUMBER PERCENT NUMBER PERCENT

/
1.50 145. 58.00 144.49 57.80
2.50 110. 44.00 111%09 k 44.44
3.50 90. . 36.00 89.71 35.88
4.50 75. 30.00 74.76 29.90

THE NUMBER IN THE STARTING GROUP WAS 250

.40 THE LOG-PROBASILITY EQUATION IS
Y = 0%46382 -4. ( -1.51707) X

THE STANDARD DEVIATION OF FIT IS 0-007469
4..

t. '
tiP,

,

XXXXXXXXx*xXXXYXXXXXXXxXYXXXXXxxXXXXXXXixxXxxXXXXXXXXXXXIXXXXX4X0XXXxx
, .. I . ..
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1. The log-probability analysis of the given retention data; and

2. The projection of the calculated log-ptobability equation.
4

Log - Probability Analysis

During this sequence, LOGPRO performs all the calculations required.to
fit a log-probability line to longitudinal retention,data (including
functions 1-3 above)..

The information fed to the computer by the erator,for this phase of
the program consists of: -

1. The number of years for which retention data are available:
i.e., the number of known retention points.

The number of employees in the original Or ntarting group Co-
the occupation to be analyzed.

3. Whether the collected retention data Pre in the form "numb,
of einnlrveos reteinee" nr rpy,onr i.f omr1r,veem r.,t/Ino4

4 The actpal retention data.

An example of the question and answer sequence for this part o! LOGPRO
is shown in Fi re 6-1. Responses made by the operator are underscored.
After each reques -for information, the computer pauses and waits for
the operator to res lad to the request. Each user respons9/ is followed
by a carriage return. This sends control of the program back to the
computer.

The data used in the sample run are:

Years'Since Percent
Hire Retained

1 58%
2 44%
3 36%
4 1 30%

Number in the original group = 250
Averaging factor = 0.5 years

Since there are four pairs of retention points, the answer to the first
request for. information is simply 4, And, since there were 250 employees
in the starting. roup,.the.answer to the second request is 250.
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The next question requests.that the operator make a choice based on the

form-of the retprition'data. If data have been collected in "number of
employees retained" (i.e., without Conversion to percent) then alter-
native (1) is desired and the operators response is 1. In this.case, the

program will. automatically convert these values to percent retained.

If the data have been manually converted to percent retained, then
alternative (2) is desired. And the operator response is 2. Since this'

is the form of our sample data, the response in Figure 6 -1 is 2.

Next comes the-entry of the actual retention data. One important point

to yemember for correct entry: of these datvis that all decimal points

must be shown. This rule apPites to every piece of data entered at this

time including whole ntImbers. Ecir.exemplpi. 'veer iq anrered AR 1 loo

employees is entered es 100.

In. addition, when the late Pre in 4Itcent, the decimal form of the pe,

cent value is enterr4 For "7 " ""rc'l nn -n ("1' I-

enro,ed as .5862

r"fl' "^"-""",, pair in nntc,r4A on n sfnglo line 1,, 11,o (,,,,,

rimn vnlnn rornnriop. vnlun rP

Entry continues until the supply oiretention pairs is exhausted.

LOGPRO takes this retention data,nd converts it to log - probability

nitform. Then the linear least s res technique is used to determine the

a and.b values of the log -pro ability equation. This equation is iterated

for each given time value an the standard error is computed. The

results of all these calculations are then printed out in the "Table of

Log-Probability Analysis Results" (Figure 6-1).

As you can see, this table gives you, in a convenient form, both the

inputted retention values ("ACTUAL DATA") and the results of the log- ,

probability analysie ("L-P CURVE") so that they can be readily compared.

In addition, the computer prints out the number 'in the starting group,
the a and b values of the log-probability equation and the standard

error of the log-probability fit (in standard deviation units).

Projection Analysis

During this sequence, LOGPRO performs all the calculations required to

project a log-probability equation and calculate the 95% confidence

range for each projected value.

The information given to the computer during this phase of LOGPRO con-

sists of:

?.1

. 0.

1. Whether the operator wishes to project t e lOg-probability

equation (a yes or no decision); and
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2. The time parameters of the projection.

An example of the question and answer sequence for this phase of LOGPRO
is found in Figure 6-2. This sample run projects the log-probability
equation calculated in Figure 6 -1.

At the beginning of the projection section; the operator may choose
whether or not to project, the calculated'log-probability equation. If
nor', the computer will'skip around this sequence. If yes, 'the computer
will ask for certain information concerning the time frame for which the
projection is wanted. At \\*point, the operator must enter three
values. They are:

1. The first (or minlmum) time value for wflich n projection
wanted.

7 The last (or maximum) time value for whi9h a rvAiPr!tinn in
wanted.

1.40

The length of the time interval het,.ay, r,,,ro 0,4n r el 1 reIr.
vilinta (or the time increment).

These values nre entered side-by-side, separated by commas (^-
Figure 6 9). Berg, again all derimal pointo must he shown.

The sample run in Figure 6-2 projects the log'- probability equation for
the time values 5.5 years to 10.5 years. The increment in this case is
1 year. This means that projection points will be calonlated for each
of these values: 5.5:6.5, 7.5! 8.5, 9.5, and 10.5.

LOGPR9 now takes 1.1ese time values and projects the log-probability
equarion for the given time frame. It also calculates the 95% confi-
dence ranges for each projected value. These ranges are calculated in
both projected numbers of employees and projected percenvretained. The
results of all of these calculations are printed out in the "Table .of
Projected Values." This table contains, for each time vane, the pro-
jection (EXPECTED VALUE) and its 95% range for both projected numbers
and projected percents.

After printing out the projection table, the computer will ask the oper-
ator if there are any more datalito,be analyzed. If there are, the computer
will recycle to the beginning of LOGPRO. If not, the computer will stop
the execution of the program.

Summary

LOGPRO and its' subprograms form a complete statistical package for the
analysis of retention data which are:
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Figure

Ati

IS A PROJECTION DESIRED? (YES =Y. NO=N).

Y
, /-

'PLEASE E.,:TER THE MINIMUM AND MAXIMUM VALUES OF X DESIRED
PLUS THE DESIRED X-INCREMENT (E.G., . YEAR. 1 YEAR, ETC.)
IN THE FORM: MIN, MAX,' INCREMENT (E.G., 5.,15.,1).
PLEASE SHOW AU OECIHAI. POINTS.

4
-IABLF OF PRO)FrIFD VALUES

"^" ----NUMBIP
'XPFCT"

ni IIF

PROJrCIFO
,

9% PPrIqf
I.

PER'rNT
IXPECTIP
VAI I)F

PROJrCTin

05% nANr,r

5.50 64. 63. 65. 25.48 25.04 25.96
4.50 55- 54. - 56. 22.08 21.64 22.53
7.50 48_ 47. - 50. 19.39 18.98 19.80
8.50 43. 42. 44. 17.20 16.82 17.59
9.50 38. 38. 39. 15.40 15.05 15.76
10*.cn *lc. 14. 36. .11_89 13.56 111.22

-

XXXXXXXXXXXXX4rXXXXXXXXXXXXXxXYXXXXXXXXYYXXXXXXXXXXYXXXXXxyy

RUN AGAIN WITH A DIFFERENT DATA SET? (Y. OR N)

STOP

- SILL -
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1. Longitudinal - i.e., employee groups (ox cohorts> are followed
over time and counts are made of how many employees remain on
board after certain lengths of time.

2. Occupational - i.e., data are,collected by occupation in all
cases. Data are also entered by occupation except in those
cases where aggregation of occupations is possible (see
Chapter 8).

LOGPRO uses the statistical techniques described in Chapters 4 and 5 to
perform its analyses. A more detailed discussion of the mathematics
used by LOGPRO can be found in its Technical Analysis which -can be found
in the Appendix sectir along with its Operation Manual an Program Lilting.

Although LOGPRO is an2extremely useful tool for retention analysis,
there are sena situations where it is infeasible to use it directly,
such as in arganizatipns with:

Hiring patterns which vary widely from year to yea).

Low levels of hiring.

Many occupations having only a few employees.

The techniques used to handle these pull similar situations will /P
explained in the next two chapters.
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'CHAPTER '7

STAFFING NEEDS-PLANNING COMPUTER PROGRAM:

LPFILE

So far we have been discussing techniques of retention analysis which
require the ilae of longitudinal data. However, there are cases where
either (a) longitudinal data are not available or easily obtainable or
-(b) organizational hiring patterns do not readily adapt to a LOGPAO type
of analysis. We now need a way to apply the log-probability analysis
technology to such cases. For this purpose we have developed a second

,retention analysis computer program. This second program is known
as: LPFILE.

When To Use LPFILE

There are-cet(tain,situations where longitudinal retention analysis
becomes lbssprecise and, thus, where the use of LPFILE is recommended-
The three most common of these situations will be disaissed.

1- The number of employees hired into one or more of an organi-
zation's occupations during any one given year is relatively
small. Ys

This type of situation can occur both in small organizatiOna with few
employees kand in large organizations consisting of a scattering of many
occupation_ withfew employees In such cases, the use of longitudinal
data is limited because a low level of hiring leads. to Small cohort
groups. And. small cohort groups, like small statistical samples, are
more subject to errorlthan are large groups. Also, a smal cohort is
less likely to have a truly normal distribution of work attitudes (since
the likelihood of the existence of a normal curve increases as the
number of work attitudes increases). In addition, for a small group,
the relationships between standard deviation values and percentage of
cases change considerably.

2.'. The yearly pattern of hiring into an occupation changes, from
one year-to the next.

One example of this type of,eitnation occurs into a given
. occupation is concentrated early in one year ate in another.. Such
yearly differences in hiringialitterne will cause' early changes in, the
time-averaging factor which is used to caldulate the log7probability
curve e.g., 0.3 in One year and 0.7 in the next). This means that a
new-aquation must be computed for each year's group ofires which in
turn means continual)/ collecting and recording longitudinal data for
each group. Thus, such a situation makes it difficult-to apply a log--, D.
probability equation 'Computed from a group of employees hired in one 't

given year to employees hired in any other year.
A
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For example, Figure 7-1 plots a logs- probability equation computed using
an averaging factor of 0.3 years against longitudinal data for a group
of hires for which the actual averaging factor was 0.7 years. As you
can see, any type of projection or calculation using this equation for
this particular group of employees would be consistently low.

In addition, under these conditions, the use of a single log-probability
.

equation to perform theluialysis applications discussed in Chapter 5
becomes imprecise. Thi is because the applications were designed to be
used on all employees id a given occupation regardless of their year of
hire.

As a corollary to-this situation, it might be that hiring into an occu-
pation during a given year is so unevenly distributed as to make it
difficult to use a convenient time-averaging factor. In such cases thg,
only recourse would be to compute an actual average-length-of-service
figure using the entry-on-duty date of every employee in the cohort.
This may be too cumbersathe a task. particularly if the ree+.1tane err
mpfnp, f,c,nr cannot he applied to any othor ypar'R data.

One year's log - probability retentcon cure." for a given occITs-
tion is noticeably Alffowont rvnm hr,Nthey vear'a r,.v'.

PAMP oconpaticn_

It.may be that observation of diffeient years'cohort groups fo an
occupation reveals noticeable (although noe\statisticall4 significant)ficant)
differences in the retention curve for the occupation. This usually
happens whenthe number of employees hired in the individual years is
relatively small, so that random variation differences tend to he rela-
tively large. What is needed in such cases is away to average the.
curie differences--which is what LPFTLE will do.

The LPFILE,Method

The basic motivating factor behind the. development of LPFILE was the
need for a method which would handle each of the above situations by
making the maximum possible use of every bit of information available.
Data on every employee hired into an occupation during a selected time
span ksay, 5 years) are inputted to LPFILE. These"date are used to
'compute a log-probability equation fot the occUpation. The system used
has several advantages:

Since data on every employee are utilized, every available
contributor to the group retention trend is used. to compute
the group's equation.

The size of the sample used to calculate the equatiOn is
maximized. (This is particularly important when hiring. levels
'are low.)

. -89 -..
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1.

Use of all the years of data available gives the maximum
possible precision to the ill:mit.

. ..

The employees used to compute the equation, are not limited to-

--. one year's hires.

1
,

- There is no need to continually collect and record longitu-
dinal data.

LPFILE uses a'previOusly-stored file of employee data to compute a log-.
probability retention equation. In this section we will discuss first
the mathematics used, by LPFILE, TUen-the-get-up of the data. file, and
lastly examples for apeCifit sets of date.

The Mathematics: Suppose that we knew for the past, say, five years (a)
the date when every employee was hired into a given occupation and (b)
the date when those employees who left the occupation dAd,so. With this

knowledge Oe could develop a quasi-longitudinal retention curve for the
occupation to which we could apply the log probability analygis 'technique.

We know from the previous discussions of log-probability analysis that
two items of data are needed for use of the linear least squares techaique:
(1) the percent retained from a given group of employees at (2) spec is ,"

times. For LPFILE we need(to collect our data so that we/can construct
replicas of these data-items. To do this we n.rst need to select a time
pefiod for which data collection will take place. This could be the

:It

past two y rs, three yecisSior whatever time span for.whIch your organ-

Tization ke s chronological records of ealoyees hired. ° -
..-

/

Second, we record,: for every employee.hired into.a given occupation,
during that time Period, one or two dates:

1.

t4
2.

The date of .hire into the occupation (for every employee);

and
1:)

The date of separation from, the occupation (for thOse employees
who.have.separatedit. during the time span). ,

These dates became part of the data file wtitch is , 7used .bye LPFILE.

We need one other date for
as the "file ending date."
the time period under study.

k

use oik the LPFILE method an if is known,

i is the closing date of 'the file and of

)

.,..

0. Note_that, as discussed afstie beginning Of dhapter44,..e" ariati9p"

.is any personnel action whiCh.cripatea a vacancy in the,group being

analyzed..' Thus, a movetent fromthis Zo some other occupation within
the same organizatiOn is a ''separation. ": .. . .

.

0

9 4
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LPFILE uses these dates to calculate two numbers for every employee in
the group. The values of these number's will depend on whether or not an
emplOt.has separated from tie, group.

If ad'employee has sepsrated,the numbers computed are:

1. The employee's actual time on board ,in the occupation (i.e.,
Date of Separation - Date of Hire);.and

2. The' length of time that the employee coulfl,possibly have been
on bpard during the aelected time span if he or.she had not?_

separated before the end of that time (i.e.', File ,Ending
Date - Date of Hire). .

1f an employee has not separated, his'or her actual time on board will
be equal to his or her possible time on hoard. So, for these employees
the two computed values are equal.

. 'LPFILE recvds each of the computed*valueg in one of.two'irrays. The
first array. consists of the values of the actual time on board for every
employee in tbe group. The second consists of the values of the elapsed
time between every employee's date of hire and the file ending date.
(These last 'values are either "possible time on bpard" or "actual time
on board" depending on whether'or not an employee;has separated.)

0

These .computed values are then used to develop a distribution comparing
the number of employees i4 the group who could possibly have served for
a iiven.length of time with the number of employees im'the group who
actually did serve for atleast that same length of time.

LPFILE now uses the results of its computations to set up the x, y .pairs
for log-probability retention analysis. First, each differett'value
from, the elapsed time array becomes a length of time from original hire
for ,those employees who could possibly have served.(or'faho actually died
serve) for. that. length of time._ These values then become the time -- or
x .values fA log-probability analysis.

The perCent retained (or y) values. are oalculated using the
,

following
data substitutions for each x - value:.

1.c4 The number :of employees retained at time x = -the number Of
employeeswhO actually stayed with the group for at least`time
x,(including those employees' who separated atsome time later .

than x). '

.

..l ..

. The number-of employees in the original gOup:of.hires = the
number of employees who could. have stayed:with the group for
at least time x (including both employees who left before time.
x and eMployees who stayed longer than time x).

\
,.....

1
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Figure 7 -2

LPFILE DATA COLLECTION. FORM
-
.

,

EMPLOYEE
NUMBER

,

W

OCCUPATION
CODE

-.
7

GRADE
AT HIRE

e

.

,

DATE. OF
HIRE

MO. YEAR

- e
DATE OF

'SEPARATION

MO; YEAR

,
c

. . . .

1

c

, . ,
. "

.
. .

.

.. .

..
..... * )

. .

, .
IA'

..... ...
. .

. .
. .,

.

.

1....
.

. . 0

. '
J

I

.. . .
11r .

,

.
.

1

...4

,,.

.
/ ,

.
- 9 .. .

. i
A

A
V .

.

.

,

.

.

.
-

I

. ,

i
Na ...,

vi

.

. .

1.

o c to
0

ot,

1 .
'... .

44

14'
. 0 .

.

. .
.o ,

r

f .

t

r
.

. .... . ,
.

it

1
i

.

!

0
..t.'.

\ ,

r.



41'
For each data item 1 isclivided.by data item #2 to obtain an
estimate:of the percent retained ai'that'time. ,And these becOmethe y-
NAluess.-

. .
, .

LPFILE uses:these u, y pairs and the-data transfOrmatiOns'found in:
LOGPRO tocalCulate a least squares log-lprobabilityeqUation for. the
given groupr. The resulting equation can be used in the same way as an
equation derived by LOGPRO.

The Data File: In perform its calculatiOnsLPFILE'needs to be supplied
with a npeCially set up file of. employee data.. This file consists of'
one'record for each employee in.a group.(or groups -- see discussion of:
possible file combinations below). There are four data elements in each
record . They are the employee's':

1. Occupation or series.cOde;

?., Grade at :hire;

'3. Date of hire (month and year); and

4. Date of separatiof (month and year), if any.
X ,

,

The last two items are, ofcourse,
4
those we discussed in connection with.

the method used by LPFILE. The first two items permit the user to both
(a) include more than one occupation in a single file and (b) perform
log-probability analysis on employees in different entry -grade levels.

In most organizations, these data items can typiCally be found in a
chronological file of personnel actions in the personnel office. Or
they may be recordedin an organization's automated infoumation,system.

Before data collection is bgun, 'decisions must be made on (a) the time
span air wflich/ata will be collected and (b) the occupations which. will
be studied: .This information is then passed onto a computer programmer
(if. the data system Aerenutomated) or to the person who'w111 collect the
data manually. ,f,'. '.-' , .

.::04'.:'.1
6-7

r
,

,.,.:,

If data are be collected manually, it is helpful to use some ttpeof
a standard collection form such as the one in Figure 7-2. You will notice
that an extra data item has been included in this form. This is an
emploiee.identification numbler (e.g., Social Security Account Number).
This item is needed since the other four data elements will most likely
be. found on separate sheets of paper. However, LPFILE does not need it
to do its work. A partial sample of a filled out collection form can be
found in Figure 7-3(A).

. .1
l

. .

To get t'iie from the collection form into a data file in the co
so that LPFIgacan use it, a few rulesgpupt be followed: v)

-. 93 -
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FiApre 7-3

A. LPFILE DATA COLLECTION 'FORM

EMPLOYEE .

NUMBER

...

OCCUPATION ..

6 CODE

. %

GRADE
AT HIRE

.DAIL OF
) HIRE .-

,M0.° YEAR

OAK Of
SEPARATION
M0:. YEAR

20P . 1-73
11 72

.11-7q
A/O Alt ' ..

1

2.. 2b1 . 6-

.3 261 5.
7-7 4

.

1-75

1 ..26i
4 q -1 I. 3 --P)

5 - 201 5 7 -73 A/tfiYlf"
fi 771. . .201, (1-73

- )0 .5*

.- .

q-ia Ike l'o.Z:7

..10i I -1 2. ,2 -7').
.

4201 -. ' ' .6--7'-1 A / O. /i' C

10 20 5 J)- 7 3 . 1.. -7q

CO*iPlITER DATA FILE

002010501731174_
002010511720000
002010507720175
002C10509710375
01,02C105C7730000
002010509730575
002010504720000
00201050172C.275
002010515740000
002010511730674

FILE ENDING CATE = JUNE 1975

'0.

r.

LPFILE TIME VALUES

COULD HAVE
ImPLUYEF SERVED
NOM3FR (YEARS)

1 2.42
7 2.58
3 2.92

3.75
5 1.92.

6 1.75

7 3.17
6 3.42
9 1.08

la 1.58

ACTUALLY
SERVED
(YEARS)

1.83
2.58
2.50
3.50
1.92
1.67
3.17
3.08
1.08
1).58
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Each line on pie collectioA'formbecomes a line of the data
file.

g.: The.dataelements,in each line are placed in a specific ordet
- with occupation code.first, then grade at hire; month of hire

year of hire, month of separation, and year of separation..

If an employee has not separated then the entries for both the
,month and year of separation are zero.

4. Depending. on the available computer system, the )4ata elements
in each line are either (a) separated by commas or (b) spaced'
according to the criteria set up by LPFILE.

For rule 4b, the_following spaces are allotted, eor each data element:

Occupation code-5 spaces. (To handle series codes of up to 5.
digits).

Grade at hire--2 spaces.

and d year of hire, month and year of separation- -
2 spaces each.

/

/ 4

4

/

i /If a data element requires lees than the allotted space, then. the test
0 of the area designated for that element is filled with leading zeroes or

blanks. .-
0

As suggested in rule 4, above, there are two ways in which the data from
an LPFILE collection form may lie transformed Into a computer - acceptable
file.. First, if the data elements irra line are to be separated by
commas, then the first two rows from the sample collection form in

Figure 7-3p0 would translate to:

201, 5, 1, 73, 11, 74,
201, 5, 11, 72, 0, 0

%.

Note that, since the decond employee has not separated, the last two
values in the second line are zero.

0

Second, if the data elements in a line.are to:be spaced according to
LPFILE's specifications, then the fi4t two lines of the sample collec-.
tion form would be,entered as:

002010501731174
002010511720000

Note that (a) the elements follow each other without any separation,
character between them and (b) leading zeroes afe used to fill unused
spaces. : (In most systems blanks may usedused in place of the leading

441



eroes.) The completed file based on the sample collection form mOle:

ound in FigUie 7-3(B).
. A

The transfer of data,from'a collection form into the computer may be

.done directly or there may be an intermediate step,which'tranafers data'

first to a coding sheet (where the data are arranged in .computer -- acceptable

form) then to the computer:
,

In any cas(, entry of the file into theitomputer from the keyboard of a

Computer terminal follows standard steps which include:,

1. Giving.the data file its own name;

4

. 2. Entering the data file one line at a time;

Hitting the "carriage return" key atLthe end of each line; and
.0,

4. Storing the file in the computer's memory area.

pnce entered and stored, a data file can be recalled at any time, for use

by LPFILE.

The contents of these data files may consist of one occupation pet file

ovmultiple occupations per file." A single file may'alSo contain more

than one grade at hire level. During a r' of LPFILE, the user may'

.
select'what portions of the file are to be analyzed: FOrexample, if

a'file contains records on three occupations only one of which is to be-,

analyzed during a given run, then LPFILE will use only those records of

employees in that occupation.

Each file will have a file ending date which will be entered frOMthe

terminal keyboard during a run of LPFILE.

Examples: As a simple example of the techniques used ty UTILE,' We will

use the sample file of 10 employees found in Figure 7-3(A): Of course:

it'is unlikely that such a small file would exhibit log-mit-mai_ character-

istics and an actual filo would consist of many more employees. But a

small file is useful (nr Alluatratinc purposes.

Let's assumo that rho (11,, ,v,14,,a Apro for cilia garrirlr'fjle is June

1975.

First we have to calculate, for ea''-emrloyee in the file the values for

actual and pow,ible t'me on t.",4. pmqmp14, nonsider the data for

employee #1 in Fignr 7 HA'

Date of hire - 1/71
Date of separatfoo 11/74
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This employee could have sewed from JanuarV 1973 to June 1975.-(tbe , f11e
ending date). other words, the employee could have served Or 2,11
years and 5 moths' 'or 2.'424eard. But the employee actually sirved
until Bovember:'1974, or 1,j-ar 'and" 10 tikonths Or 1.83 years.

:Each employee's time valp,es are calculated in the same manner. And for
those. employeee wha', have! not. separated, 'the two values are equal. For
example, for employe .#21, the actual and possible values are both 2068
years (from November\1972 \to June 1975).

The completed table ',of Atinalfland'pOssible time valjhb is found in
.Figure 73(C). Arranging these valuep from lowest to highest pOsdible

service. .. . :

Could Have
Served

(Years)

Actually 1

Served ,
(Years)

1.08 1.08
1.5.8 0.58
1.75 1.6.7
1.92 1.92
2.42 1.83
2.58 2.58.
2.92 2.50
3.17 3.17,

, 3.42 3.08
3..75 3.50

The next, step is to translate these values into log-probability 2t,'y
retention pairs. The "Could Have Served" column becdmes the x-valnes.
These revresent "Years ,Stnce Hire" values. To determine the.percent
retained for each x-value two counts are made:

The :number of employees in the group who could have served to
time.x; and

2. The-uumher of employees in the group who did serve to at least'
time x.

For example, the first x-value is 1..08 years. All ten 'emfloyees,in the
.group could have served for this time but only nine of them actually did
(employee.#10 left after 0.58 year of service). This gives a retention
ratio of 9/10 or 90%.

4-
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The nextx-value'is1.58years. .Nine of the employees in the group
Could haVe Served for this time (employee #.9. IS no longer in the. run-

4141.8). Of theie nine, eight actually Aid serve for at least 1.58 years.
ThUs the retention:ratiofor 1.58 years is 8/9 or 89%. ,Andso on'through

. .

each x-valUe.'

. 1

The retention values for this sample file would be:

Years Since,
Hire
(x)

Retention
Ratio

Percent
-- Retained

(y)

1.0k 9/10 90

1.58 8/9 89

1.75 7/8 88
1.92 6/7 86

2.42 5/6 "83

2.58 4/5 80
2.92 3/4 75

3.17 2/3 67

3.42 1/2 50-

(3.75
1.

0/1 0),

(Since there was no one left to contribute to the group retention trend 4,
by 3.75 years, this time value would not enter into the log- probability
equation_calculations.)' A

LPF1LE utilizes the.linear least squares technique on these x-'and y-
value's. to compute a log-probability equation for the given group.

Ass we said before, a file consisting ofonly ten employeesis unlikely
to exhibit true log-normal behavior. To illustriiie what LPFILE data
wily look. like in a practical situation, we have constructed two larger
sample files. The first is a hypothetical file for a professional.
occupation. For illustration purposes, we have used the GS -801 (General
Engineering) occupation. This file, which we have named Lp801, is
listed in Figure 7-4. The second sample file represents a clerical
occupation. For this file. we have used CS-322 (Clerk-Typist). We have
named it LP322 (see Figure 7c).

To show the type of retention pattern which is exhibited'by such files,
we have 'plotted in Figure 7.6 the retention pairs derived fromfile
LP322 (the scattered doti). As You can see, there is a dittinct and
fairly even og-normal retention pattern exhibited by these data. The

pattern devia s somewhat in the tail area of the curve. This is due to
the smaller numbers of employees who contribute to the trend at the
higher length- of- service levels.

The log-probability curve which LPFILE4Atted to the LP322 data is shown
by the dotted line in Figure 7-6.

4
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Figure 7-5

00322030170.1173
003220302700874,
003220303701974
00220304.700000
003220305700774
003220306700273
003220307706973
0032203'08700173
003220309700873
003220310700772

c 003220311700471.
00322.0312/003
003220301710473
003220302710173
003220303710000
00322030471111/
003220305710000
003220306711,272
003220307710972
003220308)49.4-72
003220301711 72
0032203107M272:
003220311710000
'003220312710473
003220301720000
003220302720573
003220303720572
003220304720473
003220305720473
003220306720000
003220307720373
003220308720000
003220309720000
003220310720873
003220311720000
003220312720673
00322,0301730000
003220302731173
003220303730000
003220304730473
00,3220305731173
003220306730000
00322030/731173
0032201nOMR71

I
0032203097315.74
003220310731 1`93
0032203.1730000
00322 03'1273U 17k
0032203017404.474
003226302740374
003220303741274 -

003220304741174
00322030.574077.4
'003220306740000
603220307741074
00322'030874000.0
00322030974,1174
0032203-1074104
0037'20311'741274
003220312740000
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\7 In Figure 7-7, the LPFILE fitted curves for both LP322 and LP8O1'are
Lplottedi T s grapfi sho that the existence of occupational differences
as discusses for longi dinal-data are still in effect under the LPFILE

system. In = edition iocesthe LP801 file contains records fof both GS-

5 and GS-7 hire e two retention curves based on these'different
entry-levels are plotted in Figure 7-8. This graph suggests thAt .there
mitS be curve differences between, different entry -- grades that requife the

r use of more than one log- probability,equation. Ther e more on-

suqfi.differences in the next chapter.

Samvle Run of LPFILE

Figure 7-9dhows a sample run of the piogram LPFILE. There are two

sectivis to this, run: information inputs and analysis outputs.

The first piece of information to be input is the file ending 8ate for
the f e to be analyzed. This date is entered>by typing the value of
the mo th (from 1 to 12), and the last two digits.of the year (e.g.,, 75
for 1970, separated by commie.

The .next item needed by LPFILE is the number of emplOyees in the whole

file. Oto in other words,, the number of lines in the file. Then e

name of,4e file is'rdquested. As presently set up in LPFILE, eh name

can be allzost five, characters long. The flirst character must be alpha-

betic althbugh numbers may be used'in the other positions (e.g., ppm).
This name ia'the same one under which the data file was stored ear er..

That portion of the. file which is to be analyzed during the' current'run
is chosen by the user's response tothe next question:

P.

DO YOU WISH B

(1) OCCUPATION

If a file contains. records,for employees in more 'than one occupation,
these occupations should be analyzed separately by choosing this option.
LPFILE will ask for the desired occupation code and select for analysis
only the records of employees in that occupation. The other occupations

may be analyzed by re-running LP /ILE until all-the-occupations have been

completed.

(2) GRADE

If you feel that thefe may be differences in the turnover curves for
different entry -grade levels (although the effect of grade at hire on
retention is much less significant than the effect of length of sery
this option may be used. If there, is more than one occupation in a file
then this option. alone will analyze all employees in the selected entry.

.
grade regardless of occupation.

-1037

100.

A



-0

%

4/41

% .
41r.

*4aft

-'11.01,1111oft

...
1:jr,""I

osi um
Ora Imo

am umas

sio alaimmoo
gokii

mus
"."1416us

Cw

Rive

low IP II

v

3 5



:Figure 7-9

p.

ENTER FILE ENDING DATE (MDN;H YEAR)
17;74

ENTEZTHE\UMBER OF EMPLOYEES IN THE FILE
60

EOER tHE NAME OF YOUR TURNOVER DATA FILE*
(MUST BE LESS THAWOR EQUAL TO 5 CHARACTERS)
L P322,

DO YOU WISH BREAKDOWN BY:
(1) OCCUPATION
(2) GRADE
(3) EOTH OR
(4) NONE. RUN WHOLE FILE
(ANS 1, 2, 3 OR 4)

FOR THE ENTIRE FILE=

THE L-P EQUATION IS:
= 0.46350 + ( -1.35693)X

AND THE STANDARD DEVIATIDNIS: 0.04116'

OUT ACTUAL AND CURVE VALUES1 (Y OR N)

THE RETENTICN

L.C.S.
(YEARS)

VALUES

-PERCENT RETAINED-
-ACTUAL- -,CURVE-

0.25 0.891 0.900
0.33 0.870 0.867
0.42 0.830 0.336
0.50 0.808 0.808
0.58 0.765 0.783
0.67 0.760 0:759
0.75 0.735 0.737
0.83 0.708 0-.716
0.92 '0.702 0.697
1.00 0.696 0.678
1.0F 0.689 0;661
1.17 0.659 0.645
1.25 0.651 0.630

247-598 0 - 77 - 8 70
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Figure 7-9 (cont'd)

1.42 009- 0.602
1.5C 0.634 0.589
1.56 0.600 0.576'
1.75 0.590 0.553
1.83 0.55' 0.542

1.92 0.568 . 0.532

2.00 0.528 0.522

2.08 0.543 0.512
2.17 0.500 0.503
2.25 0.515 0.494

4 2.33 0.469 0.486
2.42 0.452 0.47/
2.50 0.433 0.470
2.58 0.4149 0.462
2.67 0.429 0.454
2.75 0.407 0.447
2.83 0.423. 0.440,
2.92 0.44Q 0.434

3.00 0.375 0.427
3.08 0.391 0.421 4,

3.17 .0.364 0.445/
3.25 0.333 0.40,9

3.33 0.350 0.403'

3.42 0.3.68 0,397

3.50 0.389 0.392

3.5E 0.412 0.386
3.67 0.375 0.381
3.75 0.400 0.376
3.83 0.357 0.371

3.92 0.308 0.3'67

4.00 0.333 0.362
4.08 0.364 0.357
4.17 0.400. s0.353

4.25 0.333 0.349
4.33 0.375 0.344
4.42 0.429 .0.340
4.50 0.500 0.336
4.58 0.400 0.332
4.67 0.250 0.328

AGAI-N WITH SAME FILE? (Y OR N)

IL

AGAIN WITH ANOTHER FILE? .(Y OR N)

106 -
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(3) BOTH
a

Under this option, employees in the selected occupation who also were in
the selected grade at hire are analyzed.

(4) NONE. RUN WHOLE FILE

This option should be used for files that contain only one ocalpation'.
Or, for files( that contain only occupations Which have been previously
analyzed and found to be compatible (see the next chapter).

LPFILE then uses the selected records to cAlculate a log-probabliity
equationtand standard error, both of which are printed out. The user
hag heption to write out the actual retention pairs and'the corres-
ibundidg curve values.

After each run of LPFILE, the user may recycle either (a) to do another
analysis on the same file or (b) to analyze a different file.

Additional information about the development and use of"LPFILE can be
found in its Technical Analysis and Operation Manual.
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CHAPTER 8 -

STAFFING NEEDS. PLANNING COMPUTER PROGRAM:

/7- ti

1

I r
. .

, .

We have said that retention analysis is ideally performed by. occupation
Using longitudinal data. We 13.aw'ip.06 preceding chapter, cases where
longitudinal data techniques are nOi direetlyapplicable. These cases

. led to the developmpt, of LpFILE. There are also situations where
..either (a) analysis bY individual occupations becoMes difficult or (b)

analysis within individual occupations is desirable. For such situa-
tions, there is a third staffing needs planning computer program known
as LPTEST.

When TO Use LPTEST.

LPTEST deals with. the concept of the existence or nonexistence of differ-
ences betWeen or within. occupations. It statistically compares theif
retention trends to determine whether or not they may he gropPed together
for analysis and planning purposes (-such as for input to LOGPRO)'.

There are two types of analysis which can be done using LPTEST. These
two areas can be characterized as Inter-occupational and intra-occupa-
tional.

Inter-occupational analysis: For this type of analysis, LPTEST compares
the retention curves of different occupations to see if they have the
same or similar retention patterns. Those that do can then be aggregated
into a single planning unit.

This analysis capability is useful for organizations consisting of
several occupations with only a few employees in each. Such a situation
means that there will be only a small number of hires into any one
occupation during a year. This in turn means, as we saw'in the preced-
ing chapter, that longitudinal analysis for any one occupation would be

,,imprecise. However, it may be that some of these occupations have reten-
tion patterns which are similar enough to allow for their grouping
together. Such a grouping can be considered as one occupation for
longitudinal 'retention analysis and projection purposes.

It may also be the case that, after having separated out its major occu-
pations for analysis, an organization might want to combine some of its
smaller occupations into ne or more larger groups which can be analyzed
using log,-probability techniques.
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.V
As a corollary this processj, LPTEST may'be used to test the retention

patterns of the'sameoccupetiat:sat different times. That is, it may

compare,the occu ation's retention .17 ,as calculated) from one year's

cohort group wit thiecalculated from another year's cohort group.

SuOlt a compa so will show whether there.has been, any change in the

occupation s ret 'tion pattern otter time. l.

Analysis' for a
equation to- rep

Intra-ocOu ado
the retention c

(""°:have differen4.

A subgroup of
wkofitinto a
mi oritysstatu

EST may be deed With an occupation to'compare the retention patterns

f male vs',feinale employees, minorities vs. non-minorities, GS-5 vs.

GS-7 hires, t
a difference
separately (

of xouped occupations will utilize one ltvkrobability

esent the entire gibup.

al anal sib: Far this type of analysis, LPTEST compares
rues ot subgroups of the_same occupation to see if they

eiention patterns.

n ocCUpation consists of employees from that occupation'

y desire category. Some of the categories may be sex,'.

, eiade t hire, training received, etc. For example,

The technolog
areas of pers
next chapter.

°se given special, training vs untrained controls, etc. If,

s discovered, theaffected subgroups can be planned for
parate log-probability lquations will be availtible).

used to make Such comparisons is also useful in other

nnel management. There will be more about this'in the

There 'is an portant point out such comparisons which should be

emphasized h e. And that is that they should be made for subgroups'

within the s e occu ation. It is not valid to say, for example, that

there is a d fference in the turnover rates of men and women lf the

rates compar (14,come from different'occupations. (Remember that different

occupations ave different turnover rates.) Such rates should be compared

within occup tions where both males and,females are strongly represented.

This will rove the differences in turnover rates which are solely the

result of t eydifferences in. occupations.

Statistical Differences

LPTEST co fee two or 'more occupational retention curves to determine
if all-by sOme of the occupations may be groupedlogether. When looking*

at retention trends, LPTEST is searching for statistically significant

differences The underlined phrase leads to two questions:

1. What constitutes a difference?
e

2.

/

What is meant by "statistically significant"?V

-110-
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lOnestion 1. There are two conditions which slope or in combination can
cause occupations to have differing retentiA trends. They. are (0.
differences 'in the first-year turnover rate and/or (b) differences in
the log-probability annual loss rflte.

Figure 8-1 shows the retention curves for a professional
(Curve I) and a clerical occupation (Curve II). It Stga8
by looking at these two curves that they are differentl
their- first year loss rates are decidedly different ( 7%
42% for ,Curve II). -Secondly, Curve II loses 38% (= 58
cohort, from year 1 to year 7, while Curve I loses.onl
45Z). This means that Curve II has a fastqr log=Probability loss rate
per year than does Curve I.

Another way, of examining the difference between two curves is by plotting
them on a log-probability nomograph. This is done for the. two sample
curves in'Figure 8-2. As yditt can see, Line I starts and remains above
Line II. Also, the distance between the two lines is growing larger as
time passes../There is a 25% difference between the first-year retention
rates of the two lines. This builds to a 36% difference at the-seventh ,
year. In other words, the two lines are diverging (getting farther and
farther apart).

These kinds of differences can also be seen by looking at the log-
probability equations for the occupations tested. For example, the log-
probability equations for the two curves in. Figure 8-1 (using the first
four years of data) are:

occupation
obvious just

For one thing,
for Curve I
2021 of its

% (- 83%

0.

Curve I: y - 1.15682 - 1.1/278x
Curve II: .y 0.45692 1.49392x

First, you can see that the A-terms of the-equations are quite different.
This term by itself represents the normal curve-standard deviation value

for the ime t = 1 (since x = Log t and Log 1 =0). The first A-term,
1.15682, transfqrms to 88% while the second, 0.45692, translates to 68%.
Thus, C rve I has a higher first-year starting point than does Curve II.
(This,d ference is reflected on the nomograph in Figure 8-2. Both of

these lin s were plotted using a 0.5 averaging factor so that the values
on the fir t vertical line are for t = 1.5.)

The second, or B, term of the equation represents the slope (or steep-
ness) of the log - probability line. Looking again at the lines on the
nomograph, you can see that Line II is steeper than Line ,I. Thid differ-

ence is reflected in the B-terms of the log-probability equations for
these two lines, since the absolute value of the B-term fqr Curve II is
larger than that for Curve I.

i
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Years 1.5 2.5

Curve I

Years
Since Percent
Hire Retained

1:5 82.9
2.5 75.5
3.5 69.8
4.5 65.2
5.5 61.4
6.5 58.1
7.5 55.3

3.5

Equation:
Y- 1.15682 - 1.17278 X
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4.5 5.5

Curve II

6.5

Years
Since Percent
Hire Retained.

1.5 57.7
2.5 44.5
3.5 36.1
,5 30.2

5:5 25.8
6.5 22.4
7:5 19.8

Equation:
Y0.45692 - 1.49392 X

7.5
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Such inspection tecbn ues are usefnle in determining occupations
differences wheit occup time have obviously different retefition'p

everi,Imopt-necupat ons that will need to be compared.will be mu
cl aer ih tteniLthan th'd:two 'sample occupations. The statistical, tech -

nique lisecl,by LPTEST will be useful in these cases.
,

a 'addition, tPTEST may, be used? `to test more 'than two oceupat
which would be ,die4cult to 'accomplish vsually. ..,- H

,

...------ ' 4
. ,

.

Question 'i2. 'just the tence,i<s7dif -ce,'how0eri,.is. pot. eno

evidenheta.eay tha
.&

tested OcCupat y be grouped to

itieeCeesary to 4O:one eteplurtheri the differe
I .

statistically a gOficant
et,-

4

itould e4eidthAt when-We comparOccupatiohs using
we are

A

testing, to see irtheindividualteete.Oftetentpn.datai
.sampIes..ilaCh"Jcote frOM'the same overell,populatiOn n-:*

tbPY maY,beYirouped.., ,

two sets of diits4re ever going to.be-exactlY alike. TheAe.Will.,.

always be some difference which is dye to the action of chande fact-Ors.
What is ,needed" is a criterion. to detkrimine when the occurrence of'a
difference .means that the coiparidsets come from different populations.
Thts,'criterion is known as statistical significance. Statisticians have
defined differences as being statistically significant. when the probe-
billY that their occurrence could be' attributed to, chance is 1 in 2,0

(or ess).

To determihe what probability value is associated with,a given difference`,
the difference must be quantified. This is do e by first setting up, an
hypothesis 'which assumes that no difference exists (the "null" hypothesis)

and then trying to disprove.it using an appropriate statistical test.

This test will result 'in a number which will be associated with a pre

determined unique probability value.

By definition, if this unique predetermined probabili value is less

than 0.:05, X.. 1/20), then a statistically significant difference will
exist.::If the probability value is less than 0.01,.then the difference
is considered to be highly significant. These probability values are`

also known as significance levels.

Statisticians hay worked out formulas and developed tables whichenable
one to determine what probability value is associated With the result

achieved by using a giv statistical teat. These tables can four

in any statistics boo

121
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The[SX tistitatTest.. The Aelection of ae*Atistal test.shOuld be
carefu iy made.: There are any aild.Cteste and e eh one should be teed'
only im the situations) ,for whichAi imadesi ed. n

t

Fpr its comparisons, LPTEST:uSes:Xhe "7-aatiet -test." This test
compares two. variances (y7.0.Aviding the larger:va nce by tlik.bielleN;
to get i-vaiueNwhiCh iskawn ail.':F4.-Ifihip.*Ina:le.lar4Cepbugh,%) _

. .. ,.

then the dif ference.be tw e6.t 0,-uatiancea is.considered 'uyrtAb e .pAg'

nifCiii:''''' ' i';N
. ..W.,'. ,

2

.

%
. -. . . 4 ,4-

The significance level associated With)a given value Of f can be inferred'.
fro T statistical tables or. approximated. using mathematical eiluationg. (
LPTEST contains a subroutine using one such mathematical approximation .

ThIS subroutine uses a calculated value for F plus what are known as the
associated.degrees of freedom figures for each of the twcOprevipusly-.-
calculated variances. Generally speaking, degrees pf'freedoMis7defined
as the number of data its in a sample minus one. In LPTEST, the number
of data items equals the naber of items from which a variance is calcu-
lifted.

The LPTEST'Method

LPTEST.makes use of longitudinal data to com are.occupational retention
trends. These data are in the same format a those which are entered
into LOGPRO. Thus, you need to enter, for e ch occupation to be tested,
the number in the starting group and the number or percent retained at
liter points in time. LPTEST also uses the same statistical transforma-
tions and basic methodological assumptions that are used by LOGPRO. .

LPTEST can also use data which come from an LPFILE program run. This --\\---

is done by using LPFILE to compute an equation for the occupations'
concerned and replying "YES" to the option to write out the actual'and
curve values. Theft you can select from these lists actual percentage,
values for a few time values (using the same time values for each occupa
tion). These can,thencbe entered into LPTEST. Since the retention:(or
y-) values will already'be percentageS, any convenient values can be
entered into LPTEST as starting group figures.

. .

,

As was discussed at the beginning of this chapter, LPTEST .type data are
either grouped by occupation (for inter=oCcupational,analysis) or by
subgroup within an occupation (for intra-occupatiOnal analysis).. If any
set of groups or subgroups is.found to be compatible, they may then be°,
combined for further analysis. For example, combined longitudinal data
can be entered into'LOGPRO for analysis and projection.,

Any group of occupations which is found to be incompatible can be
"regrouped"--i.e., one or more of the occupations can'be removed from
the test group and the rest can .be run through 'the program again. This
protess can be repeated as often as the user wishes.
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To test the. inputted longitudinal aata points for any differences,

LPTEST sets up the'null hypothesis that there:are no differences among

the retention trends of the inputted occupations. 'Then it calculates

a value for the F-statistic and determines the probability associated,

with that value of F.

To determine a value for the F-,statistiC, LPTEST uses what is known as

an analysis of.variance technique. This-involves.using'alof the
inputted longitudinal data to compute two.specific variance figures:

Va = The variance among the inputted groups

Vw = The variance within the inpUtfe& groups

The first variance, Va, represents the differences among the inputted ,

'-groups (or how the groUps differ from each other). The secbna, Vw,

estimates the variation_tbat occurs within'each group.. The F-statistic

is calculated using theformula:

F = Va
Vw

If, the null hypothesis is correct, then there should be little br no .

difference between the two calculated,variance figures. In other words,'

the value of F would be fairly close to 1. HoweVer, if a significant'

difference exists, then the variation among the inputted groups will be.

consiaerably larger than the variations within the "individual groups. If

this is so, then the value of F will be large.

The degrees of freedom figure associated with Va (Na) is equal to the

number of groups tested minus one. The degrees of freedom figure associ-

ated with Vw (Nw) is the sum of all the'longitudinal data points entered

minus one. For example, if 64e.e occupations are tested and each occupa

tion has four ypara of retention data, then .

Na - 3 1 - 2

Nw Y 4) 1 - 11

The Values of F, Na, and Nw are entered into the Fapproximation sub-

routine (FTEST) which returns the associated probability value to LPTEST..

If. this value is less than 0.05, then the differences among the inputted

group's is statistically significant.

LPTEST also calculates the log-probability equationfor each inputted .

grOup. If it is determined that one or all of:the inputted groups

should be analyzed separately, then the log - probability equation(a).

calculated by LPTEST can be used any further analysis. If, on the

other hand, the tested groups ar found to be compatible, LPTEST

latesthe log- probability equatio which represents the combined groups.



.Sample Run of LPTEST

LPTEST .is designed to accept longitudinal retention data for up to twenty
occupations-'or groups. These data are entered during the first- or in-
formation-phase of an LPTEST run.. A user may select all or any subset
of the entered groups for testing. The test results are printed out
during the analysis odtput,pbasepf LPTEST.

During the information input phase of a run, LPTEST asks for the follow-
ing pieces of information:

1

(1) The number of groups ( .g., occupations) which are to be
tested.

(2) The occupation or series code for each inputted. group. (If

:subgroup of one occupation are being entered, each one will
need a numeric codd.).

0) The number of time (or x-) values for which there are retention
data. Each groupfristed must have the same numbertd x-
values.

(4) The .'value of each-x-value. Each group tested must use the
same x- values.

1

) The starting population for each cohort.

(6) Whether the retention (or y-) values are in the form "number
of employees retained" or "percent of employees retained."

(7) The actual retention values.

0

The data for item (7) are entered by x-value. That is, all of the y-
values associated with a giVen x-value are entered on one line and
separated by comae. The order and number of the retention values on .a
line is the same as the order in which the occupation codes were entered.

In,addition, LPTEST asks for information to determine which of the inputted
groups are to be tested at this time. First, it.asks if the user wishes
to test (1) all of the groups or (2) only some of the groups. 'If all of

the groups are to be tested, LPTEST goes directly to its analysis sequence.
If only some of the groups are to be tested, LPTEST queries the user as to
how many groups are to be tested and ichnes they are.

Figures 8-3 through 8-7 show a sample analysis sequence using LPTEST. 'Five

different occupations are entered and comparisons are made using three
different subsets "these occupations. The sample data used are:
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OCCN
CODE N

322 30

312 25

201 62

212 50

1520 15

PERCENT RETAINED AFTER
1-Yr.

58.001
52.73
83.20

2.00

2 Yrs. 3 Yrs.

44.00% 36.00%

40.00 32.73
.74.50.

70.00 61.00.

87.00 85.00

Figure'8-4 shows the order in which percent retained values are entered.:

first, each Ocupation's "1 Yr." values are entered (in the same order

as the occupation codes were entered), then, all of the "2 Yrs."'values,

etc.

Since the sample occupations are a diverse mixture, they'would'seem to

fall into at least two obvious. groups: clerical (322 and 312) and. PAT 11,1

(201, 212, and 1520). Using this breakdown, the'first test-made was a 1.

comparison of 322 and 312. (Note in Figure 8 -5 that ro make thikv.selec-

tion, we entered "1, 2." These are the values that were assigned to

these groups during the entry of occupation codes.)

The result of this first test can be found in Figure 8-5. As you can

see, this output shows which occupations have been tested and stategi

that they may be grouped together. The In-probability equation for

each group tested is also printed out. In addition, since these two

occupations were found to be compatible, the log-probability equation of
. ,

their combined retention values is printed (under the heading "Total

Group Equation").

Next, a test was made to compare 201, 212, and 1520. The analysis

output in Figure 8-6 gives the result of this test: these three occu-

pations may not be grouped. Since it seems likely that occupation 1520

is the one which is gumming up the works, this occupation was removed

from the group and another test was made. The result of this last test

is shown in Figure 8-7. The two occupations, 201 and 212, may be grouped

so their total group.equation is printed out.,

So from this analysis of five occupations, we came up with. three group-

ings: 322 and 312; 201 and 212; 1520. These' groupings may be used in'

further analyses involving these occupations or the occupations may be .

analyzed individually. Either way, the log-probability equations needed

are: produced by LPTEST.

0
After each run of LPTEST, the user may recycle back to the beginning to

.perform another comparison by either using the same, occupations or

inputting new occupati s.

Additional information abo
found,in its.Technical Anal

the development and use of LPTEST can be

is and Operation-Manual.

If PAT is shorthand`. for Prof

occupations.

, Administrative and Technical
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Fiture 8-3

THIS PROGRAM'ANA ES' AND COPPARES THE RETENTION TRENDS OF 2 OR MORE
6CCUPATICNS TO ETEPMINE WHETbER THEY CAN BE ,SRLUPEL TCCEThER FLR

.
LLG-

PRO6ABILITY ANALYSIS,

FOR PURPOSES or THIS PROGRAM:
(1) THE !IX vqwgs. = LENGTH OF SERVICE COMPLETED; AND
(2) THE "Y - VANNES" = NUMBER (OR PERCENT) RETAINED AT TIME X.

SEE INSTRUCTION MANUAL FCR FURTHER EXPLANATION LF DATA REQUIRED.

ENTER THE NO. OF RETENTION GROUPS TO BE COMPAREC
5,

ENTER THE OCCUPATION-COCE FOR GROUP

NO. 1:

322

NO. .2:

312

NO. 3:.
201

NO. 4:
212

0. 5:

152C

ENTEP T'Lr
3

ENTFP v vnl 1,r

NO. 1:
1.5

O. 2!

2.5

0. 3:

.5

/-7



Figure 8-4

ENTER STARTING POPULATICN (11) FOR GROUP.

NO. ( 322).

NO. 2: ( 312)
25

NO. 3: ( 201)
62

NO. ( 212)
50

NO. : (1520),
15

ARE Y '-VALUES IN .

(1) NUMBER OR
(2) PERCENT FGRM?
(ANS 1 OR 2)

2

IN GECIMAL FORM, SEPARATED BY COMMAS
ENTER ThE Y-VALUES CCRRESPONDING TO'X =

1..5006:

2.5000:
,44,.40,.745,.70,.87

3.5000:
.36,3273..703. '',
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Figure 8 -5'

DO YOU WISH TO TEST (i), ALL CR (2) SOME CF THESE r-onups?
(AN 1 LR 2)
2

HOW MANY GRGUP'S.DO YOU WISH TO TEST?

WHICH ONES? ENTER USING THE GROUP NUMBERS
ESTA3LISHED DURING THE .ENTRY.OFOCCUPATION CODES..
(SEPARATE THESE VALUES WITH COMMAS.)

XXXXXXXXXXXXXX,XXXXXXXXXXXXX
X
X

X LPTEST ANALYSIS
X
Y ..

XXXXXXXXXXXXXX
.

TPUT X
X
X

X 111E 2 OCCUPATIONS TES EC X
X 322 r X
X 312 X

X MAY EE GROUPED TCGETHER. X

> Y.

X . X

X INDIVIDUAL SUBGROUP DANA: X
X X
X --L P EQUATICN X
X CCCN is (A) (E) X

X --- X

X X
X 322 30 0.46709 -1.52832 X

X 312 25 0.31322 1.4C587 Y

* ) X
)k.

A
X TOTAL GROUP FOUATIGN: X
X X
X Y 7 0.306514 1.47072X X
X !to

X

X X

NXXXXXXXXXXXXXXXXXXXXXXXXXXXX\XXXXXX\XXXXX



'Figufc 8,=,6

DO YOU WISH TO TEST ANOTHER SUBSET CF THESE:GROUPS (Y OR N)?

\

DO YOU.WISH TO TEST. (WALL OR (2),OME.OF THESE GROU0S11

(ANS I tR 2)
2

Y

HOW MANY GROUPS DO YOU WISH TO.TEST?

3

, .

WHICH ORES? ENTER USING THE GROUP NUMBERS
ESTABLISHED DURING THE ENTRY OF OCCUPATION CODE$. .

.
(SEPARATE THESE VALUES WITH COMMAS.):

3,4,5

XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
X

X
X

X

X

LPTEST ANALYSIS OUTPUT

X

X

X

X

X

X ThE 3 OCCUPATIONS TESTED X

X 201 X

X 212
X

X 1520
X

X .rAY NOT 6E GROUPED TOGEThER. X.

X
X

X
X

X INDIVIDUAL CORC,R(IIIP DATA= X

X
X

X -L - P EQUATION X

X
x

x

GCCN \N - (A) (8)
---

x

x

x

X 201 62 1.15866 -1.18236 X

X 212 50 1.11498 -1.52008 X

X 1520 15 1.57040 -1.02254 X

X
X

X
X

XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX)XXXXXXX
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Figure: 8-7
0

00 YOU WISH TO TEST ANOTHER SUBSET CF THESE GROUPS (Y OR.N)?

. ^GO YOU WISH TO TEST (1) ALL OR (2) StmlE OF THESE GROUPS?
(ANS 1 OR2)

HOO MANY GROUPS DO YOU WISH TO TEST:
2

WHICH ONES? ENTER USING THE GROUP NUML.,-,
ESTABLISHED DURING THE ENTRY OF OCCUPATION CODES.
(SEPARATE-THESE VALUES WITH COMMAS.)
3,4

XXXXXXXXXXXXXXXXX.XXXXXXXXXXXXXXXXXXXXXXXXX
X X
X X
X LPTEST ANALYSIS OUTPUT X
X X'

X X

X THE 2 OCCUPATIONS TESTED X
X 201 X
X 212 X
X MAY 6E GROUPED TOr,FTHFR. X

X X

X
%(..

X INOT VIOUM PrSJRcIlr rATA: X

X X
p FOHATION X

X OCCN N ;% (A) (6) X

X

X X

X X

X 201 62 1.15866 -1.18236 X

X 212 SO 1.11498 -1.520'08 X

X X
. X X

X TOTAL GROUP EQUATION: X

X X

X Y = 1.13857 - 1.3 11X X

X X
X X ,

XXXXgXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
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CHAPTER 9

STAFFING NEEDS PLANNING COMPUTER PROGRAM:

GS810

The. Need 2Analysis of Advancement

kaliimi covered. the detailed methods of analyZing and projecting:turn.-
Over, thelOgical next.step is to show how to utilize this'teChnology in..
eatimating hiring; needs. At this point, however, while the detailed
discussion of the LPTEST 'program is still fresh, we want to. show. how an .

adaptatiOnbf LPTEST technique6 fOr.determining differences can be
applied to the analysis of grade - advancement patterns.

Advancement, of course, is one of the most fundamental of,all personnel
movements. And the goal.of advancement based on merit and titneas fOr
thevork-of.the service is one'. of the most fundamental goals of the,'
Merit System itself. Apart from its intrinslcinterest, however, there
are number of specific purposes for developing methods of analYzing
adyiltement patterns.

One.purposejs.for occupational studies. An occupation's adVancement
pattern is one of that occupation's most characteristic and dAstinetive
features. .Being able to analyze advancement patterns andtbdistinguish
between the advancement patterns of different occupatiOns are important
aspects of occupational' analysis work.

4.second4gtrptse of analyzing octupat oval advancement. patterns is for
use in employee career counseling ac vities andalong With data on
interoccupation mobility trendsin'the establishment of linet of
promotioh for setting up merit promotion Plans,

A third reason is for the purposes of research. Being able to analyze
and compare adviincement patterns for different groupings would give us a
powerful tool, for example, for comparing the effects on advancement of
such factors as differences in personnel characteristics, or the.effects
of different kinds of training programs. Advancement of employees who .

have advanced degrees, for example, versus those who do not. Or advance-
ment-of akployees given special post-entry training versus those who
were not. And so on.

A fourth purpose for analyzing and comparing adVancement patterns is to
idntify individuals and/or groups whose advancement is. significantly
above or below the norm for their occupational group. Identifying
employees whose advancement is much above average, for example, can be.

-.very useful in programs for identifying potential future executives.
Identifying employees with belOw,mormal advancement, on the other' hand,
can hOuseful in remedial training, performance evaluation, and similar
programs.
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FinallYYGS810 can be of use in equal emplhyMent opportunity programs, .

in. comparing advancement patterns of minority. groups with patterns of

non-minorities.

Equal.employmentcipportunity, of c urse, isa.n important responsibility

both of governmentFederal, Sta and localand of private industry as

well. Mot major employers, in fact, devote substantial and continuing

efforts toward the establishmentand improvement of their.EE0 programs.

Data analysis usually is a key element of all of the above-mentioned

programs. It provides objective means of assessing program progress'.

It can help to pinpoint program areas which may be,in need of improvement.

It can show the effects of past actions. And it-can indichte the likely

future effects of current actions

We believe,that in LPTEST we technology which can be

of significant help in such analys

Ba9riers To Analysis

There.are truly formidable barriers, however, to applying. LPTEST tech-

niques to the analysis of advancement data. Let us cite just a few.

First, we have established through research which has followed group

.grade advancement over many years that the mean grade of a given group

of, say, GS-5 hires, rises over time along a log-normal curve. This is

just like the L-P (Log-Probability) turnover curve described earlier

except that it es up instead of down, as in following 'illustration.

4
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The significance of the fact that this is a rising curve lies in the
necessity-:-which was explained earlier in the transformation of L-P
curve data--for converting y-axis data into "Percent of Maximum Possible
Value of, y" and thence into Standard deviations. For L-P curves,vwe
could do this because we knew the ma imum possible value Of y: the
number of employees we started out wi h. Because advancement curves are
rising curves, however, we have no way to determine what the maximum
possible value of yikight be. Thus, we have no way of converting our
data into the "standard deviation" form needed for least-squares fitting..
The curve form used in LPTEST, therefore, cannot be used lor advancement
data.

,Those with economics backgrounds might at this point suggest that we
substitute for the L-P curve form one of the standard growth curves used
in economics, such as the Pearl-Reed logistic or the Gompertz:

(I) 1/y = a + bcx (logistic); or
(2) log 37.=122,11 logb(cx)(Gompertz)

These curves are such, however, that they can be fitted to data only by
approximate techniques;, least- squares fitting is impossible. If they
were used, we could then -not use the F -test of variance to permit com=
parison of one curve relative to another.

The second major barrier to the use of the LPTEST technique is that of
the availabilfty of data. The L-P curve technique would require longi-
tudinal data on workforce advancement trends for, say,, ten to twenty
years past. Such data are simply not available: Thus, here too, the
techniques of LPTEST cannot be directly applied.

Finally, any analysis of advancement trends must have some means of
scaling jobs by grade level; i.e., into numbered intervals, rather than
the continuous variable y-values used in LPTEST. GS810 uses the General
Schedule grading system used in Federal white-collar employment. The GS
system is not used, however, it State or local government. or in private
industry. To be useable outside the Federal government, then, some
other means of scnitn9 joh lovolg.-y-values--must also be provided for.

GS810 Features.

Formidable as these three barriers are, they are not insurmountable. To
overcome them, fOur major adaptations of LPTEST techniques hate been
developed. These give our advancement program GS810 four characteristic
'features which distinguish it rather sharply from LPTEST add which
should be thoroughly understood. These are as follows.

First, GS810 uses census-type data, rather than longitudinal data, in
its calculations. That is, all of the data used in GS810 are collected
at one, point in time, rather than over several successive time points.

- 1.27
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We flan illOstrate the difference this mmy. Suppose yoU wanted to study.
growth. patterns during their grade school yeari. If yOU were

the.lotigitudinal method, you would take a particular group of
'thildrenjustenteringgradeschool, measure_ their height's at that

point, .and .r0-Measure them annually thereafter until they left grade

school. .

To use the census method, on the other h do you yould measure allthe

children ii, the school at the same time Then you would group data from

all first-grailers together, all second - graders,, all third-gradera and so

on, and amerage the heights in each grade separately. The resultant

curve formed 4 plotting these averages would look much like the &ink,

that would be gotten from longitudinal data, except that each year's --

observations would be of different children.

The second major difference between LPTEST and GS810 is that. GS810 uses

a different curve form for fitting to the data. The form used,is a

variety of exponentia1:0

=

The reasons that this form is used can be summarized quite briefly.

First, by means of logarithms, it can be converted into the simple

linear form:

.log y = log a + b log x-
1/

This form can be fitted to data by straightfOrward-leaat,-squares techniques,

and the F-test proCedUres similar to thope used in. LPTEST can be used in

GS810 with full validity.

Second; when the total time span covered by the data is held to not more

than about 10 years--as.compared to the 30-40 years that might be'theore-

tically possible in an old-time organization ---this curve form fits grade

advancement data so closely that it is statistically virtually ndistin-7

guishable from what could be gotten using'the log-normal curve form,

The third major difference between LPTEST and GS810 is that in GS810 the

y-values data are in grouped-data fOrm, rather than in continuous variable

1. form. In L-P curve fitting, you will recall, the value of y--the fraction

of the starting group still present--was a continuous variable which

could take any value between 0 and 1.0 (0% to 100%). Thus, we could--

and did--get values like 0.1275 (12.75b, 0.6733 (67.33%), and so on.

1/ -This form of linear equation is referred to as "log-log" since both

the x- and y-values .gre transformed to their co eaponding logarithms.
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Grade level figures, however, are not continuous variables. There are
no fractional gradep. There are only a limited number of grades into
which the'full spectrum of job difficulty must be grouped;, Such group-
ings obviously ignore fine differences in job digiculty. Thus, a-job
that barely reaches the GS-3 level of difficulty is "GS-3," not "GS-
3.01." By the same token, another job, which falls just a hair short of
reaching the GS-4 level, is also "GS-3," not "GS-3.99."

Each grade-level number, in other words, stands for an interval. "GS-3"
stands for "GS-3.00 to GS-3.99." "GS-4" stands for' "GS-4.00 to GS-
4.99." And so on Grades, then, are jusIilike the ranges that are used
when grour4g continuous variable data.ffgether according to. intervals.

To .return to our grade-school example, for a moment',. suppose we took all
second-graders whose $ieight we measured and we made up a grouped.data.
table showing how many there are in the

in
(3 feet 10

inches, but not 4 feet), how-many are in the'48-4M9" interva4 and'so
on: To make up a-"grouped-data average,"'of course, we would take the.
number ofchildren'in each interval, multiply this times themidpoint.of
each interval (47A0", 49.00", etc.), ,and then'divide the Overall sum of
these products by e.total number of children to get our desired.
.average.

GS810 handles grades the same way. Since "GS-3" includes all jobs whose.
difficulty falls in the range "3.00 - 3.99,:' the midpoint of the "GS-3','
interval is weighted "3.50." Similarly, the "GS-4" range midpoint is
"4.50." And so on.

4
The "length-of-service" dimension is treated in exactly the same faShion.
The employees who are in their first year of service fall in the "0.0 -
0.99" interval. The midpoint of this interval is "0.50." Tfiet-midpoint

of the "1.00 - 1.99" years of service interval is "1.50." And so on.

In GS810, then, all computations are done from grouped-data tables, with
both x-axis- (length of service) values and y-axis'(grade) values made up
of intervals. Such. an 8 row by 10 column tabular format is an "8 by 10
matrix," in'computer parlance.. (See sample below.) This is where the
"810" part,of GS810's name comes from.

ThellGS" part ,of the name comes from the'fadt. that GS810 automatically
provides correct weights for the two most common grade progression
patternsof the Federal "General Schedule" <GS) occupations: GS-1/8 and
GS-5/15. (The program also permits entry of other weight patterns, if
desired, for non-GS or non-Federal occupations.) lisk

The foutth major difference is that although LPTEST and' GS810 both use
the 7-statistic to determine if a'difference exists,he two programs
use different methods to obtain the variances which e CoMpared.

,11
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In LPTEST, the variances. which' tested are those wit* and between
columns.: In GS810, on the other hand, the data for each individual,sub-,
.group are added together and a log-log least-squares line is fitted to'

the'suMmed (or total group). The resulting equation represents the

overall group norm. In addition, log -log least - square lines are fitted
to each individual subgroup shad three types of vatianC'es are calculated:.

1. The variance of the total group data fromthe.total group
`equation;

0 .

2. The variance of each subgroup's data friam the total group
equation; and

.

'3. The variance Of each subgrOup's:dita from its own equation.

All of these variances are calculated utilizing differences, between
actualand curve values as described in 'Chapter 3.

Three kinds of caparison tests are made using different, combinations of

these variances. A valuelor the F-statiStic is calculated for every.

test. The tests are *discussed later. k..

Preparation oi.Data

To assemble the data needed for a GS810 analysis, then, we would proceed,

like this. First, we would take all employees who have ten years or ,'

less of service and for each such employee, we would .make up a, card

showing:

(1) occupation
(2) sex
(3) minority status 2/
(4) length-of-service since entry on duty

(5) grade

Then, we would sort these cards into stacks by occupation--ones staaper
occupation. The number of 'Rtaeks we get will determine the. number of

-GS$10 occupational analyses umv can dn.

To prepare an ocdupation,forA (1810 onalysis, we then sort each occupa-.

%tional stack into four Olen!

Minority Male (M)-
Minority Female (MF)
Non-minorityMale (NM)
Non-minority Female (NF)

q

1

2/For other phases of advancement research, data elements (2) and (3)

maybe replaced or' supplemented by other test characteristics

receipt Of post-entry training, age-at-hire, ducational level; etc.)
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'We then take each pile and sort it by length -of- service, into ten groups:
0-0.99 years, 1.00-1,99 yeari, etc', and sort each of these in turn by
grade. Then, we count' the number of cards in each block of our 8 x 10
table and we recoxd the results in matrix form like this (entering
zeroes in each block'where no employees were found):

0

0

0

1

31

119
82
10

0

0 .tk,

0

3

4.2

128
30

3

0

0

0

9

51

109

10

0

0

1

1

13

40
19

2

0

0

2

4

24

48
27

1

0

0

7

4

53

48 4
23

5

1

0

7

8

21

28

17

4

0

0

1

2

6

4

2

1

0

0

3

4

5

6

2

3

0

3

7

3

6

4

0

Following the GS81u technical dlLet.tiona, we enteL these data into the
computer as named files. For occupation 999, for example, we would have
files named "NM999,"'"MF999," and so on.

From this point on, the complete analysis )(A) will be done entirely by
GS810 in the pactero desired by the program operator.

Using GS810

Since the GS810 uk.L.Lioa rinuud1 pLovideu a detailed, step-by-step
description of GS810's features .nd otious, we will not repeat these
details here. Rather, we would like to discuss. the principal things
that GS810 does and how it can help the analyst identif/'the'nature And
source of the kind of problems that are typically encountered.

At the outset, it mist be clearly understood that GS810 must be used
only for the kind of comparisons for which it was designed: comparisons
of the overall norm of the occupation of which the subgroups are a part.
To put it another way, GS810 cannot be used to compare any subgroup with
the norm of any group of which the'subgroup is not a part.

The reason for this is inherent in GS810's methodology. It is
lute requirement for GS810's use of the F-test that all of the
the subgroup'being tested must have been used in computiftg the
norm curve and variance' against which the subgroup is tested.
departure from this requirement, however slight it may appear,
the validity of comparison results.

With this preliminary caution firmly in mind, let us now look
GS810 does in its comparisons and how.it can help the analyst
problem areas.
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To begin. with* GS810 tests each subgroup in. three ways. Once to test
the subgroup's gradeadvancement.trend against the occupational norm.
Once to compare the width of the subgroup's Skill spread above and below

the' advancement trend line with:the skill spread of the occupation as a
.Whole. And once toLcompare the total grade-time pattern of the subgroup.

with the total grade-time pattern of the overall occupation.

More specifically, the first test is an evaluation of the value of the

ratio!'

F
1

a2 /.72SG SS

where

2"
-SG variance of subgroup from averall.group advance-

ment curve
. .

a
S

variance of subgroup from curve computed fro:xi
S subgroup data only

This test is designed to answer the specific question, "Is the grade

advancement curve of this workforce subgroup significantly different

. from the Overall gioup's norm?" If the answer to this question is

"Yes," the program then determines-whether the subgroup curve is:

"Higher" Both A and B terms of the subgroup curve equation are
,aboverhe corresponding group norm equation values;

"Lower" -- Both A and B terms are belOw the group norm values; or

.

'Different" -- One value is above, one below.

When .a "significant difference' is found on this test, the analyst.

should carefully check the equation values in the "Results".table and/or

plot Out on graph paper both the subgroup durve and the group norm

cu e. If the "A" term values are substantially equal, and the "B" tern

,viIees are conspicuously unequal, then plot of curve values will show

the curves starting ator near a cOmmonifoint and then diverging progres-

Ovely over time. This is the classic pattern,of a group which is
r.eceiving'clearly differential, treatment as conpared to the norm.

If, however, the "A" term difference is. as great or greater than the "B"

term difference,. the case is an ambiguous one. It could be the result

of differences in, the gradWaistribution of new hires. Or, it.couldlm

the result of marked changes in hiring patterns during the ten-year

period of the.sample. Or, it could be the result of"a'number of .other

factors. When the two respective curves, then, converge or intersect,

iatheithan. diverge from a common starting point, further investigation
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.is needed to determine the causative factors. No clear-cut, direct
finding is possible.

The second test in the GS810 technical sequence is an evaluation of the
ratio:

/F2 = aG2G, ais OR

(whichever is greater), where

aaG = variance of overall group from group equation

a2
SS

criS /aGG

= variance of subgroup from subgroup equation

In this test, we remove advancement from both subgroups and overall
group data to test the question, "Is the spread of subgroup employee.
grade (skill) levels above and below the grade advancement curve signi-
ficantly different from the overall group norm?" If the answer to this
question is "Yes," the program then determines whether the subgroup
spread is "greater" or "smaller" than-that of the overall group.

Generally speaking, a finding that the subgroup grade spread is "smaller"
is more common than the finding of."greater," partiCularly when the sub-
group involved represents a minority. In most cases, the ?smaller"
spread means that subgroup employees are closely clustered around the
grade advancement curve with few or no employees being much above or
below it, even in the first few years of service. Generally, this
indicates that relatively few applicants who are qualified for above-
basic-entry grades are available for hire in the labor market. Thus,. a

'greater:proportion of minority hiring is at the basic entry grades than
is true of non-minority groups.

Where ne. finding is "smaller," then, additional study of the proportion
of subgroup above-entry eligibles in the labor market is needed to elite-
bash the nature of the problem.

A finding that the subgroups grade spread is "greater," on the other
hand, almost always stems from.the subgroup's getting a greater than
normal proportion of its entrants by inservice accessions--e.g., the
promotion of long-service clerical employees into professional entrance
graded. This can be recognized in the subgroup'S'grade-time matrix by a
greater than expected proportion of employees showing up in the entry
grade(s) in the later years of sermtce (6th, 7th, etc.).

A finding.of "greater" spread, that is, is a common result of effective .

upward mobility programs. This effect can be readily cross-checked by
.redefining the gradetime itiatrix substituting "length of, service in this
occupation" for "length of service since hire.". If the."greater" finding
is the result of in-service hiring factors, this'will causethe difference
to disappear.
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The third andfinaltest of GS81O is a test of the overall subgroup
natrix against the overall group matrix. This Anvolves-the valuation of

. theratio:

where

cy2 if 172
SG GG

= variance of the subgroup from.the.oVeralrgroUp
. .equation

(72 variance of the overall groupfrom the overall group
GG

enuation

This test. is designed to answer the overall.questioni "Does the overall
subgroup grade/time pattern which results from the combined effects. of_
(a) the subgroup grade - advancement` curve and (b) the subgroup's grade
spread, significantly differ frot the overall pattern of the occupation
as a whole?"

The findings possible on this question are either "different" or- "not
different." In almost every case of a "different" finding, a "signifi-
cant difference" finding will have shown up on one or both of the first.

two testa. Essentially, then, the third test measures the overall
effect on the subgroup grade distribution pattern of.the curve and
variance factOrs'which.were tested separately in the first two tests..

Puttingit another way, if the third test results in a "significant
difference" finding', then'the subgroup can be'expected to show differ-

ences by other tests as wellaverage grade of subgroup vs average.grade
of occupation, percentage of subgroup population reaching upper grade
levels as compared to overall occupation population, and so on.

Further, if the subgroup distribution shows up as significantly different

for employees with up to ten years'of service, it is highly likely that

these differences will continue to be present for the foreseeable future.

What a "significant difference" finding on this third test does rnot
automatically mean, however,--and this must be emphasiied in the strong-

est terms - -is that these differences must have resulted solely and

entirely 'from discriminatory treatment. On the contrary, as we saw
earlier, differences can result from effective upward mobility programs,

unusually high levels of ocCupational advancement, difficult labor

Market conditions, and so on. Differences can resultfrom discrimina-
tory treattent, of course. But the finding of a "significant difference"

on the third. test by no means equals a finding of discriminatiOn

O



Another caution is also in order, this on more general. If the
population under study includes employees who were hired long before
EEO aprograms began to have real impact'on recruitment and hiring
upractices, past discrimination could be misinterpreted as an indicator
of present discrimination in the occupational series studied, thus
overestimating the extent of present di2crimination. One way to avoid
this is to provide for separate analyst of persons hired more recently--
say, since 1969 (E. 0. 11478) or 1972 (Ole EEO Act).(Ohe

'Let us conclude this chapter by pointing out once again that GS810 is a
powerful analytical tool for personnel specialists and other interested,
officials to use in evaluating and comparing occupational and subgroup
advancement rates. It will do many things for you and do them accurately
and objectively.3/ But it does not and cannot substitute for the reasoned
judgment of the analyst. _It can be an invaluable guide for pinpointing
areas of inquiry. But it is the analyst who must carry out those.inquir-
ies to their logical conclusion.

In the next chapter, we will return to the step we alluded to at the
start of this chapter: applying the log-probability techniques set
forth previously to the key staffing needs planning problem of esti-
mating hiring needs.

.1t

3 /Since a single run of GS810 involves the possible operator selection
of several different options, each of whichWill result in a different
run format, MD one single sample run of GS810 is reproduced here. A .

reader can look.at Appendix F44 (Sample Outputs) to study the outputs.
produted by GS810. -
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CHAPTER 10
S4

TAFFING NEEDS PLANNING' COMPUTER PROGRAM:

HIREST

First Year P4ojections

. The-.finelgoal of the technology that has been described .earlier is to
Permit..Pertennel m4agement officials to ilvalie effective. stimates of
.future Stiffing needs imthe organization(s).they.setve.- Such'tilture
. needs estimates are essential ifA3ersonnelofficials are. to rationally
planjuture.personnel.managemett programs to meet those .needs.

In some circumstances, of course, future needs can be estimated by
simple. extrapolations of past trends. As we showed earlier, when.(a)
employment_in.the future is expected to follow the ssmetrend-that it,
has in the recent past, when (b) the same percentage of accessions are
expected to.be new outside hires, and. when (c) no change isexpected in
.the.petcentage-of the workfbrce who wiWbe.ceming to tetirement_eligi7
1?ility,-then--and only then--curreht turnover and retirement rates can
be expected to continue in the futUre without significant change. In
these cases,A3iMply.exteid current loss tate into the future unchanged.

If 'however, somesignificantipparture from past trend is expeCiedin
one or more of theSe three conditions-employment, percent of new out-

.lide.hires, or retirement eligibles--then either the turnover rake or
'the..retireMent rate , or both, may be expected to change sigtificantly.
Where this.is.soi estimates need to be made.of the direction andmigni-
tude.of such chatge(s). _

With our final computer program, HIREST, we now show 11047 the -P tech-'
.piques described above may be combined with standard actuar al techniques
to yield such estimates. ,

To show how this is done, review Figure.1071. Note.first tha the
"GroWth7 portion of .hiring needs is determined,by the differe e between .

the'total population in year X + 1 (next year) and the total opulation
t. in yeat,X (this yeai). This difference can be determined pimple
subtraction of the starting.firfrOm.thetarget figure.

'Note also, however', that by far. the bigget-shate of th iring:needS .

total is accounted for by "Lossee. This is trhere o coMbititionof.
techniques is required. ,

A ,1,1 .-,..z,

A relatively small 'proportion of total losses an average organization.
consists of losses for actuarial -type reasons: death, disability, and
-retirement. Figure 10-2 contains*sample of actuarial tables for these



Figure 10-1
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Figure
. . .

SAMPLE ACTUARIAL PRUBAB1TIE5

MALE PROBABILITTES

RETIREMENT ?ROB.

PROB. OF PROB. OF
gE DEATH DISAB

50 AND 51 AND
UNDER OVER

FEMALE:PROBABILITIES

RETIREMENT PROB

PROB. OF PROB. OF 50 AND 51. AND

DEATH DISAB UNDER ,OVER

18.'
19.

0.00034':'
0:00037

' 0.00032
0.00034

20. 0.00040 0.0003 0.00036 0.0006
21. 0.00044 0.0004 0.00039 0.0006
22. 0.00-047 0.0004, 0.00042 0.0007
23. 0.00052 0.0005 0.00045 0.0008
24.. 0.00056 0.0005 0.00048 0.0009
25. 0.00061 0.0006 0.00051 0.001.9

26. 0'.00067 0 0006. 0.00055 0,0011.

27. 0.00073 0.0007 0.00059 0.0012
28. 0.00080 0.0008 0.00063 0.0013
29. 0.000:87. 0.0009 0.00068 0.0014
30. 0.00095 0.0010 0.00073 0.00f5
31. 0.00103 0.0011 0.00078 0.001,7

32. 0.00112 0.0013 0.00084 0.0019.

33. 0.00122 0.0014 C.00090 0.0021
34. 0.00133 0.0016 0.00096 0.0023

35. 6.00145 0.001E 0.00103 0.0025

36. - 0.0015& 0.0020 0.00110 0.0'028

37. 0.00173 0.0022 0.00118 0.0030
38. 0.00188 0.0025 0.00127 0.0034
39. 0.00205 0.0026 0.00136 :0.0032

40. 0.00224 0.0031 0.00145 0.0041
41. 0.00244 0.0035 0.00156 -.0.0045
42. 0.00266 0.0039 0.00167 0.0049
43. 0.00289 0.0043 0.00179 0.0054
44. 0,.00316 0.004E 0.00132 0.0060
45. 0:00344 0.0054 0.00206 0.0066
46. , 0.0037 0.0061 C.00220 o.C1,073

47. 0.00408 0.0066 0.00236 0.0080
48. 0.00445 0.0076 0.00253 0.0088

49. 0.00485 0.0085 0.00271 0.0097

50. 0.00529 0.0095 0.00291 0,0107
51. 0.00576 0.0.107 0.00311 0.011E

52, 0.00628 0.0119 0.00334 0.0130

53. 0.00685 0.0134 0.0035E 0.0143
54. 0.00746 0.0149 0.00383 0.0158

55. 0:00813 0.0167 0.250 0 0.00411 0.13174

564. 0.00886 0.0187 0.160 0.00440 0,0191

,0.00966 0.0210 .0.150 0.00472 ..0.0211

5.8:1Z' 1,01053 0.0235 0.1.50 0.00506. 04232
59. # ra.01147 0.0263 0.160 0.00542 0.0256
69. 40,.01251 0.029 0.210 0.00581, 0.0282
)31. 4r01363 0.0329 0.190 0.00622 0.0310
62. , 0.01485 0.036E 0.180 0.060 0.00667 :0.0342
63. 0.01619 0.0412 0.180 0.050 0.00715 0.0377
64. 41,10 0..01764 0.0461 0.190 0.960 0.00766 0.005
65. 0.91923, 0.0516 -0,230 0.110 0.00821 0.0457

66. 0.02096 0.057t 0.220 0.090 0.00880 0.0504
67. 0.02284 0.0647 0.220 0.090 0.00943 0.0555
613.1 0.02490 0.0724 0.230 0.100 0.01011 0.0611

69. 0.02713 0.0810 0.620 0.100 0.01083. 0,0673

70. 0.02957' 0.0907 1.000 0.110 ).01161 0.0742

/1.. 0.03223 0\1015 0.120 0.01244 0.0817
72. 0603513 0.1136 p.I30 0.01333 0.0900

73. 0.03829 0.1271 0.140 0.01429 060991

74. 0.04173 0.043 1.000 0.0.1531 0:1092

0.290
0.200
0.180
0.180
0.19D
0.260
0.200
0.220
0.190
0.180
0.230
0.210
0,200
0.220
0.610
1.000

0.0,80
0..00
.0.070
0.120
0:t,),00

0.130
0..140
0.150
0:160
0.170
0.180
1.000
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three types of losses*.Note that for both death and disability the

employee data needed are simply "Sex" and "Age." For retirement, how-

evel, "Length of service toward retirement" is also needed.

Not alsb that what the tables provide is the probability of the employ-

ee's being lost to that cause during a year. ThIge are, in other words,

annual loss probabilities.
0

We can makeup an.e6timate of the numbers of deaths, disabilities, and

retiremefits^:io.be expected in our workforce in a year, then, by deter-

mining each employee's probability of loss under each category and then

adding up all of the death probabilities, all of the disability probe-

liritiee, and all of the retirement probabilities.' ;he sum of each

category will tie our estimate of expected losses in that category.

'If, for example, we have 100.employees whose retirement prObabilities

average 0.05,.we would expect 5 retirements. If the sum of disability

probabilities was 0.95, we would expect one disability. If death proba-

bilities totaled 1.03, we would expect one death.

As you see, if we have each employee's date of birth (DOB), sex, and

service computation date (SCD), the finding of probabilities and adding

them up to make one-year estimates is simple and straightforward.

To these ac uarial estimates, we must next add estimates of the proba-

bility of a her types of loss from a group during the year. To do this,

we will use the L-P equation computed for this group.

Let us assume that the L-P equation for our group- -i.e., occupation--is

y = 1.1 - 0.9 log x-

Then let us assume that we have an employee whose entry on duty (EOD)

date is four and one half years prior totthe start of our projection

year. We first use the equation to get the employee's probability of

survival to the start of the projection year by substituting

into the equation to get

.41

x= 4.5

y = 1.1 0.9 log (4.5)'

y = 1.1 0.9 (.6532)
y = 1.1 - .5879 = 0.5121

p(y) = .6957

Then to get that employee's probability of lasting to the end of the

period, weadd one year to the 4.5 and substitute

x=5.5
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Into thgvequation, getting

y . 1.1 - 0.9 log (5.5)
y 1.1 - 0.9 (.7404)
y -.1.1 - .6664 .4336

P(Y) um .6677

To getAhe probability of the employee's lasting 6om the start of the
year to the end, we divide the ending pcobability.by the starting probe-
biIity:

0.667710.6957, 0.9598

Thus, the probability of this employee's being an L-P type loss during
the projection year is:

1 - 0.9598 , 0.0402 ,

.

By using this method, we.can determine the probability of legtypeA.oss
foi each employee, using that employee's EOD date. These. probabilities
can then be added together just-Itke the actuarial loss probabilities to
make up an estimate'of group L-P type(losses for the projection year.

Nov, since we can estimate, for each employee, the probability of loss
due to death, disability, and retirement reasons by means of Actuarial'
tables, and. the probability of loss due to ether Caugesbyjmeans of 'the

4.1,-P technique, it is, obvious that if we add all of theie pkPbabilitiia
together the sum total must equal thetoial probabilit.y"of that.employ-
-ee's being lost for all causes during the year.' And since we can make
suchestimites.for all employees in the workforce as of year X, and
.since we can add Our individual estimates togethek'formake group esti-
mates, we,obvioUslroan,make estimates for total group losses during the
year froM date X. ,W.X+1[1: .

Further Years1Projections

From .this point on, however, the mathematics gets a little more com-
plicated becauSe it is not enough to/make projections' only to point X +
1. We must-make'them for an additional due (or more) yeaks.beyond ppint
X + 1. And to make projections for a second periOdinvolves some mathe-.
matical problems.

Asaume moment. that you. are part way along in.a fiscal year. You
have just gotten-a filie of employee data for'the workforce on board as
of.date X,' the beginning of the fiscal year which you are now in. If.
You:make proj.e #tion of that data through date X plus 1 year, you hay
medtea projectionypnly through the end. f the current fiscal year.

than;lif.your desire. is to make a projection through the
BudgetYear, or4eyond, you will have to make further years' projections
-An'.okder tO.get What you need.

- 141 -



The mathematical, problem in making such further years' projections doeS

not. stem from our basic probability-estimating techaiquestheae.will

,

work perfectly Well_forany year you name. Rather, the problem stems

from the fact that estimates for periods after the first are estimates

of conditional probability..

Yecan.etplaid'the problem this way. Suppose you bet a friend .that if

you flip,a'coin it will come up heads. 'Wet is your probability of

winning your bet? Simple enough, 0.50. Suppose you then bet again that

you can.flip the coin and have it.come up heads, what are your ,chances .

of winning a second time? Again, 0.50. Ror each independent trial,
that is;.the probability of heads is the same. And since each bet was

for only one trial, your. probability of winning your bet was 0:50 both

times.

Now, however,.consider the conditional-probability case where what you

are betting is that .you can flip'two heads in a row.' Now the question

becomes, "What is the probability that you will lose (flip a tails) on

the first flip and;what is the probability that you will lose (flip a

tails) on the second flipl"

The probability of flipping a tails on the first flip is still 0.50,'as

in the one -trial case. Andy in those cases where you have gotten a heads

on the fiist flip, the chance of getting a heads on the second flip is

again 0.50. But remember, you had a 0.50 probability of getting a tails.

on the first flip and thus never getting a chance to take a second flip

at all. !/So the probability of your losing on the second flip is 0.50--

'the probability of getting heads on your second flip--times 0.50, the

probability of the first event (getting a heads on the first.flip),

which must have occurred "before the second event (second flip) can take

place.

Thus youi probability of lbsing on the first flip is 0.50 and your

probability of losing on the second flip. is 0.25. Your probability of

,flipping two heads in a row is therefore what is left; or 0.25.

This multiplying of probabilities together when the prdbabiiity of a

second event is conditional upon the occurrence of a first event also

must be done when you:are making projections for more than one time

period.

Consider, for example, the case dt,,an employee whO we determine has an

;' -P. loss probability of 0.10, a, death probability'of 0.01, a disability

probability of 0.01, and a retirement probability of 0.02. State-the

employee is. present in the workforce. at the start bf.the year,. the,

probability of being present is 1.00, or 1001a.ce'ttainty. We can Set up

our kiree-year projection table like this:.
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jaoss
Prob.

Prob. of being
present, start of 'year.

Net Prob.
of lose

L-P loss 0.10 xr 1.00 0.10.
Death 0.01 x 1.00 = 0.01
Disability 0.01 x 1.00 =. 0.01 ,

Retirement (0.02 x 1.00 = 0.02 .

Total 0.14

Probability of retention to end of year:

1.00 - 0.14 = 0.86

ForaOur second projection period, bowever, we must multiply the rates
estimated for each employee who was present at the start of a year by
this employee's probability of being present at the start of the second
year, like this:

Loss
Prob.

° Prob. of being
present, start of year

Net Prob.
of loss

/

,

L-P 0.09 x 0.86 = 0.0774,
Death 0.01 x 0,86 = 0.0086
Disability 0.01 x 0.86 = 0.0086
Retirement 0.02 x 0.86 . 0.0172

Total 0.1118

Probability of retention to start of next year:

0.86 - 0.i118 = 0.7482

And so on. Projections for a third or subiequent,year would be made in
'a similar manner,multiplying each annual loss probability by the

. probability of the employee's being. present at the start of the year,

Projecting "Hires Needed"

If you will go back to Figure 10-1 now, you will see that by these
methods we have made a projection of the losses which can be expected
during the projection period among those employees whom we started out
with in year X, the as-of date of'our employee data file And you will
note that thesum of "Losses" plus "Growth" equals "Hires," the number
of added employees that you need to have on board as of date X + in
order for the workforce to be the required

Please:note very carefully,,hdkever,.that this/-'number of.added employees
Acme:hot quite equal the totalteMbee.of new accessions` that must be
made to the Workforce in order to hive the needed number of added'
employees on board at the end of the year. Because your hiting4s
spread put over the year, some new hires will'have.quit before.the end.

. of the year. 'So you must actually make more aetesSiOns duringtbe year
than the number of added employees you need at year's end.
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Roil do we estimate how many more accessions we will need? We use two

methods, based on the two different.kinds'of accessions that can be

Made. new outside hires, or in- service accessions of employees from

othek occupations' or organizations.

HIREST asks for input on the percentage of total accessions"that Are new

hires (i.e., new Career-Conditional appoIntlents). (This proportion, by

the way, tends to be remarkably stable in most cases over even widely -

varying conditions.) HIREST then takes this figure- -say, 60Zdetermines
the percent filled by in-service accessions--in this Case, 41Aand then
multiplies these percentages times the "Hires Needed" total from Figure

10,-1 to get estimates ofthe actual numbers of both kinds of accessions

who will be needed by date X + 1.1/

In the firsoestimating method we use, then, we assume that new hires

are spread evenly over the year. Thus, at the end of the year, the
newly-hired employees will have an average length of service of 0.5

year. To find what portion of these will have been lost to turnover, we

substitute 0.5 into our L-P equation:

y = 1.1 - 0.9 log (0.5)
y = 1.1 - 0.9 (-.30103)
y = 1.1 + 0.27093 = 1.37093

p(y) = 0.9148

To find the'number of new hires which must be made during the year pe

employee on board at the end of the year,. we divide the retention ratre----'N

into 1:

1/0.9148 = 1.093

By multiplying this figure times the number of newly-hired employees

needed on board at the end of the year, we get an estimate of the number

of new hires we need to make during the year.

Projecting losses from this new-hires group for further years requires

only elementary L-P technique. If their average LOS?/ at year X + 1 was

0.5, their average LOS a year later, at year X + 2, is 1.5. Another

year later, 2.5. And so on. Substitution of these x-values into the L-

P equation gives us a direct estimate of future retention (and by sub-

traction, of future losses) in the manner described for IDOPRO earlier.
4411,

The second estimating method we. use is for in-service accessions. In

this case, since we cannot estimate their LOS, we must assume that their

loss rates will be comparable to those of existing employees. Here,

too, however, we must also assume that these accessions will be spread

over the whole year so that average service in this occupation is only

0.5 year. Here, therefore, we estimate losses as equal to one-half the

f

1/Note chat if the first-six-months loss rate for new hires differs
substantially from that for in-service accessions, the final "hires

needed" estimates will show a somewhat different ratio of new hires

o total accessions than_was input into the model (e.g., Figure 10-4).

2/ OS = Length Of Service

144 -

.119



annul' loss rate, for the existing workeis. Assuming the existiAg worker.'
loss rate is14%, the number of new in-service hires needed per hire on
board at the end ofthe year would be:

1.0 - (0.14 x 0.5) = 1.0 - 0.07 = 0.93
1.0/0.93 = 1.075 "

"Projecting future losses from this in- service accessions 'group is also
straightforward. Since our starting assumptionWas-that thisgroup's
loss rates were 'similar to thOse of retainedemployees,'we simply apply
our rate estimates foe retained employees to this group without change.

e
HIREST Requirements 0

Since the above discussion gibes a ,basic.A,icture of HIREST's principal
techniques and 'assumptions, it is appropriate next to describe briefly

a) Wtiat inputs HIREST requires;.
b) What HIREST does;, and
c) What it does not.do.

HIREST's input requirements can be summarized briefly: From the above
discussion, it will be readily apparent what role each data item plays. 'cv

Required inputs are;

1) An employee data file ghowing for each etployee in the
occupation (in the following order):

- DOB (Date of Birth) 4:4

- EOD (Entry on Duty) date3/.
Sex (1 = F, 2 = M).

- SCD (Service Computation Date) g

2) File "As-of" Date for employee data file
3) The group's L-P loss equation .

4) Number of years projections wanted - .- - .,

5) Percentage of total accessions who are new ehires (i..,
new Career-Conditional(appointments)

6) Population estimates for the; years covered

/ " ' "

Given these data, HIREST performs its calculations automatically and
prints out,the results in summary tabulation form, a sample of which is
reproduced in Figures 10-3 and 10 -4. Note that these tabulations include:

4

4) Asummary of the grOup p lation data which was input

3/DEke of first entry into service:. The first .entry on the' SF 7, Service
Record Card, or in the_aervice Record File, if automated. All dates in
month and year only.. E.g., 0253 (= 2/53). .

.11.4 sample line of file for a male, born 8/44 with an EOD date of 9/68
and an SCD date of 6/64 would be: 9844096820664.
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Figure

ENTER 5-SPACE NAME OF ' .

.EMPLOYEE :DATA FILE

MP322

ENTER NG. OF EMPLOYEES
IN MP322 FILE

112

ENTER MP322 AS-OF (I.E.,
CURRENT) DATE IN MO., YR. (E.G.,05,75)

1,76

'ENTER A,5 OF'MP322 L-P EQUATION

.4635, - 1.35693

FILE MP322 READ. NEXT:

4
ENTER NO.. OF FISCAL YEARS
PROJECTION WANTED ( -5):

5

ENTER MG., YEAR OF START
OF FIRST FISCAL YEAR (E.G., 0,76)

7,76

ENTER MP322 POPULATI6N
AT START OF FY 1977'

120

ENTER MP372 POPWATION
AT END OF 11crAl YrAn

1977:

130

1978:

- .146 -
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ENTER FRACTION OF MP322 TOTAL
ACCESSIONS WHO ARE NEW HIRES (E.G.,0.25):

PERON):

POPULATION:

START
END

EST. LOSSES. NO.

LOSS * 7.

DEATH . O.

,pisAa. _O.
RETIRE o.°

TOTAL 7.

*(RIF) O.

SUMMARY:OF ESTIMATED LOSSES AND GAINS

(BASE? 1977 , 1978 1979 1980 .1981.

112. 14, 130. ,138. 145. 136.

120. 130. b138. 145. 136. 130.

% NG. '% NO. %, NC. % NO. % NO.

5.E 16. 13.0 17.,12.8 17. 12.4 16. 10,9 14.

0.1 O. 0'.2' O. 0.2 O. 0.2 O. 0.2 O.

0.2 1. 0.5. 1. 0.4 1. 0.4 1. 0.5 1.

0.4 1. 1.0 1. 0.8 1. 0.7 1. 0.8 1.

6.6 16. 111.h 19. 14.3 19. 13.8 18. 12.4 16.

n. 0. O. O. O.

EST. 'GAINS

NEW HIRES 9.

ACCESSIONS 7.

TOT. GAINS 16.

RUN AGAIN? (Y OR N)

TOP 'M4

%

9.9
0.2
0.5
1.0

11.7

16. 15. 15. 5. 6.

12. 12. 11. 4. 4.

/8. 27 26. 10.
c,
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-A'summary of loss estimates, by type of losi,.With-data

showii as both number and percent.

3) A, special. detail line showing the number of lOssisYif .
any, which are expected to beltIF'd.

. .

p.

4) A summary of gains estimates, broken down by New. Hires

and In-Service Accessions.
.

s

On an. overall basis, then, it may be said that what HIREST does is ta._

:perform tp functions.' First, it serves as a projection model-by mean6,

of which personnel officials are able to make projections of Vccuparional

-hiring on a Multi-year basis. .

Second, it serves as a simulation model whose input variables can be

deliberately varied to test 'the, effects of input changes on occupational '

hiring levels, turnover levels, etc. ,-One,can test the effects of'spedific '

changes in population levels, for example, on the number of turnover. .losses,

or RIF's, orin-service accessions. In this way, HIRST can help advise:r--

management of some of the personnel implications of prioposed management

actions before such actions, are taken.

It should also be noted, however, that there are certain things that

HIREST is not or does not do. First, it is not infallible. It provides

a means of making "probable value" estimates. But these are .only estimates..,

They are not last-digit-accuracy predictions. There are too many uncertain-

ties in the total process to make unqualified predictions a realistic pos-

sibility. As one example, HIREST assumes that hiring will be evenly dis-

tributed over each of the projection years and accordingly has estimated

turnover among new hires using a 0.5 averaging factor. If real hiring is

concentrated early in the year (averaging factor, say,. 0.7), however, or

late in the year (factor of, say, Q.3), HIREST estimates will be signifi-

cantly off target as a result.

Second, and in a way related to the first point, HIREST is a. stochastic

or probabilistic model but it does not provide confidence-range estimates

for its projections. In the program LOGPRO, for example, we provide limits

above and below projected values within which actual values can be expected

to fall in 95% of possible/bases. In HIREST, such 95%-confidence limits

are not provided. >

In part, this reflects the situation discussed first, above, that there

are many unknown variables whose effects cannot be estimated beforehand.

And in part, this reflects the technical problem that whereas we do have

confidence-level data on L-P curve equations, we do not have such data

for the actuarial'tables that make up a substantial part of our loss esti-

mates. For both reasons, providing 95%-confidence limits for HIREST pro-

jections is not feasible.
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And, third, whi]+e HIREST....doee provide estimates of both in- service. and

J.outeide,biringOt dOes.not,provide-any breakdown-of hires by grade
Ae.Vel.. These will have to be estimated by the analyst by °Vier means.

COAClusiams: .

HIREST-provides a very powerful and very flexible tool for staffing
needE(analysie. . Combining tmo techniqueaof proven validity -- actuarial
iecheique:Aid log-probability analysis - -it enables personnel officials
(a) tosimulaie for management, the major turnover and biking implications
of Managemenes.alternative'workforCe plans, and (b). to project the
future turnover and hiring levels which maybe expected under management's
approved workforce plan. Thus,HIREST performs the.central analytical
tasks necessary for staffing needs planning in the operational setting.

4s.Mith'any projection model, of course,. HIREST projections are -only .

probable 'Valuesthey are in no sense predictions possessing any last-
digit accuraeY. Also, HIREST projections reTlect*the.basic assumptions
used in the model, such as .hiring distributed evenly during projection
years. To the extent that these assumptions are not borne out, HIREST.
results may be affected accOrdingly.

On the whole, however, HIREST can generate a great deal of very valuable
management and personnel management information from relatively simple,
and straightforward elements. We believe that it is an effective first
step toward the still more powerful and refined models of.the future.'
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CHAPTER 11\

' THE ROLE OF THE ANALYST

When Abraham Lincoln delivered his famous "House Divided" speech i4

1858,. it was at a time of unprecedented danger for the Union. The

United States would Soon be engaged in a great civil war and the.

responsibilitieS facing the Nation's leaders were awesome and for
whichbidding. In the very opening lines of. this speech, which iS reMembeted

As his most notable address before becoming President, he summed.up

the information needs of our leaders at that fateful, hour in words. Of.

matchless precision:

"If we could first-know .where we are, and whither we
are tending, we could better judge what to do, and how

to do

Every analyst should memorize these words. Not only because.they

express with absolute clarity the4nfOrmation needs of every decision-

maker. But also because they show -theiway for. every analyst, ,no

Matter where located, to make a vital contribution to the effectiveness

'Of our system of government.

11,

You have seen in our earlier discussions how to perform the key analytic

functions of staffing needs planning. You have seen the policies and

functional provisions needed for effective staffing needs planning

programs. 'You know what planning data are needed from management. You

know how to analyze and project turnover. You know how to estimate

future staffing needs.

With this knowledge, you can now provide de ision-makers with many types

Of information which they vitally need to their jobs better. If the

manager proposes a future course of action requiring a workforce struc-

ture that cannot be staffed, you can now say so. If there are workforce

plan changes which could be made and which would make staffing feasible,,

you can make known those needed changes. If the needed workforce cannot

be delivered at the cost specified, you can provide better estimates.

And, if the required workforce cannot be delivered on the schedule

necessary under management's program plan, you can inform the manager of

this.

These are information items that the manager urgently needs to be sure

that the plans being made, or the alternative program propo3als being

weiihed, are in fact real and viable--plans which in actual.fact can be

carried out.

If, because these data were not provided, the manager 'submits to top

executives, or to legislative bodies, program plans or decision alter-

natives which in actual fact:
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,cannot be carried out at all, because the'needed personnel are-
.

not available; qi which

cannot be carried out Withinthe cost levelsspecifiet;:.or.
which

cannot be carried out on schedule becausa.'neede& hiring and/br
''training cannot be 'Completed in time; , 7-

then. because Of.the failure ofthe analyst, executive andlegislative
actions will be taken and program performance proMises'will be made that
the passage of time will show were seriously in error.

In suchcircumstances, the work-of executive and legislative'decision7
Makers can become no more than guesswork. And the performance4;romises'of
:goveinment can become literally incretible to the very pliblic.that.gOVern-'
ment exists to serve.

Such failures of analysis as these can thus contribute in no small
measure to the severe impairment nf public. confidence in the word and

workings Of.government.

Clearly, as
methods and
we progress

. becomes.

we said in the beginning, major imprOvements in analytical

techniques are urgently and vitally needed. And the further,
toward truly multi-year planning, the more intense this need

Everyone's contribution is needed in this improvement effort. The

techniques described in this handbook, we believe,repiesent one major.

step forward. But they are not by any means the last possible word.

On the contrary, they will in their turn be supplemented and eventually
supplanted by other, still more effective techniques. Perhaps some of .

the readers of this handbook may be given or may take the opportunity to

contribute to this progresti. If you do get such an opportunity, we hope
you will take it and that you will give it your best effort.

Every improvement that can be made instaffing needs planning - -or
indeed in the whole manpower planning process - -is an improvement in the

ability of government managers- -and thus, of our executive and legisla-
tive officials - -to make public decisions more effectively.

Every improvement in analysis, then, enhances the ability of our govern-

mental system to be responsive to the infqrmed wishes and choices of the

.people at large.

And that, ultimately, is what the job of,-Ithe analyst--and indeed that

of every public servantis all about.
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MANUAL CALCULATION OF THE
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_MANUAL CALCULATION OF.THE tOGri:4011ABiLITY CURVE

Problem:

.
Determine the A and 8 values of a lOg-probability'retention equation
using:

iQ

- Manual least squares techniques
and '

- Normal .curve area and logarithm conversion tables.

Data Collection:

Retention data-are obtained by determining the number or percent of
employees retained from a given group of hires after specified lengths

of service., Ideally, a group should be composed of employees, in the -
samlloccupation. However, if the number of employees in one or more
occupatiohsis small, then it is possible to combine like occupations.

To analyze a Oven group of employees, two types.of information must
be recorded:

(1) The number of employees in the original group
. of hires; and

(). The number .(or\,percent) of these employees re-
tained after given lengths Of time.

The "original group" is composed of employees hired during a specific

time span (one year or less). The "given lengths of 'time" consist of
a standard time unit and, in most cases, an averaging factor which'
approximates the actual average length of service of the original group
at, the end of the hiring span.

Samp-le Data:

The following is a sample CPI' of retention data which will be used in
the calculations below:

Number hired in nrc,IpAtiori Y rn Fiscal Year 1970 = 250

At ena Number
of FY: Retained

71 208
72 189
73 176
74 164

Percent
Retained

83.2%
75.6%
70.4%
65.6%

The averaging 'factor Used will be 0.5 years (which 'assumes an even
,distribution of hiring during a fiscal year). Thus, the value for

FY 71 is 1.5' years, for FY 72 is 2.5, etc.
- 157 -
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The Equation:"

The 'mathematical form of a line is given by the equation:

Page

Y = A +

Retention data (also-called log-probability data) qv be expressed
linearly by making two transformations:

(1) Percent of employees retained is transformed into
'numbet of standard deviations from the mean of a

normal curve; and
? .

(2) Years of service completed is transformed into .the
logarithm of years of service completed.

These two transformations can be made using the two tables included

in this instruction:

(1) The Normal CurVe Area Conversion Table

(2) The Table of logariqhms

Computations:

To solve the stated problem it is necessary tct transform the retention
data into their linear form and solve for the coefficients A and B.

To begin, let:

N = Number of retention points (I.e., number of observations)

i = Retention poini, i=1,2,....N

ti = Length of service represented by retention point I

Xi = Base 10 logarithm of ti

P(t1) = Percent of the orioinal group remaining at time ti

Yi = Number ,of standard deviations from the mean of a normal
curve represented by the value PIti)

This instruction will compute A and R using the sample data and:

Case I: Two years of retention data

Case 112 Three or more years of retention data

Case I. If only two years of retention data (or two retention points)

are available, then the A and,B values of the log-probability equation

may be computed using the following formulas:
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Using th4first two, pointS of the Sample data:

t1 = 1.5 P(t1) .7. 83.2%
t2.= Plt.2) = 75.6%.

'From the Table of. 4,ogarithms; we obtain:

X
1
= 0.17609

X2 = 0.35794

(2)

And from the NOrMal Curve Area Conversion' Table and Interpolation (see

Page 7):

Y1 = 0.96223
Y2 = 0.69358

Substituting these values into formulas (1) and (2), we ge0

B = 0.96223 - 0.69358
0.17609 - .0.39794

-1.210953

And,

A = 0.96223 - (-1.2)0953)(0.17609)

= 1.175467

Thus, the\log- probability retention equation in this case is:

Y = 1.175467 - 1.210953X

CaseII. If there are three or more years of retention data available;
the A and B values of the log-probability equation may be calculated
in one of two ways:

(1) Simultaneous solution of the "normal equations"; or

(2) Substitution of values into the "linear fit algorithmTM.
. .

These meth:ids are'both variations of the "least squares" technique.

Whichever method is chosen, several quantities must be Calculated.
For this purpose, it is:useful to set up a work table in the follow-
.ing form (using all the sample data points):

- 159 - .
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Page 4

tog Percent. . Stan. DeV.-
Yeat Year,*., :Remafning From Mak)" 4.,

. 2
ti: .X.i', -.V(tt). Yi' X1xY1 °X1.

4 .

1.5 0,17609 X3.2
2.5 0.39794 75.6
3.5 0.5440T 70.4.

. 0.65321 65.6
1.77131

0.9622
0.693
0.535J9
0.40160
2.59340

0.16944 0.03101
0.27600 0.15836.
0.29162 0.29601
0.26233 0.42668
0.99939 0.91206

* Using' Table of Logarithms
":Using Normal Curve Area Conversio2iikle and

interpolation

II -i. The normal equations are:

= NA + asx (3)

EXY = At( 81)(2 (4)

:rom the above work table, ,we have:
e-

FX = 1.7.7131
EY = 2.59340

D( .= 0.99939
MX2= 0.91206

N = 4

Substituting these values into equations (3) and (4), we cbtain:

2..59340,= 4A + 1.771318
0.99939.= 1.771.31A + 0.912068

(3a)
(4a)

Solving these equations simultaneously. (See Page 8 ), we have:

A = 1.165275

B.= -1.167328

And the log-probability equation is:

Y = 1.165275 1.167328X

11-2. The linear fit algorithm is:

B = NIXY XX/X
NIX2 (IX)2

A -= - 3EX
N

- 160 -
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values from the work. table, :get:

8'F 4(0.99939) - (1.771300.59340)
4(0.91206) - (1.77131)2

And,

;-0.596155
0.510701

-1.167328

=

A = 2.59340 - (-1.167328)(1.7713f)
4

/ 1.165275

ThUs, the log-Probability equation is:
A

Y = 1.165275 - I.167328X (7,)

Iterationand-Projecticin:

The processes of'iteration and projection are conceptually the same.
,They both involve the substitution of X-values into a gived equation to
obtain the Y-values given by the. line (Y-). The only 'difference be-.
rtween the two As in the X-values which re used.

In iteration, previously-observed (or past) X-values are used to obtain
the equation values. For example, using equation (7) and the first X-
value in the sample data (i.e., XI = 0.17609),we obtain:

YT = 1.165275 - 1.167328(0.17609)
.= 0.95972.

Using the INiormal. Curve Area Conversion Table and interpoLation, this

value may, be converted to percent.. In this case, the percent value is
83.14%.

Iterated values are used in the calculation of standard deviation and
variance and 'Other:goodness of. fie. measures.

For projection, future X-values are used to obtain estimates of the
number retained: from an original group at future points in time. For
example, using equation (7) and year S.5, we have

And,

t = S.S

\ X = 0.74036

Y- = 1.165275 - 1.167328(0.74036)
= 0.30103 (or 61..83%)

Projected values may be used in planning for future.hiring needs.
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Standard Deviation :.
P4ge 64

.

To carculatea standard deviation fcom the ,log- probability line of re-

. gressibn necessary to (a) ite6te the regression equation.f.9r,all

the past 'vglues of X and (b) determitie the ferences between the ac-

tual Y-values and the curve vciues CY-). T

di

can be d_one uting'the
following work table, and the sample data:

Year Actual Curve . Diff. Diff.2

(ti) (Yi) . (Yr). (D=YI-YT) (D2)

1.5 0.96223 0.95972. 0.00251 0.0000063

.2.5 0.69356 0.70075 -0.00717 0.0000514

3.5 0.53599 0.53017 0.00582 0.0000339.

4.5 '0.40160 0.40276 -0.00116 0.0000013

The formula for the standard:deviation is

In this example,

And.

E02 = 0.0000929

N Li

7110.0000929 0.005565
f4 tj

Note thSt thic 7,1 deviations from the mean of the
normal curve.

T he var I rarIc',fit on 1 1,, - -

Confidence Interval fOr Projections'

ctqwinfd devietir,n.

In addition to simply proje'ti,,g a log probability equation for future

points. it is also so poible to calculate A 95% confidence range for

each projected chic 7c done iisind the crand.lc,A deviation. To

begin. let:

s = Standard deviation from the log-probability line

Y- = A projected curve value
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And, a Page 7

H = Y- + 2s

4 L = Y- - 2s

Both H and L are,in the form standard deviations from the mean of the

normal curve. Using the Normal Curve Area Conversion Table, these
values can be converted to percents and these percents will constitute

the confidence range. To convert to numerical values, 'simply multiply..
each percent (in decimal form) by the number in the original starting

group.

For example, using equatioy (7) and t = 5.5 years, then:.

Y- = 0.30103

And,

Thus,

s = 0,005565
2s = 0.011130

H = 0.30103 0.01113 = 0.31216

L = 0.30103 0.01113 = 0.28990

Using the Normal Curve Area Cdnversion Table and interpolation, H and L

convert to 62.25% and 61.41%, respectively. The percent value associ-
ated with Y- is 61.83% (this is also known as the.Nexpectecivalueu).
Numerically, the range would be (with 250 in the starting group):

High: .6225 x 150 = 155.6

Expected Value; .6183 x 250 = 154.6

Low:' .6141 x 250 -; 153.5

For playning purposes, these figures may be rounded.

Linear Interpolation;

The. process of linear interpolation is used to read between the lines
of a statistical table; i.e., to calculate intermediate values.

In general, suppose that value V1 is represented in a. table by value T1

'and V
2

is represented by T9. What is the T-value associated with the
value V (V2 <V <V1)? The value of T can be calculated frOm the following

..ratio: . ,

,)

V 7 V2 T T2 4

V1 - V2 T1 - T2
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Solving this equation for T, we get:

V

1. = T2 + 12

(: V

(Ti T2)

- V2

(8)

Page

This process tan be used in both of the tables attached to this instruc-

tion.
L,

FOr. example,. using the sample data and the .Normal Curve Area.. Conlieriton

Table, what is the standard deviation value associ.ated,with .83.2%? An

this :case,

V = 83.2% = 7

V1 = 84.0% T1 = 0.. 99446

V2 = 83.0% T2 = 0.95417

Using equation (8).

T = 0.95417 (83.2 - 83.0)(0.99446 - 0.95417)
84.0 - 83.0

= 0.95417 * (0.2)(0.04029)

= 0.96223

Thus, the table value associated with 83.2% is 0.96223.

Interpolation may also be used to the other direction; i.e., with.the

standard deviations columns representing the V-values and the percent

remaining columns the T-vajues.

For example, the first iterated value from the log-probability equation

is 0.95972. With what percent value is this associated? in this case,

V = 0.95972 T = ?

VI = 0.99446 T1 = 84.0%
V2 = 0.95417 83.0%

And,
41

T 83.0 + - 0.951117) (84.0 - 83.0)(0.95972
0.99446 - 0.95417

= 83.0 + 0.14

= 83.14%

Simultaneous Equations:

Solving the normal equations for A and B (see Page 4) is equivalent to

solving two simultaneous equations in two unknowns. These equations

are of the form: - 164 -



81,= Q1A + 028

S2 = RiA 4-R28

Page 9

where S1, S2, R1, and4R2 are all known quantities.

The technique for solving two simultaneous equations in two unknowns
can be shown using the normal equations this instruction as an
example. These equations are:

2.59340 = 4A + 1.771318 (3a)
0.99939 = 1.77131A + 0.912068 (4a)

The first step in solving these equations is to' eliminate one of the
unknown values (A or B) from them. If A is selected for elimination,
then each term in equation (3a) is multiplied by the coefficient of
A in equation (4a) (-i.e., 1.77131) and each term in equation '(4a) is
multiplied by, the.coefficient of A in equation (3a) (i.e., 4). After
these multiplications have been completed the two normal equations
now look like this:

4.593715 = /.085240A + 3.1375398 (3b)
3.997560 = 7.085240A + 3.6482408 .*(4b)

The next step Is to subtract one of these equations from the other to
get one equation aontaining only one unknown (since the A terms will

cancel out). If equation (4h) is subtracted from ecuation (3b) the
result is

0;596155 - 0.510/018

Solving this equation for B gives:

B = 0,596155
-U.510701

.1.164328

This calculated.value of d can now be substituted back into one of the
two original equations to yet a value for A. If equation (3a) 1s se-
lected, the result would be

And,

2.59340 - 4A + 1.77131(-1.167328)

A = 1.1652/5

It is possible to check these results by substituting the calcuated
values for A and 8. into equation (4a). This would give= A

0.99939 = 1.77131(1.165275) + 0.91206(-1.167328)"
= :2.064063 - 1.064673
= 0.99939
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'MOLE

YEAR LOG (10)

ur Luumnianna

YEAR LOG (10) YEAR LOG (10)

if

0.1 -1.00000 5.1 0.70757 10.1 1.00432

0.2 -0.69897 5.2 0.71400 10.2-- 1.00860

0.3 -0.52288 5.3 0.72428 10.3 1.01284
0.4 -0.39794 5.4 0.73239 10.4 1.01703

0.5 -0.30103 5.5 0.74036 10.5 1.02119

0.6 -0.22185 5.6 0.74819 10.6 1.02531

0.7 -0.15490 5.7 0.75587 .10.7 1.02938

0.8 -0.09691 5.8 0.76343 10.8 1.03342

0.9 -0.04576 5.9 0.77085 10.9 1.03743..-00-0-41.1.1C0 1 9 60:73332.1

1.2 0.07918 6.2 0.79239 1.2 .04922

1.3 0.11394 6.3 0.79934 1.3 .05308

1.4 0.14613 6.4 0.80618 1.4 .05690

1.5 0.17609 6.5 0.81291 1.5 .06070

1.6 0.20412 6.6 0.81954 1.6 .06446

1.7 0.23045 6.7 0.82607 1.7 .06819

1.8 0.25527 6.8 0.83251 1.8 .07188

1.9 0.27875 6.9 0.83885 1.9 .07555

2.0 0.30103 7.0 0.84510 2.0 .07918.

2.1 0.32222 7.1 0.85126 12.1 .08279

2.2 0.34242 7.2 0.85733 12.2 .08636

2.3 0.36173 7.3 0.86332 12.3 .08991

2.4 0.38021 7.4 0.86923 12.4 .09342

2.5 0.39794 7.5 0.87506 12.5 .09691

2.6 0.41497 7.6 0.88081 12.6 .10037

2.7 0.43136 7.7 . 0.88649 12.7 .10380

2.8 0.44716 7.8 0.89209 12.8 .10721

2.9 0.46240 7.9 0.89763 12.9 .11059

3.0 0.47712 8.0 0.90309 13.0 .11394

3.1 0.49136 8.1 0.90849 13.1 1.11727

3.2 0.50515 8.2 0.91381 r 13.2 1.12057

3.3 0.51851 8.3 0.91908 13.3 1.12385

3.4 0.53148 8.4 0.92428 13.4 1.12710

3.5 0.54407 8.5 0.92942 1.5 1.13033

3.6 0.55630 8.6 0.93450 13.6 1.13354

3.7 0.56820 8.7 0.93952 13.7 1.13672

3.8 0.57978 8.8 0.94448 13.8 1.13988

3.9 0.5910.6 8.9 0.94939 13.9 1.14301

4.0 0.60206 9.0 0.95424 14.0 1.1461
4.1 0.61278 9.1 0.95904 14.1 1.14922
4.2 0.62325 9.2 0.96379 14.2 .15229

4.3 0.63347 9.3 0.96848 14.3 .15534

4.4 0.64345 9.4 0.97313 14.4 .15836
4.5 0.65321 9.5 0.97772 14.5 .16137

4.6 0.66276 9.6 0.98227 14.6 .16435

4.7 0.67210 9.7 0.98677 14.7 .16732

4.8 0.68124 9.8 0.99123 14.8 .17026

4.9 0.69020 9.9 0.99564 14.9 .17319

5.0 0.69897 10.0 1.00000 , 15.0 .17609
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NORMAL.CURVE AREA CONVERSION TABLE

Page 11

PERCENT
"REMAINING

95"
94
93'

92 1

91

90
89
88
87
86

85
84
83
82
81

8a,
79
'78
77
76

.75
74

73
72
71

70
69
68
67
66

STANDARD
DEVIATIONS
FROM MEAN

1.64485
1.55477
1.47579
l.40507
1.34076

1.28155
1.22653
1.17499
1.12639
1.08032

1.03643
0.99446
0.95417
0.91537
'0.87790

0.84162
0.80642
0.77219
0,73885
0.70630

0.67449
0.64335
0.61281
0.58284
0.55338

0. 440
0.497M
0.46770
0.43991
0.41246

PERCENT
REMAINING

65
64
63
62
61

60
59
58

57
56

55
54

53
52
51

50
-49
48
47
46

45
44
43
42
41

40
39
38
37
36

STANDARD
DEVIATIONS
FROM MEAN

0.38.532
0.3504
0.33185
0.30548
0.27932

0.25335
0.22755
0.20189
0.17637
.0.15097

0.12566
0.10043
0.07527
0.05015
0.02507

0.00000
-0.02507
-0.05015
-0.07527
-0.10043

-0.12566
r 0.15097
-0.17637
-0.20189
-0.22754

-0.25335
-0.27932
-0.30548
-0.33185
-0.35846

PERCENT
REMAINING

35
34

33
32
31

30
29
28
27
26

25
24
23
22
21

20
19
18

17
16

15
14

13
12
11

10

9
8 ,

7

6

5

STANDARD
DEVIATIONS
FROM MEAN

, .

-0.38532'
,i,01141246

=0.43991
-0.46770
-0.49585

-0.52440
-0.55338
-0.58284
-0.61281
-0.64335

-0.67449
-0.70630
-0.73885
-0.77219
-0.80642

-0.84162
-0.87790
-0.91537
-0.95417
-0.99446

1
-1.03643
-1.08032
-1.12639
-1.17499
-1.22653--

-1.28155
-1.34076
-1.40507
-1.47579
-1.55477
-1.64485

A
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APPENDIX B

SOME APPLICATIONS OF THE

LOG-PROtDABIL I TY EQUATION

1-
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Ouestion4 What is the probability that an employee who has already had

1
t years of Federal service will have at least one more?

Suppose that the log -. probability equation for a'given employee-S oc-
pation is:

= 0.9534 - 0.9102Log(t)

And 'suppose that,

Then,

t = the employee-s length of service
(preferably based on original en-
try on duty date)

= 3.75 year's

e+1 = the employee's length of service
plus one year

= 4.75 years

Y
t
= 0.9534 0.9102Log(t)
= 0.9534 0.9102Log(3.75)
= 0.9534 0.91021C0.57403)
= 0.43092

Converting Yt (which is in standard deviation units) to percent gives:

F = 0.666/

And,

Yt+1 - 0.9534 0.9102Log(t+1)
= 0.9534 - 0.9102Log(4.75)
= 0.9534 - 0.9102(0.67669)
= 0.33748

Converting Yt+1 to percent gives:

P
t+1

= 0.6321

The retention probability is yiven by the formula:

k = Pi+1

In this case;

Pt

k .6321 = 6.9481
.6667

Thus, the probability that an employee who has served 3.75 years will
serve 4.75 years is 0.948T.
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Question:. What is the probability that an. accession to your organ-

2
ization will.stay with you for at least two years if (a)4 the accession is a.new outside hire and (b) the accession
is a reassigned employee whohas'already been with your
organization for 3 years?

Suppose that the log-probability equation for the occupation in
which a vacancy is to be filled is:

Y = 0.9534 0.9102Log(t).

Case a. Suppose that this vacancy is filled by a new outside, hire.

The probability that a new hire will be with the organizationin
two years is found by iterating the log-probability equation for
the t-value of 2. This gives:

LY = 0.9534 - 0.902Log(2)
= 0.9534 --0.9102(0.30103)
= 0.67940

This Y-value transforms to a probability value, of 0.7516.'

Thus, for this occupation, there is a 75% chance that a new. hi re

will stay with the Job for at least 2 years.

Case b. Suppose that theivacancy is- filled by a reassigned employee
who has already been with the organization for 3 y rs. The proba-
bility that this employee will stay for at least t o more years is

found by calculating the quotient of the probabiiit staying 5
(3+2) years and the probability of staying.3 years. Th s inyolves
two iterations of the log-probability equation:

Y4.3 = 0.9534 - 0.9102Log(3)
= 0.9534 - 0.9102(0.47712)
= 0.51913

This converts to a probability value of:

P+3 = 0.6982

And,

1 Y +5 = 0.9534 0.9104og(5)
= 0.9534 - 0.9102(0.69897)
= 0.31720

This converts to a probability value of:

P+5 = 0.6245
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Then the probability that an employee with 3 years of service will

stay at least 5 years is:

P+5

Using the calculated probability values gives:

0.6245 = 0.8944
0.6982

Thus, for this occupation, there is an 89% chance that an emploi4e

with 3 years of service will stay 2 more. In Other. words, 9 times .

out of 10 a selection of someone With ;years of service will result

in that employee staying with the new job for at least 2 years.

The important point to note from this example is the difference in

retention probabilities 011.0 is caused solely by different methods

of selection. In this example we used a log-.probability equation

w ich characterizes a professional occupation. However, the differ-

e ces noted here are even more pronounced in Clerical occupations
w ere there can be a 10 to 1 retention difference between selecting

an employee already on board or hiring frOm the outside.

t

(
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Wes.tionz'How can. individual retention probabilities.fdr employees im

3
a given group be translated into the estimated number who

will be lost from the group?

Suppose that the log-probability equation for the..giyen 5r,oup is:.

Y = 0.9534 - 0.9102Log(t)

And sUppose that the given group consists of 10 eMploye 'whose

length of service composition and-individual retention probabili es

(see previous'question) are given by the following table:

-Base Year- Base year + 1 Retention
Employee Ret Ret Prob.
Number L.O.S. % L.O.S. % (R; =

(1) (t) (Pt) (t+1) (P01) Pt+1/Pt)

1 1.2 .8109 2.2 .7395 .9119
2 3.5 .6766 4.5 .6401 .9461

3 0.8 .8512 I. .7646 .8983

4 2.4 .7282 3.4 .6807 .9348

5 1.8 .7646 2.8 .7076 .9255
6 4.3 .6468 5.3 .60157. .9519
7 6.7 .5798 7.7 .5,582 .9627

8 5.0 .6245 6.0 .5968 .9556
9 2.1 .7454 3.1 .6936 .9305

10 1.6 .7786 2.6 .7176 .9217

The number lost from this group from (base year) to (base year + 1)

is given by:

L = N 2: Ri
i=1

From the above table,

N = the number of employee4n the group
= 10

N
ERI = 9,339
1=1

And,

L = 10 - 9.339
= 0.661

This value would round to 1.. Thus, 1 eMployee will be lost from.the

group. There is no way to determine which one it will be.
- 174 -
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Page 5
Question: ./-1010 many civilengineers must be hired by the organization

'4
In this fiscal year in order to Kaye 100 of them on board
five years hence?

AssuMe that the Iogrprobability equation for civil englneert is

Y = 0.9534 - 0.9102Log(t) (1)

The t-value for base year + 5 is 5.5 years (assuming an even distri-
bution of hires over a fiscal year).

The first step is to,calculate the lipercebt remaining" value given
by equation (1) for 5.5 years. Solving the equation for the Y-value
associated with t = 5.5 results in:

= 0.9534 0.002Log(t)
= 0.9534 0.9102(0.74036)
= 0.27952

.

This value is in standard deviation units. Converting to percent
gives:

P+5 = 0.6101 (or 61.01%)

Thus 61.01% of the starting group hired during the current fiscal
year will still be on board in five years.

To determine the number of civil engineers to be hired this fiscal
ar, let:

Then,

N0. = the number to be hired in the
base year

11+5 = the number wanted on board in
five years

No = N+5

P +5

= 100 = 164
61101

Thus, 164 civil engineers must be hired this fiscal year io that 100,
of them will still be on board In five years.
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Question: What is the three-year return on a training investment IA)

5
when only new_outside hires are trained and (8) when employ-
ees who have already been on board for three years are
trained?

Suppose that an organization wishes to train 100 personnel manage-
ment specialists and that the billied cost of the training program
is $1000 per employee trained. And suppose that the log-probabil-
ity equation for personnel management specialists is:

Y = 1.165 - 1.167Log(t) (1)

Each of the cases described in the question can be explained by
calculating two figures:

1. The number of employees from the starting group
)

of 100 who will be retained by the organization
three years after the completion of the training
course; and

2. The actual cost of the training program per re-
tained employee.

Case A - Suppose that all 100 elnPloyees in the training program are
selected from a group of new outside hires.

1.

Three years after the training program, those employees still on
board will have an average length of service of 3.5 years (assuming

. an even distribution of hiring during a year).

The Y-value associated with this value of t (i.e., 3.5 years) is

given by:

= 1.165 1.167Log(3.5)
= 1.165 1.167(0.54407)
= 0.53007

This value is in standard deviation units. Converting it to percent

results in:

P +3 = 0.7020 (or 70.20%)

Tl"Ius, the number of employees remaining from the original group of

100 is:

4",. N+3 = P+3 x 10.S
= 0.7020 x' 00 = 70\

To translate this number into an actual cost per employee trained

figure, let:

TC = the original stated cost per
employee of the training

- 176 -
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AC = the actual'cost:Of. the training
program 'per ethpioyee still on
.board' three ye.4rs later

. Thert
. r.

AC =.TC
P+3

. = $1000 = $1425/employee trained
'.7020

v01:7

4ThUs,' the threevy'ear return on the training investment when only new
outside hires aretrainedis $1425 per employee trained and still on
board. ..

C se B - Suppose that all 100 employees in the traiping.program are
lOyees who have already served three years with the organization. .

ree years after training, those trained employees still with the
organization will have an avera9e length of service of 6.5 years:
The Y-value associated with thYs value .of t is given'by:

Y+6 = 1.165 - 1.167Lo9(6.5)
= 1.165 - 1.16710.81291)

0.2,1633
.

Converting this value'toperceni

\

P+6 = 0.5856: 4or 58-56%)
0

In addition, since the trainees had already been on board three years
at the time of the program, their retention probability from 3 to 6
.years is given by:

P = P+6 .

a

P4:3 4

=.0.5856 342;,:

0.7020

Ne:

Thus, the. number ofj employees re a original group of100
trainees IS:

N+6 = Px 100
= 0.8342 x 100 = 83

translate this number into an actual

- 177 -
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AC = $1000 = $1199/employee trained-. .
.8342

_

% -
Thus, the three-year return an the training investment when'; oplOyees
who have already served three years.are.,trained is $1199. per employee

trained and still on board,

o
.

.--

Conclusion - The return on raljnrng investment can Nary significantly
based on the.selection of employees to12e trained. .Ma4agement should .

,.

be-made,aware of the. cost differences Involved so they .can make an inl-
forMed selection, decision .

0#

i
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Question: .What:Are t e group retention probabilities.for employees

f

6 in each' length of service categdry2

Suppose that the logLprobability equation for a given occupation

Y = 0.9534 - 0.9102Log(t)

To.answer the que'stion. we need to calculate group retention proba-.
...bilities; i.e., the pi-obablIities that employees.in given'length

of service catgorfts.duriA. a Oven baseear will still be On
board at the end of the next. year,

First 'consider those' employees in their first year of service
from 1 day to 1 year -- during .the. base year. Jt is a.simple°

matter to determine their group retention probabilityi Just calcU7
late the Y-value associated with the t, -value of 1:5 years. .(This
is the same as calculating the retention from an original,group
one yearlater.) In this case we have:

Y = 0.9534.- (1.9102Log(1..5)
= 0.9534 - 0.910'2(0.17609)
= 0.79?"

This Y-value rorrespond4..tn a retention probability of 0,7861.

To determine the probabilities for employees with more-than one
year of service, t e first step is to iterate the log-proibability
equation for the ms poi nt, of each-length of service .category be-
ginning with 1 - 7 y ars; i.e., more than one but less than or e-
qual to 2 years. (For conve,,ience sake we will stop at the cate-
gory 9 10 years. However , the mpthnd used would work for every
length of service rateci,,v.)

Iteration gives the following values:

L.O.S.
(Year-ls) Midpoint

.4

1-2
2-3

4-5
'5-6
6-7
7 -8

4-9
9-10

1.5
2.5
3.5
4.5
5.5.
6.5
7.5
8.5
9.5.

Retent i-on
,PeriCent

78.61%
72.28
67.66
.64.01
61.01
5%06
56.23
5.4.28
52.53

In addition, to ..get. vetention probability forfOur l8rst group,. we
also need to iterate the log-probability equation-for the category
10 -11 years. This

40-11 10.5

179 -
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The second, and Step is to divide each. _year's retention

.percent into the succeeding year's. pereent. For example, the
reteniton.piObabilitY for employees with A-2,years of service

is
-

72.28% = 0.9195.
78.61%

,
4

'Similar calculations for each ength of service category give

the following group retention probabilities;

L.O.S.
(Years)

0-1
1-2
2=3
3-4
4 -5

5-6
6-7
7-8
8-9
9-10

.Retention
Probabl 11 ty

0.7861
0.9195
0.9361
0.9461
0.9531
0.9580
0.9620
0.9653
0.9678
0.9699

'These probabilities can be used to estimate the number of em-

.p16yees retained ,,4,11 length of service category.

1

4
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Question: Usingtgroup retention probabilities, how many emOloyees.

7
, will be Pletaried.from a given group one year later.?

Suppose.that the length-of-service composition of a group of em7....

ployees in a aiyen occupation at the end of a given.(or base) year
is:

L.O.S. Number of
...(lears) Employees

0-1. 100

C3,

-2 81

2-3 76
-4 71

4-5 6/ .

5-6 64
6-7 al.

7-8 58
88-9 55
9.10 c7

This mewls rhar there are 1O employees in their first year of
Service, Al in th,ir ,erhhd. This is a total of 6.85.employ-
e..-c.

Cuppose miTo thmt the 10c-prhhmbiiity equation for this group is:

Y = 0.qq14 - 0.91n2Log(t)

Using previously-explained techniques, the group retention proba-
bilities asshciaten with this log-probabilty equation are:

L.D.S.
(years)

0-1
1-2
2-3

4-5
5-6
6-7
7-8
8 -.9
9 -10

Retentjon
Probability

Q.9195
0.9361
0:946"r

*.0.9531
0.958.0
0.9620
0.9653
0.9678
0.9699

r.

A
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to estimate the number from each length-of-s'ervice category to De

retained at the end of the next year, multiply the number in each

category by the retention probability for that same category. ,FOr

example, of the 81 employees in the 1-2 year category, an estimate,,

74 will be retained at the eno of'the next year (since 81 x 0.9195

= 74).

The following table displays this entire process. It shows (a) the

number of employees in each length-of-service
category at the end of

the base year, (b) the 'retent.ion probability 4i.gor each category and

(c) the resulting estimated, number retained'althe eno of the next

year. The 'corresponding figures in this sequence are linked by arrows'

and the estimates of employees retained are moved down to their n90

lengtri-of-service category.

L.O.S.
(years)

ciase Retention lase

Year Prob.. Yr+1

,s
0-1

1

2 1

i00

Al 46 79

----116(9195)
...4.%-d 74

71 ..'ti. 71

----111.(.04A))--.."1116

1, 6 1,, 67

(.qc31)
1",

'64

""""--4111. 61

(.QA70)

7 A
c9

A ("J''
56

14)

(.9678)
*.....-116 53

in

The estimated number of employees retained at the end of bas.p year +1

is 634. The retention rate for the entire group is:

634/685 = .9255 '(or 92.55%)

.. Conversely; the estimated number lost during base year '4.1 is 51 (685 ---

63.4). and the loss rate is:

.

51/685 = .0/45

- 182 -
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Questions How do chahges.in hiring levels affect a groups turnover

8 rate? ..

Suppose that the log-probability equation for a given occupation

Y = 0.9534 - 0.9102Log(t)

.Suppose further that over a period of years there.has been a steady
number of hires into the octupation, say 100 hires per Then
the length of service distributton at the end of the base year. for
those htted over the past five years would probably look something
like this:

Years Since
Hire

NuMber
Remaining

5 63
4 66
3 69
2 74
1 81

This gives ifitotal of 353 employees.

To, estimate the number of these employees who will still be On board'.
at the end of next year (base year + 1), d can use.the group.reten-
tion probabilities associated with the log-probability equation.
These are (ac r)e.lated in a previous question):

Years Since Retention
Probability

5 0.9580
4 0.9531
3 0.9461

0.9361
1 0.9195

After multiplying the number in each'length of -service categorV'hy the
corresponding retention probability, we have:

YearsSince Number.at End
of Base Year

Number. at...End
of Base Yr +1

NuOber
Lost

/

5 63 60 .3

4 66 -- 63 3

3 69 65 4

2 74 69 5

I.- 81 74 7

353 331 22

- 183 -
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Thus, of the 353 starting employes, 22 will be lost during the

year. .

Now let's hold tills figure constant and see what effect different
levels_of hiring Will have on the occupation-s turnover rate.

Suppose that during the base year the same pattern of hiring con.

tinues -- i.e., 100 employees are hired. Of these, 79 will be
left by the end of base year + A (using the log-probability equa-

tion). This means that,21 of the new hires will be lost by the
iien-of base year + 1. Combining this with the losses from the

. , other length of service categories we Have:

21 + 22 = 43 losses
out of

100 + 353 = 453 employees

This gives a turi r rate of:

43
453

0.0949 (or 9.49%)

Now suppose that instead of hirreg 100 emplOyees dur ng thebase
year, management decides to'hire 200. The number remaining fro
this group at th. end rf base year + 1 would be 157. Thus, 43 em-

ployees w,,uld be lo-t. Combining this figure with the losses from
the 0+1 r:°.PCIOrie4'...ft0hiCh remain the sa6e) we

22 = 65
rut of

2no lcz gq3 c.mpinyees

In chic telne,VPF Ato world hp!

_65 - (1.1174
543

(or 11.75%)

Continuing in the same manner, we get the following turnover rates,
for different levels of hiring:

Number Hired Turnover Rate
. Base Year - Base Year + 1

0 6.23%
50 8.19

100 9.49
200 11.75
300 13.17

- 184 -
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ThuS, increasing the number of new hires increases the turnover
rate. Conversely, decreasing hires. lowers the turnover rate.

is,a_logical result since most turnover occurs during the .

early years of service.

it.is also worthwhile to note here, that a freeze on hiring will
lower a group's turnover rate.- Thit is important to realize
since decisions to freeze hiring are usually coupled with plans
to let natural attrition take -care of lowering employment levels.
However, most calculations of the rate of this lowering of employ-
ment are based on previous attrition rates and, thuS, are usually
wrong. The lowering of attrition rates in these cases mustbe
taken into account.

. .

Singlarly;fin a Rif 'situation, turnover rates are going to.detreaSe
both because no new hiring is done and because the first emplOyees
to be'R1Fed are those with fewer years of serviye.

ksc

-185-
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LOGPRO TECHNICAL ANALYSIS'.

Introduction

The computer terminal program LOGPRO was developed to enable used to:

.(1) :perform a quantitative analysis of group turnover and
retention rates (based on employee length of service); and

(2) use the results of this analysis to project these rates
into the future.

Since the majority of all vacancies are causeeby.turnover (rather than
by growth), the accuracy of.projections of future hiring needs is
directly related to the accuracy of turnover/retention analysis and
projection. (

LOGPRO and its two .subprograms 'XP and ANDPX) together form a
comprehensive, self-contained unit which completes all the necessary,
statistics required for the analysis andprojection of turnover/retention
rates. This means that a user of this set of programs need not have
an extensive statistical background in order to,successfully utilize
and evaluate its results.

Data Collection and Input

For use in LOGPRO, turnovPr/reention data are obtained By determining
the numbers or percent of emplfoyees retained from a given group of
hires after specified lengths of service. More precisely, data for
the LOGPRO analysis method are collected by.cohort group; i.e., by
following the retention behavior of the same groUp of employees over

. time. This type of data is6.also known as longitudinal data.

Ide4lly, cohort' 'groups should be composed of employees in the same-
occupation. However, if the number of employees in one or more
occupations is mnall, then it is possible to combine'like occupations.
(e.g., all scientists). sIn addition, there are techniques available:
,which will statistically determine which occupations may be grouped
together. (See documentation for LPTEST.)

)From each cohort to be analyzed, two types 'of information must be
recorded:

(1) The number of* emplpyees in the original group of hires; and

(2) The number (or percent) TA these employees retained after
given lengths of,time.

7

' The "original group" is composed of employees'hiredduring a specific
span of time. This span should be limited to one. year or less. The
'!'given lengths of time" co Wsbe:any standatd time units (years,
months, days) after the d of the.original time span. Note that, since

191 -
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00000011100.

Year 'X Lost

1 42
2 56

3 64

4 69'

5 74'

6 . 77

7 79..

1 3 4 5
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1 58

2 44
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7 r21



Page 3.4
.

- .

the.original group, will contain eMplOyees with different. lengths
of service,(frOra.l. day to.1 year), there are several options.invo
in assigning valuesr0 the time units.

For example,. consider a group of employees hired during a given fiscal
ending September 30th. .And suppose that retention data. for, this

grOup are, recorded on succeeding' September 30ths, The time values' for
.these data points may be:.

.(a) .1 year, 2 years, 'etc. (Calculated from.September 30th to ts,
September 30th); or

(b) 1.5 years, 2,5 years, etc. (assuming an even distribution.
of,hires over a year and using the midpoint; i.e., 0.5); or

(c) 1.X years, 2.X years, etc.1(where X is a factor Pissed upon
specific hiring'patternt, such as more hiring done at the
end' of a fiscal year); or

(d) 1.Y years, 2.Y years, etc. (where Y.represents the actual
average length of service of the original group at the _end
of the first fiscal year).

The Shape of the Curve

The key charact istitof a turnover curve can be summed. up in adasimple,15
rule of thumb: IF*

I.
Between twothird and three-fourthd of all of the turnover
losses hat will ever take place from any giyen groupof
h es wi 1 have-tlicen place by the end of .the third year
a er,hi ing. And of that tot*, roughlyhalfwill have

en place by the end of the first year alone.

What'this>saye, is that:

(a) Turnover is a function ofength of service; and

, , (1) Most turnover occurs during the early years of employment.
,

.7t-"
%

This key characteristic of the turnover curve gives_it a particularly'
characteastic shape. In Figure 1, "years of se `ice completed" is.
plotted alongthe horizontal axis and "percent lo from original
group" is plotted along the vertical ails. It is -.ediately
observable:that the.curve bends sharply during the.fi.st three years
`and then'levels off.

i
In4he,eme manner, a graph of a retentiot curve (since. = tention is

simply "number of employees in the orig*algroupP minu mployees
lost from the group") shows the same chardcteristics. Fi d 2,plots
the retention curve associated with' the turnover curve irr igurd.24 In

- 193,-
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this case, the vertical axis represents upercent.of the -original"grOWi,
retained." Fpr purpOses of the following analyaie discus on, the

. .

retention curve will be used. :

, t.

The simplest way t6 analyze such a curve. is to transforth the rAeVant
variables so that the data points form a straight line. Then analygs
Can be dOne by thepse of'a least squarestechniqUe. In the 'case of

the retention curve, the transibimations'are:.

(a) Percent of employees retained is transformed Into number.of
standard deviations from the mean of a normal. curve; and,

-

(b) Years of service is5transtormed into the logarithm.of'yeais
. :..

, of servSce.
. .

... ^
.

. .

,...-

These two transformations give this analysis method its name: the
logprobability technique. -. tit

s..

When the values in Figure 2"-')4.4 plotted on log-probability graph paper. -'

Vihe result is a straight line (Figure 3).
.

, .

Basic Astumptions-or --
The basic assumptions behind the use of ttie toprobability techni4Ue
for retention analysis arP thrppfold.

°:1

First the given grolo) possesses a normal distrib ion offactors
laotivattinvgroup 9etention and d artire bellovior. Thts.losumptionis
based Upon th4cextreme complexi of the 'interaction between an employee

._and his or her job situation. Any, one person can be motivated by any
number of "stay" and "go"- factors. For analySis purposab, the dignift-
cant aspect of this multiplicity gf" retention- producing factors 1s. not
their "identity, but their distribution,among:the worlioroup members. '

New hires with' extremely "anti}- this -job" artt.i-tqes, for example, could
be expected t,,z.leave tminediately, regardless of what t o particular,
reasons for individual attitudes ight who:were'very.a t

4ro-this-job" would stay, regardleds'oftheir reaso And the req.,
would be found somewhere between. Under this schema,then, the very
mualplieity(and.the mutual independence.) .of the employee
loss factors which so impossibly complicates their identification should'
ensure that a .frequency distribution oftheirappearancen the Worltgreup
should approach that 'of the normS1..curcie." 1V k

c

Second, the behavior resulting from these retention. Oavating. factorS;
Will be displayed ogarithmic41y, rather than'acit
Thit assumption is based. Upon the distributiOnofturnover.aS expressed' :rn

in thOipreviously meOtioned rule of thumb. The lorgestebulk of turnover

1/-Clark;y:L., "Problems a=htl Progressin Civil S rviee MapOwef
Anthe United State's." In:.;Manpower PlEinhing Models (Clough, LeWisi'..
& Oliver Eds), London, English Universities t'ress2 1974, pp.. 227-2.39



. f

rd

,

. Aqes '.496ccUilp. the firatyearsof service with successively fewer

':''..loe's s occurring' as years )36 by. This is a logarithmic progression.
\. ,

Third, the situational factors affecting the ree:11)n behavipr during

the initial period' of empirical observation will continue substantially

unchanged throughout the remaining. period of the ProjectiOn.. This

assumption requites that there be ng extreme change in the working

situation of the cohort groups. Such changes wouldinclude large-scale
reorganizations or program changes.

Oage 6.

Statistical Analysis

Pt
The exact mathematical form of the retention curve (also known as a

"decay" curve) is given by the linear equation:

Z(Y) = A +'B LogX

where:

X T
length of service completed.

(1')

Y = percent of original group retained 'at
point X.

Z(Y)". location on the. normal curve of
the retention, point Y, expressed in
standard deviations:distance from the

mean.

In order to obtain the data which can be used to perform the linear

regression which will determine the values of A and. B in equation

(1), LOGPRO makes the aforementioned transformations of the inputted

retention data (Page

The first transformation uses the accumulative norMaldisiribution
function to determine both (a) the standard deviation value associated
With a given retention perentage (used in least squares calculation)

and (b) the retention percentage value associated with a given stand'ard

deviation (used in curve iteration and goodness of fit calculations).

The mathematical formulas which accomplisth this basic two-way trans-
formation are done by LO(IPRO'a two subprograms ANDXP and'ANDPX.

ANDXP - This subprogram uses an approxiwition of the accumulative normal

distribution function to estimate P(percent:retained):from a given value

of X(standard deviatiori from the mean). .

The form of this apProximarOn 2/; using X
1 w
:

P4X1) 1 Z(X.1)(bit + b2t
2

+ b3t
3

+ bht
4

+:135t
5

) (2),

2/ AbramowitZ, M. and BtegO I.A., Eds, Handbook of Mathematical Functions,
'AMS55, 9th, National'AiUreau of Standards, 2,0..2,17, p. 932.

- 196-
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where:

Z(Xi) =v-Fre 2

2

-X1

t 1 + .2316419X
1

bl = 0.3193815

b
2
=4.3565638

= 1,7814780.

4

A

=-1.8212560
4

b
5

= 1.3302744
t

Piage

If the value of the inputted X is greater than or equal to .zero, then
the value P(X1) calcUlated from equation (2) is returned to -the main

..1h. program. If X is less than zero, the the quantity (1 - P(X)) is
returned.

The error funttiOn (e(X1)) is accurate, t6 + 7.5 X re-8

ANDPX ;- This subprogram uses an approxima.tion of the inverseaccumulativel
normal distribution function to estimate X from a given value of P.
The form Of this approximation 3/ is:

X(P) = t - ao + sit, + a2t2

(

where:

1 + bit b2t2 4 b3t

t = Vln 1

2.515517

al = 0.802653
I

62 = 0.010328

n

Ibid., 26a.23, p. 93314

- 197-

e(P) (3).

b 1 = 1.432788

b2 0.189269

b3 = 0,001308
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i,.

If the inputted value.of P is zreater than, or equil to 0.5 (i.e, 507.),

then the actue.1 value of P isl'used in.the calcUlation,of t. If P is

less thah.0.5; then the quantity .(1 -,P) is used. ./

. .

.

.

.
.

.

.

.

.

The error function (e(P)) for this approximation is accurate to +

4.5 X 10-4. To increase its accuracy for use by LOGPRO, ANDPX contains

an additional refinerilent which makes use of 'the additional accuracy

available in ANDXP.
.

.To accomplish this refinement, the gubprogram ANDPX:

.
(1) Takes the value of X computed using equation (3) and adds to

it + 0.0005 to'determine two new values: X1 and127 This'

establishes one interpolation !range.

(2) Uses AIXP to determine the percentage values associated, with
X1 and X2. This establfshes a second interpolation range.

(3)" Useslith'ese two .ranges to interpolate a new X value, X3, to
whioh it applies ANDXP and determines a percentage value, P3.

4

(4) COmputes the difference, D, between P and P3. This difference

js than tested to determine if it fall's below 5 X 10-7 If it

does not, then it is recomputed '(using new Xi and Pi values)

until it does.

(5) Returns the Xi value aspociated with the minimum difference to'

LOGPRO.
.41

This series of steps increases the accuracy of ANDPX to se places.

Computations

After transforming the inputted retention data into least squares form;

LOGPRO performs A series of rompAtations:

(1) The transformed aatapre9sed to c.lculate a log--probability
retention ep,ation.

re/

(2) The value of the regression equation is calculated for each'

retention point. This value is changed into both tstimated

number and percent retained.

(3) The squared deviation of each retention point from the line
AN

of regression is calculated and used to compute the standaial

deviation of the fit.

4
(4) At operator option, the log-proOrlitrregression equatiOn

can. be projected into the future. Stastaard extrapolation

procedures are used. The operator sp? etifies the desired

projection parameters.
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Page 9

(5) If the number of retention points inputted is/greater than 2,

1
the 95L confidence range is calCulated for each pOjected

point (using the standard deviation of the fit). The range'

values are computed In both number and percent form.

7Applications.to Other Areas

Log-probability retention lines provide insight into a number of

:management and personnel problems. r For example, they can be used to

estimate:
4

Turnover expected" in specific planning periods .(e.g., 17%ln,

the first year,97. in the 'second year, etc.).,

Current Hiring Needed in order to have specific'-number.s of

work-ftts onboard on a particular date in the future

160 hires,nOw to have 100 on bOard five years'hence).

Budgetnecessary for current hires still present,at. eaChu

intermediate step toward. target (e..g., 133 at start, of secdnd.

year, 120 at start of thitd year, etc.).

Turnoverl/ImpliCions of selection method elected by management
(e.g., first7year quit ratebof 17% for a new hire, 6% for

selection of 3-years-service employee, etc.).

Training Cost implications of employee !election methods such

as '!thred-year, return on training invesnent" (comparative

training investment per worker on board threeyears after

training is appreciably/higher for a new outside hire than for.

an on-board employee reassigned or promoted for training).

Personnel Cost implications of budgetary ConAraints such as

hiring freezes, employment cutbacks, etc. (Usually result in

a decrease in the mmtber of lo,flength-of-service employees in

the werleforff. tilng + trn(1vor rates),
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LOGPRO INSTR: P(1Y OF (7)

"LDGPRO" IS. A FORTRAN IV PROGRAM WHICH' PERFORMS LOG-PROBABILITY
RETENTION ANALYSIS. IT RfQUIRES TWO SUBPROGRAMS: ANDXP AND

k14DPX,

DATA REQUIREMENTS:,

THE ".LOGPRO" PROGRApMING SEQUENCE IS;iptSIGNEDTO E LONGITUDINAL

"RETENTION OVER TIME" DATA. SUCH DATA ARE OBTAINE .BY OBSERVING

THE RETENTION BEHAVIOR OF,A GROUP OF EMPLOYEES HIR b DURING A

GI,V0 PERIOD .OF SAY, ONE YEAR. THESE SAME EMPLOYEES ARE'
THEN FOLLOWED 'OER TIME TO DETERMINE- HOW. MANY'(OR WHAT PERCENT)

OF THEM REMAN IN THEIR JOGS AFTER .GIVENTERIpDS OF TIME: ',E.G.,

ONE YEAR, TWO YEARS, ETC. ANALYSIS OF THESrTYPES OF DATA IS

ALSO KNOWN AS "COHORT ANALYSIS".

'ALThOUGH.ANY "GROUP OF EMPLOYEES" MAY BE USED IN THIS PRDGRAM,
'COHORT ANALYSIS OF THIS TYPE IS MORE ACCURATE IF THE EMPLOYEES

IN THE GROUP(S),SELECTED ARE IN THE SAME OR SIMILAR OCCUPATIONS.
FOR EXAMPLE, ONE. GROUP COULDBE ALL' CLERK- TYPISTS HIRED IN FY73.

ANOTHER nap BE ALL SCIENTISTS HIRED' IN FY73.
ft

THE PERIOOS OF TIME USED COULD BE ANY STANDARD TIME UNIT (YEARS,

MONTHS, DAYS) OR ANY-FRACTION THEREOF. BECAUSE MOST COHORT,
GROUPS WILL cONSIST,OF EMPLOYEES WITH VARYING VNGTHS OF SERVICE

Y,(FROM 1 'DA 1.0 f.YEAR), AN AVERAGING FACTOR CA BE ADDED TO

THESE TIME UNITS TO MORE CLOSELY'APPROXIMATE TIE ACTUAL AVERAGE.
LENGTH OF' SERVICE'OF THE COHORT( (E.G., FOR A GROUP 'OF EMPLOYEES

HIRED IN AN EVEN DISTRIBUTION OURING A FISCAa.YEAR, THE rACTOR

WOULD BE 0.5,1EARS).
d

THE CURVE FORM USED IN "LOGPRO" IS KNOWN AS THE "LOG-PROBABILITY"

CURVE. THIS CURVE IS USED BECAUSE IT MOST CLOSELYIAPPROXIMATES
ACTUAL RETENTION BEHAVIOR.

i ',..

HYPOTHETICAL DATA SET:
:$

tr

THE 1 OLLOW1NG IS A HYPOTHETICAL SET. OF DATA OF THE TYPE REQUIRED

FOR THE "LOGPRO",PROGRAMMING SEQUENCE: .

(

SUPPOSE 110 dERK-TYPISTS WERE HIRED OURIING FY1972 ANDt
SUPPOSE, THESE 'HIRES WERE MADE EVENLY THROUGHOUT THE -

FISCAL YEAR AND surresq 'THAT

AT THE END OF rrz THE NUMBER RETAINED WAS:
1973 58 (OR 52,73%)

1974 44 (OR 40.00%)
1975 36 (OR 32.73%)

THE AVERAGING FACTOR FOR THIS DATA SET IS 0.5 YEARS:
THIS SET OF DATA WILL BE REFERRED TO THROUGHOUT THIS MANUAL.

,
.

EXECUTION COMMANDS:

TO BEGIN EXECUTION OF THE "LOGkO" PROGRAMMING SEQUENCE, AN
OPERATOR WILL PERFORM A CHAIN OF EXECUTION COMMANDS.: THE

ACTUAL. FORM OF THESE COMMANOS WILt DEPEND ON THE TIME-SHARING
203 r



0GPRO INSTR:P(2) of (7)

` SYSTEM BEING USED IN GEN THESE COMMANDS WILL PERFORM
THE FOLLOWING OPE4TIONS:

CALL UP "LO GPRO" AND ITS TWO. SUBPROGRAMS "AMP"
AND "ANDPX" A9 TRANSLATE THEM INTO MACHINE LANG
UAGE. THIS IS, THE COMPILATION PHASE.
LCAD THE COMPILED PROGRAM #N0 SUBPROGRAMSANT
THE CENTRAL PROCESSING AREA '.AND START PROGRAM
RUN. THIS IS' THE EXECUTION PHASE.

DATA ENTRY:
.

(NOTE THAT. ALL OPERATORENTERED. RE'SPONSES TO COMPUTER WRITTEN COM
MANDS ARE FOLLOWED BY A CARRIAGE RETURg'.).

o

TOE RUN OF THE "LOGPRO" ANALYSIS,.SEQUENCE BEGINS, IN THE FOLLOWING
MANNER':.

i

* PLEASE ENTER THE NUMBER OF YEARSfOHICHRETENTION DATA'ARE\

* AVAILABLE
.

THE%PERATOR.RESPONDS TO T,HIS COMMAND BY ENTERIKG THE NUMBER OF
:YEARS (OR, IF DATA-ARE IN OTHER THAN YEARS, THE NUMBER OF TIME
PERIODS) FOR WHICA COHORTTYPE LONGITUDINAL DANA AREAVAICABLE.
IN THE CASE OF THCHYPOTHETICAL DATA SET,. THIS ANSWER WOULD BE
1-3

NEXT THBOOMPUTER ASkS:.

* PLEASE ENTER THE NUMBER IN THE STARTING GROUP ...--v.

.,(AT 41S POINT, THE OPERATOR ENTERS THE NUMBER. OF EMPLOYEES WHO t
OSED THE ORIGINAL GROUP OF HIRES FOR WHICH,COHORTANALYSIS

IS BEING PERFORMED., USING THE HYPOTHETICAL DATA SET WHERE 110
EMPLOYEES. WERE HIRED IN FY 1972 AND FOLLOWED DURING THE NEXT 3
'YEARS THE RESPONSE TO THE ABOVE QUESTION WOULD BE'"110".

NEXT:

* WILL INPUT DATA RE TN
(1) NUMBER OP

* (2) PERCENT'
(ANS I OR 2)

IF THE RETENTION DATA ARF IN THE FORM "NUMBER OF EMPLOYEES AE-
TAINED FROM THE ORIGINAL GROur", THEN THE RESPONSE TO THE ABOVE

.
COMMAND IS,. "1".

ON THE OTHER HAND, IF'TOE DATA ARE IN THE FORM "PERCENT OF'

EMPLOYEES RETAINED FROM THE ORIGINAL GROUP",JO$N THE RESPONSE

L IS "2". d
NEXT THE COMPUTER ASKS FOR THE RETENTION DATA'Itl THE FOLLOWING'

MANNER; 204
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isifiNINT; THE OPERATOR ENTERS THE RETENTION-OVEp-TIME DATA
HICH ARENTO BE ANALYZED'. THESE DATA AE ENTERED AS (X,Y) PAIRS
HERE REPRESENTS A UNIT OF TIME AND Y REPRESENTS THE NUMBER
R PERCENT or THE ORIGINAL LROUP-OF EMPLOYEES REMAINING AT

Troc4,x.

rrTHE X- ALUES ARE IN iEARS,THEN CHE ENTRIES FOR THESE VALUES
ARE IN TH FORM 1.X, 2.X, 3.X, ETC. (WHERE X JEPRESENTS THE AV-
ERAGINt FA TOR). IF MONTHS ARE USED, THEN. THE ENTR?ES. CAN BE
IN THE FOR (A) 3.+Y, 6.+Y, t9.+Y MONTHS (WHERE 1 = X TIMES 12.) ,-
OR (B) .25+X, .5+X, .7+X YEARS. THE X-VAbUES DO NOT HAVE TO
BE 'EQUALLY SPACED. ,

IF THE ANSWER TO. THE PREVIOUS QUESTION HAD BEEN °I°, THEN THE Y
VALUES ARE IN THE FORM °NUMBER OF EMPLOYEES_RETAINED°. IN THIS
CASE THE ACTUAL NUMBERS RETAINED ARE ENTERED INTO THE PROGRAM
.(SHOW,ING ALL DECIMAL POINTS). USING THE HYPOTHETICAL DATA. SET,
THE X,Y ENTRIES WOULD BE:

1.5,58.
2.5,44.'
3.5,36.

IF- THE ANSWER TO THE PREVIOUSAIJESTION HAD BEEN.°2°, THEN THE Y '-

VALUES ARE IN THE FORM °PERCENT OF EMPLOYEES RETAINED". IN THIS
CASE, THE .PERCENTAGES ARE ENTERED IN THEIF3 DECIMAL FORM; E7G.,
52.73% IS ENTERED AS .5273. USING THE HYPOTHETICAL DATA SET: THE
X,Y ENTRIES WOULD BE:

1.5.5273
2.5..4000.
3.5,-1273

,00-1

LOG-PROBABILI '4,,ANALYSIS:

THE COMPUTMR THEN PERFORMS ALL THE NECESSARY LOG-PROBABILITY ANAL-
YSIS FUOTIONS. THESE INCLUDE: 9

. - FITTING THE LOG-PROBABILITY CURVE;

( COMPUTING THE LOG-PROBABILITY CURVE VALUES
(BQTH IN NUMBER AND PERCENT) FOR EACH TIME
PEAIOD ENTERED; AND

- !COMPUTING THE STANDARt DEVIATION C1T. THE LOG-
PROBABILITY FIT (IF THE NUMBER OF OBSERVATIONS
IS GREATER THAN 2)4c

THE COMPUTER THEN PRINT§ THE °TABLE MW LOG-PROBABILITY ANALYSIS
''. RESULTS" WHICH SUPPLIES 'THE OPERATOR WITH ALL OF THE RESULTS OF

- 205 -



* = COMPUTER WRITTEN
-

(41E ANALYSIS. IN ADDITION-TO PRINTING OUT THE ACTUAL74AND,CURYE.

:VAL

A
UES,1THE COMPUTER 'ALSO PRINTS OUT THE A'AND B VALUES .OF /THE

COG=tROBABILITY EOUA ICINJA40 THE VALUE OF THE STANDARD DEVIATION

QE -NOTE TH TJHESE LATTER ,3 VALUES ARE IN THE FORM::

!1/STANDARD DEVIATIONS, 'OM THE MEAN OF THE NORMAL CURVE*.
''PAGE 7). , .

.0GPRO IN041: Pt41 & (7) .

°

THE"FORMAT OF.THIS PRINT T (USING THE HYPOTHETICAL ITATASeT).,

()F RESULTS IS:

*xxxxxxxxxxxxxxxxxxxxxxxxxxWxxxxxxxxxxxxxxxxxxxxxxxxXxxxxxxmx.
*

TABLE OF LOG-PROBABILITY; 1NALYSIS_,RESUI,TS

--ACTUALDATA--: --L - P CURVE- -

YEAR NUMBER PERCENT' NUMBER PERCENT

. 1.50
2.50
3.50,

-58.
44.
36.

52.73
40.00
32.73

57.88 52.62
44.30 40.27
35.83 P32.57

THE 'NUMBER IN THE STARTING GROUP WAS: 110

THi LOG-PROBABILITY EQUATION IS

= I 0.31317 + ( -1.40587) X-

THE/STANDARO DEVIATION IF FIT IS 0.¢7'6205

*XXXYXXXXXXXXXXXXXXXXYYvvxXXXXYXXXXXXXXXXXXXYXXXV(XXX4XXXXXXXX

OAECTIONS: .

..THE NEXT PORTION _OF THE "LOGPAPO 'PR'OGRAMMING SEQUENCE DEALS WITH.

THE PROJECTION o(' THE PREVIOUSLY CALCULATED LOG-PROBABFLITY CURVE,

A PROJECTIONs A "TunnwrNr, FORWARD" RF THr TREND OF PAST PATH

INTO THE

IN "LOGPRO", THE "SE OF PROJECTION TECHNIQUES .ALLOWS AN OPERATOR

TO FORM ESTIMATES Of THE NUMBER OF EMPLOYEES FROM THE ORIGINAL

GRQUP WHO WILL BE RETAINED IN THEIR JOBS AT QIVEN POINTS IN THE

FUNRE. SINCE SUCH PROJECTION FIGURES ARE "ESTIMATES" AND NOT

EXACT VALUES, wlOGRRO ALSO COMPUTESAFOR GROUPS WITH MORE THAN
TWO TIME VtUES ENTERED) THt 95% CONFIDENCE RANGE VALUES IN BOTH

NUMBER.AND PERCENT, THIS MEANS THAT, FOR A GIVEN PROJECTION
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rtoki.oTER WRI TTEN'
LOGPRO INSTR: P(5) OF (7)

'HIp014T1,.THEPROGRAM:10IWCALCULATE A RANGE OF VALUES, WITHIN
tliRlicH,THE:ACTOAL,:NUMBER/RETAINED AT A GIVEN POINT WILL FALL

` .:'15%.0F:IHE ' .

THE PROJECTIONSSEQUENCEPEQINS AS .FOLLOWS:
, I r .' . '

.. . .. ._ , ,.

't! IS A.'PROJECTIOWD Win 1YEs=y, NO =N)
., , !/.,

1F NO:tCH PROJEdTI N ISWANT6D, THE RESPONSE :TO THE QUESTION
T.S'NN.. THE'COMPUTR WILL THEN PROCEED TO THE NEXT PORTION
oF.ipE PROGRAM..

.

. .

.

' IF. A PROJECTI`.O1M IS'OESIRED,.THE, ASPON $ "Y". THE -COMPUTER
THEN PRINTS ',O UT THE IN RIT 1..,

, :;/. , ,,,( 2
*'PLEASE.ENTER THEAIINIMUM ANO MAXIMUM VALUES OF X DESIRED
* PLUS THE DE$IRED,X-INCREMENT .(E.G.,'.5 YEAR, 1 YEAR, ETC.)

.
* ITHE FORM= MIN, MAX, INCREMENT (E.G., 5.',15..10-
* PLEASE, SHOW. ALL DECIMAL POINTS.. '4..7---" ,

.

AT THIS POINT THE OPERATOR ENTERS THREE VALUES:

1. THE FIRST (I.E. MINIMUM) TIME VALUE FOR WHICH A PRO-ss,
JECTION IS WANTED; E.G., 5TH YEAR;

2. THE LAST (I.E., MAXIMUM) TIME VALUE FOR WHICH A PRO-
JECTION WANTEO; E.G.,-10TH YEAR; AND

3. TO LENGTH ,OF THE TIMt INTERVAL BETWEEN, SUCCESSIVE PRO-
JEC ION POW'S (I.E., INCREMENT); E.G.,1 YEAR,.

..,tO ALLOW FO TH U$E OF FRACTIONAL TIME PERIO0V(SUCH AS THE USE -,."4/1

AN AVE ING FACTOR), EACH PIECE OF DATA ENTERED ,HERE MUST .6, *;'

INCLUDE' OECIM POINT.

FOR EXAMPLE, 4HE VALUES LISTED ABOVE WOULD BE ENIfRED AS:

THE COMPUTER. THEN PERFORMS .THE CALCULATIONS ,NECESSARY TO PRO-
NJECT -THE LOG-PROBABILITY CURVE PREVIOUSLY CALCULATED.:.,,,,

IN ADDITION, IF. THE NUMBER OF RETENTION DATA SETS ENTERED IS
GREATER JHAN 2, ,THE PROGRAM CALCULATES T 45%'CONFIOENCE
RANGE VALUES FOR EACH PROJECTED POINT. THESE ARE CALCULATED FOR
BOTH NUMBER AND eERCENT VALUEt. THUS,',F0 EACH PROJECTION POINT,
THE PROGRAM CALCULATES AN 'EXPECTED VALUE" (OR "PROJECTED ESTI-
MATE") AND A 95% RANGE OF VALUES (LOWEST AND HIGHEST).

THE'` PRINTED OUTPUT FOR THIS PORTION-OF THE PROGRAM IS (USING T.HE
HYPCTHETICAL OATA SET AND THE PROJECTION LIMITS 5.5,10.5,1.):
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*
*

*
*

*
*
*
*

*;;..

COMPUTER WRITTEN.

,LOGpkO INSTR.:13(6),OF*

TABLE OF PROJECTED VALUES

:YEAR ----NUM,BER PROJECTED--
EXPECTED
VALUE

5.50 26.
6.50 22-4

7.50 20.
8.5D 1

9.50 1

10.50 14.

''

-PERCENT .PROJECTED
EX.13 TED

-15% RANGE---

25. - 26..

NALUE-

23.34
' '22. '23. 20,34

19. - 20. 17.96'
17. - 18. 16.02
16(. - 16. 14.43
14. - 15. 13.08

22.96 3.72
19499 20.6.9
,17.63 - 18.28
_15:73 '16.33
14.15 - 14.71
12;82 - 13.35

IF THE NUMBER OF RETENTION DATA SETS IS LESS THAN OR\ EQUAL TO

2, THEN THE 95%' RANGE CANNOT BE. CALCULATED AND. ONLY EXPECTED
VALUES ARE CALCULATED AND PRINTED OUT:

IN THIS CASE, THE OUIT WOULD .BS (USING ONLY THE FIRST TWO
ELEMENTS DF THE HYPOTH TICAL DATA SET AND' THE SAMPLE PROJEC-

TION LIMITS ABOVE)

4 TABLE OF PROJECTED VALUES
*

* YEAR ----NUMBER PROJECTED PERCENT. PROJECTED

*, 5.50 25. - 22.66

* 6.50 22. 19.62

* 7.50 , 19. 17.22

* 9.50 15.

15.28* 8.50 17-
13.69

* 10.50 14. 12.35

* 17-

RECYCLING!

NEXT THE COMPUTER ASKS!

i.

-* RUN AGAIN WITH A DIFFERENT DATA SET? (Y OR N)
6.

IF THE OPERATOR WIS'HETO RUN ANOTHER SET OF DATA THROUGH THE
"LOGPRO*'PROGRAMMING SEQUENCE THEN THE ANSWER T'O'THIS QUES-

TION: IS *I" (I.E., YU). -

IFiALL DATA SET ,HAVE ALREADY BEEN ANALYZED THEN ,THE ANSWER IS

JI.Ea, NO).
r
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,LOOPRIIINSTRZ.P(IVOF .

;, q!.'

SUBP41GRA$S'''.

THE j!it10000.134106RAMMING SEQUENGE USES TWO SUBPROGRAMS WHICH
.CONSTITUTE THE'BASIC STATISTICAL.IECHNIQUE NEEDED. FOR LOG -
PROBABILITY ANALYSIS. ?

7 , .

. _

THE FIRST, KNOWN AS "ANDP" TRANSFORMS PERCENT RETAINED!,
AN0.7NUMBeR Of ,STANDARD DEVIATIONS FROM THE MEAN OF THE
.NORMAL, CURVE". 'THE SECOND, !ANDXP", IS THE INVERSE OF
,I!'ANDP1(!. (SEE !LOGPRON-TECHNICAL ANALYSIS FOR A DETAILED EX-

'PLANATION OF ,THESE TRANSFORMATIONS.)

ti

I
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LOGPRO PAGE 1

,C LOG PROBABILITY ANALYSIS OF GROUP RETENTIDN TREND
C

(ALCULATES THE LOG-PROBABILITY EQUATIONFROM LONGITUDINAL
RETENTION DATA WHICH IS EITHER ItTHE FORM (A) "NUMBER OF

C EMPLOYEES RETAINED° OR (B) PERCENTAGE (OF ORIGINAL GROUP)
C OF EMPLOYEES RETAINED°. ALSO CALCULATES THE STANDARD DEvIA-
C TION OF FIT:
C IN, ADDITION, IF DESIReD, PROJECTS AND/OR INTERPOLATES VHE

C SLOG- PROBABILITY. CURVE AND CALCULATES 95.X CONFIDENCE RANGE
VALUES -FOR EACH PRDJECTION POINT. N-

C REQUIRES FUNCTIONS.ANDPx AND ANDXP. ,4
4

LOGICAL INV
A

DIMENSION x(135),Y(ro),XL(10)«,YS(10,),ti(10),AY(i0),AA(10).,NX(36)
I ,NDH(36)
+,Iv(10,50),IYR(10)
DATA (Nx(I),J=1.36)/36*-xX-/,(NDH(I),I=1,36)/36*----I

25 INV=.FALSE.
WRITE (5,27)

27 FORMAT( / /IX,-PLEASE ENTER THE NUMBER OF YEARS FOR
-WHICH RETENTION DATA ARE AVAILABLE ,/)

30 READ (5,40)N
IF(N.GT.2)INV=.TRuE.
WRITE (5,32)

32 FORMAT ( / /1X,-PLEASE ENTER [HE NUMBER IN THE STARTING GROuP-,/)

READ (5,34)NO It

34 FORMAT (f6)
AN = No

40 FORMAT '(I2)
WRITE (5,42)
FORMAT ( / /,1X,-WILL INPUT DATA BE IN-,/,3X,-(1) NUMBER

1 3x,-(2) PERcENT-,/.3X,-(ANS I OR 2)-,/)
READ (5,44)NP

44 FORMAT (I2)
WRITE (5,47)

.47, FORMAT ( / /1X,-PLEASE ENTERTHE VALUES OF X (TIME) AND Y (NUMBER`

1 OR PERCENT-)'
wRITE(5,51)

51 FORmAT(lx,-RETAINED qY TIME X) IN THE FORM X,Y s wiNG ALL DECI-
1- -mAL POINTS, /)
DO 100 I=1,N
READ (5,*)X(I),Y(I)

70 FORMAT(2F10.4)
IF(NP.E0.1) Y(I) =Y(I) /AN
XL(I) = AL0G10(x(I))
YS(I) = Y(I)
ysill = ANDPX(YS(I))

100 CONTINUE
SUmx = 0.0
SUmY ='0.0
SUMXY ='0.0
SUMX2 = 0.0
SUMY2 = 0.0
DO 20 I,= 1,N
SUMX = SUmx XL(I)
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Al)GPRO

SLIMY = SUMY YS(I)
SUMXY = SUmXY + XL(I)*YS(I)
SUMX2 = SUMX2 + XL(I)*XL(I)
SUMY2 = SUMY2 +.YS(I)*YS(I)

220 CONTINUE
EN =N
Si EN*SUmx2-Sumx*SUmX
S2 = EN*SUMxY- SUmX*SUmy
SL = W.S1
YIN = TUm/EN-(SL*SUmx)/EN
Sum0=041,.

380 , 00 450 I = 1,N
A(I) = l$N + SL*XL(I).
Sum0=SUm0+(A(I)-YS(1))**2
A(I) = ANDXP (A(I))

450 CONTINUE
'AS0=0.0
IF(.NOT.INV) GO'T.0 522
ASD=SORT(sUm0/(ENLI.))

52.2 00 527 I = i,N
AY(I') = AN*Y(I)
AA(I) = AN*A(I)

5 CONTINUE
8 wRITE(5,529)(4(I),I=1,36)

29 FORmAT(///7/,IX,36A2)
mRITE(5,531)

31 FORMAT(//,17X,-.TABLE OF LOG-PROBABILITY ANALYSIS RESULtS.6)

wRITE(5,823)(NOH(I),1=1,21)
823 FORMAT(16X,21A2)

wRITE(5.534)
534 FORMAT( /,24X,- -- ACTUAL

-,P cuRVE---)

WRITE(9,536)

536 F6FOIAT(17)( ,-YEAF1-3X.-NWIEIER
PERCENT ,-1,1t1iBER PERCENT'

1 ,//)
00 543 1=1,N
y(I)=Y(1)*Iot.
A(0=A(1)*100.
wRITE(5,542)p1),AY(I),Y(I),AA(I),A(I)

542 FORmAT(17x,r4.2,3X,F6.0,2x,F7.2,3x,F6.2,2X,F7.2)
543 CONTINUE

wRITE(5,932)(NOH(I),I=1,21)
932 FORmAT(/,16X,21A2).

WRITE(5034)NO
934 FORMAT( /,15X,-THE NUMBER IN THE STARTING GROUP WAS : -,16)

wRITt(5,892)
892 FO*AT(/.,15X,-THE LOG-PROBABILITY EQUATION IS-)

WRITE(5,894.)YIN,SL
'894 FoRhAT(17X,-Y = -,F9.5,r + (-,F9,5',-) X-) '''

,.

WRITE(5,896)ASO
896 FORMAT( /,15.X, -THE STANDARD DEVIATION OF FIT' IS7.,F9.6)

wRITE(5,9,07)(NX(I),I=1,36)
90.7 u-oRmAI(//)x,36A2)
530. WRITE (5,540)
540 FORMAT (///1X,-Is A PROJECTION DE'SIREO? (YESFY, NO=N)-,/)

READ (5,560)L .
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LOGPRO PAGE 3

560 FORMAT (A2)
IF (L.E0.-N-) GO TO 690
WRITE (5,590).

590 - FORMAT ( /1X,-PLEASE ENTER THE MINIMUM AND1MAXIMUM VALUES OF-

I X DESIRED)

1182 FORMAT(IX,-PLUS THE DESIRES X-INCREMENT (E.G.., .5 YEAR, I

WRITE(5,1182)

1 -YEAR, ETC.)-9
WRITE(5,1185)

1185 FORMAT(fX,-IN THE FORM: MIN, MAX, INCREMENT (E.G., 5.,15"1.).0
WRITE(5,1188)

1188 FORMAT(IX,-PLEASE SHOWALL DECIMAL POINTS1-,/)
READ (5,*) XMIW,XMAX,XINC

-640 ,FORMAT (3F8.4)
CWRITE(5,1196)(NDH(I),I=1.)16)

1196 FQRMAT(4//IX,8A2,-TABLE OF PROJECTED VALUES-,8A2,---,/)
WRITE(5,1201)

1201. FORMAT(1X,- YEAR ----NUMBER PROJECTED PERCENT
1 PROJECTED
IF(INV)WRITE(5,1206)

11206

IF(INV)WRITL(50208)
FORMAT(7X,-EXPECTED-,17X,-EXPECTED-)

120.8 FOFMAT(8X,-VALUt-,3X,----95% RANGE 7---,2X,-VACUE-;4X,
1 ----95Z
QR = XMIN

'ASD=ASD*2.
630 * ANS = YIN + SL*ALOGIO(QR)

ANSI = ANDXP(ANS)
RI=ANS+ASD
0R2=ANS-ASD

%

ANN=ANS1*AN
RI=ANDXR(RI)
R2=ANDXP(R2),"
ANI=R1*AN
AN2=R2*AN
R1=RI*100.
R2=R2*100. T.

ANS1=ANSI*100.
IF(.NOT.INV)WRITE (5,660)QR,ANN,ANS1

660 FORMAT (1X,F5.2,9k,F6.0,20X,F7.2)
Ir(INV)WRITE(5,665)QR,ANN,AN2,ANI,ANS1,R2,R1

665 FORMATX,F5.2,2X,F6.0,2X,F6.0,- --,F5.0,4X,F6.2.3X,F7.2,
I -,F6.2)
QR = QR. + XINC
IF. (QR.I.E.XMAX) GO TO 630
WRITE(5,1282)(NDH(I),I=1,28)

1282 FOVAT( /1X,28A2,---)
WRITE(5,907)(NX(I),I=1,36)

690 WRITE (5,700)
700 FORMAT(///1X,-RUN AGAIN WITH A DIFFERENT DATA SET? ('.OR N)-,/)

READ (5,720)K
720 FORMAT (A2)

'JF (K.EQ.-Y-) GO TO 25
STOP
END
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ANDPX

'FUNCTION ANDPX(P)
C ACCUMULATIVE NORMAL DISTRIBUTION FUNCTION.
C APPROXIMATES X (+ OR - .000004) FROM R.

DATA AO,A1,A2,B1,132,B3/2.515517,.802853..010328,1.432788,
1 .189269,.001308/
IF(P.GE.1.) X1=4.
IF(P.GE.1.) GO TO 380
IF(P.GT.0.0005) GO TO 70
X1=-4.
GO TO 380

70 IF (P.Lt.0.5) GO TO 110
E = SQRT(ALOG (1./(1.-P)**2))

= E-((A2*E+A1)*E+AO)/(((B3*E+132)*E+81)*Ek1.)
GO T

110 P = 1

= RT(ALOG(1./(1.-P)**2))
-P

140

X1 = -1.*(E-((A2*E+A1)*E+A0/(((83*E4-132) *E+B))*E+1.))
P = 1.-P

140 AX1 = X1 +0.0005
AX2 = X1 -0.0005
API ='ANOXP(AX1)
AP2 = ANOXP(AX2)
AI = (13-$P2)/(AP1-AP2)
BX1 = AX2+AI*(AXI-AX2)
DI = P-ANOXP(BX1)
IF (Dl.LT.0.000001) GO TO 290
AX3 = BXI+1.1*D1
AX4 = BX1-1.1*D1
AP3 = ANOXP(AX3)
AP4 = ANOXP(AX4)
All = (P-AP4)/(AP3-AP4)
BX1 = AX4+AII*(AX3-AX4)
Ol = P-ANOXP(BX1)

290 IF (DI.LE.0.0000005) GO TO 370
IF (01.GT.0.0000005) GO TO 340
BX1 = BX1t0.0000002
DI = ANOXP(BX1)
GO TO 290

340 BX1 = BX1-0.0009A02
DI '?"'ANOXP(BX1er
GO TO 290

370 ANDPX = BX1
GO TO 390 4

380 ANDPX=X1
390 RETURN

END

PAGE 4
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ANDXP

FUNCTION ANDX(X)
ACCUMULATIVE NORMAL DISTRIBUTION FUNCTION. APPROXIMAiES P
FROM X (TO + .OA,- .0000b01). (NBS-55, P. 932)
X1 = ABS(X).

, . T = 1./(1.+.2316419*X1).
ANDO' =.1.-.39894'23*EXP(-.(X1**2)/2.)*(.3193815*T-.3565638*T**2
1 .+1.781478*T**3-1.822 256 *1**4+).330274*-1**5)
IF (X.LT.0.4_,ANDXP = .1.-ANDXP
RETURN
END I*

(
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As

LPFILE TECANICAL ANALYSIS
1/

Introduction

P.a2e 1

The computer.terminel program WILE was developed to enable users to
-"verfvm a quantitative analysis of turnover /retention rates for .,
ungroupedj novloftitudinal data.

LPFILE and its. threesubProgramsa(ANDXP, ANDPX and DATE) together form-
; a'comprehensive, self.- contained unit which completes all the necessary .

gtatiaticsrequited for the analysis;of turnover/retention rate's. 'This,

'k means' that a user of this s t of programs need not have an exte ive
statisticalbackground in or r to successfully utiliZe its res Its.

LPFILE calculates a log-prob jility equation from previously stored
dataofiles. The statistical transformations and basic asSumptionsof,

- the longitudinal log-probabi ity analysts-method also'apply to LPFILE.
(See LOGPRO Technical Analysis, pages 3-8).

Data Collection and Input

LPFILE is designed to perform log-piobability analysis when longitu-
dinal data are not available. It does so by using computer files which
contain certain basic data items on each employee in.a given group.

. By utilizing data on every ,employee,-LPFILE thus utilizes every available
contributor to the group retention trend.

The concepts of "original group":and "percent retained" as used by
LOGPRO (see LOGPRO Technical Analysis, page 1) are carried over to
LPFILE in a modified fas ion. The "original group" is a subset of those
hired in the past few* (e.g., 5) years. The "percent. retained"'figures
are obtained frOm a cum lative distribution which compares the number
of employees in the grou who could have served for at least X years
with those who actually h ve served at least X years. .

Stich a distri-'

bution could conceivably b carried down to number of. days of service
(e:g., every member of the group would have at least one day of service
while only those hired five years ago have five years of Servict).-

Calculation of this cumulative distribution id possible with the
knowledge of two dates:

(2)

The date of hire for each member of the .employee
group under study; and

The date of separation for every member who left the
group

1/
- Users of LPFILE should also refer to documentation for LOGPRO
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.

To perform its calculaticons, LPFILE requires-a data file consisting of
four data elements:

(1) Occupation or series code;

-(2) Grade at hire;
.

(3) \Date of hire (month and year); and

r , (4) Date-of separation (month and year) , if any.
.

,-,
,

;.,

\., When :thede, datt; items are being colleCted, it,willnbe pecessary to
record another piece of information:. an, employee identificati

.*.number. This item is needed to_faciatate the bringingtogethh.-
df the other items of data.

4

The conversion of such a dgta file into a computer file is discussed
in the LPFILE Operation Manual (pages 1-2). (

LPFILE also requires the input of a "file ending date" This is the
closing date ofthe data file and of. the time period under study.

Statistical Analysis

From.the inputted data file and the file ending date, LPFILE sets up
two one- dimensional arrays each of which contains one value for each

employee in the file. The first array (T1) consists of values of-the
actual timefon board for each employee. The second (T2) consists of

. theelapsed time between the employee date of hire and the file ending
date. For those employees who hav separated,, these two values

would be equal.

These values' are then used to determine the X, Y pairs needed for the
log-probability regression analysis.

Quantitatively, this process is:

Let:

Ni = Employee i

DOHi = Date of hrPt for employee i
DOSi = Date of separation for employee i 21

DOF " File ending date

2/ .

If an employee has not separated, both the month and year of the
date of separation have the value zero.

- 224 -

jj..



'Then:
01* .

.T2 1i) = DOF:- DOHi

If employei.Ni has separated from the original group, then:

(Ni) .= DOSi A-1)0Hi

If not, then:
. '-

T1 (Ni) = T2 (Ni)

Page 3
c

A
o

(Thee ':le of time" calculations' are performed by the subrouttne,

DATE which ,does a straightforwardeUbtraction *Of two inputted'Oates.)

Each value in T1 and. T2 is then.converted into its base 10 Iciliarithm.

The next steps.form a cycle which calculated the X, Tpairs.,' A cycle

begins' with the finding of. a maximum-value-from the T2 vector .(TMAX).,,

Each cycle produces a. new,TMAX and this value gets smaller each time
through the cycle (as old values of.IMAX are marked at such).

Let.:

NP = the number of employees who could h me pos4bly survived
to at least time TMAX.

NR = the number of employees {rho did sur44qto at east t

TMAX (i.e. ere,retained).

Both these values serve as countess and both are initialized zero

at the start Of a cycle. 4
-

t.vN.
For every value in .the T2 vector whtcH is greater 'than or equal to

TMAX, one is added to the NP counter: If, in these cases, the

associated vlue in Tl is also greater than or equal to TMAX, one

is added' to the NR;counter.

At the end of elth cycle,)a"percent retained" value, PR,
calculated using the Summed values NP and NR:

PR = NR
NP

Then an X, Y pair is recorded for tWlo -probability r cession

analysis.with (using ANDPX See LOGPRO Technical Analysis,,. page 7).:

X = TMAX

Y = ANDPX (PR) V r

.21 ANDPX acts as a.functiOn who'se valu0.-S'given by.the computation
of the approximation contained in the

V ,
-
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Page 4

A new cycle is then,begun.1 This process continues until all possible
values of-TMAX have been used. When this point is reached, all the

recorded X, Y pairs' are used to calculate a log-probability equation
and a standard deviation. ..These results are output to ttle_duser.-;

Data Groupings
./ c-- It. .

The operator islilven the option, to run LPFILE using one or ',both of

the first two data items in the file: occupation code and grade at

hire. It. can also be run for the entire input file.

This option allows the.user to construct_ data files wtkich contain

records on employees in different occupations. (All employees in

one occupation should be placed tin the same data file.) Howover.,.in

these cases, separate runs should be made for each occupation.

The ability.to calculate log-probability equations by grade at hire

ist-useful+for determining whether differences in entrance levels lead'

to differences in retention patterns..

The "entire file" option can be used when there is one occupation

per data file.:
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1.4T ILE INSTROP(1 ) OF (5)

"LPFILE" IS A FORTRAN IV PROGRAM WHICH CALCUAT..q. A L
BILITY EQUATION FOR UNGROUPED, NON-LONGITUDINAC'WETEN

. .. 41 .

. 1,
IT REQUIRES THREE SUBPRCTsRAMS: "ANDXR". "AND?)(N. AND "DA.

j At. " ',-;,;,. ,

_DATA . REQUI REMENTS: . .,.. .. v .,,. .1 -....0 . ;.;:' "." ' 7-'" ''-11;''''"
b;

, .

.

.

ON'AMIA.

DATA II RE ENTERED INTO THE "LPFILE: 16 AAM FROM PREVIOUSLY-
STORED DATA EILES. THESE FILES CONTAIN ONE RECORD PER EMPLOy-

r .EE AND CONSIST OF Fop SPECIFIC DATA ELEMENTS PER RECORD:
1

'(1), OCCUPATION CODE; -,
,, . .

(2) GRADE AT 'HIRE;

(3) DATE OF MIRE (MANTH AND YEAR); AND
r7

(4) DATE OF SEPARATION (MONTH AND YEAR), IF ANY.

CECTION PHASE.ROR THE DATA FILEST-REQUIRES AN ADDITIONAL
IT 0 DATA: AN EMPLOYEE IDENTIFICATION NUMBER (E.G., SOCIAL
SECURI Y ACCOUNT NUMBER). THIS ITEM IS NECESSARY SINCE THE
OTHER, TEMS ARE MOST LIKELY FOUND ON SEPARATE PIECE OF PAPER.

A SINGLE DATA FILE rAY CONSIST OF (A) ALL 'EMPLOYEES bR (B)
ALL EMPLOYEES IN A GIVEN OCCUPATION OR (C) ALL EMPLOYEES IN
A FEW GIVEN OCCUPATIONS.

A SAMPLE COLLECTION Fop MIGHT BE:

EMPLOYEE OCCUPATION ' GRADE DATE OF DATE OF
NUMBER CODE AT HIRE HIRE SEPARATION

1 201 5 10/70 . 4/74

2 21.2 7 '3/72 NONE

3 212`
4 5/74

5

7

,1/71 2/7,2

NONE
5. 201,07 7 3/73 10/73

ETC.

A.FORMN,SUCH.AS THIS MAY BE CONVERTED TO A COMPUTER FILE IN TWO

WAYS. THE CHOICE OF METHOD WILL DEPEND ON 'WHAT THE USER'7'S

TIME-SHARING SYSTEM WILL ACCEPT. 'IN ANY CASE, IF AN EMPLOYEE
HAS NOT SEPARATED, BOTH THE MONTH AND YEAR OF SEPARATION ARE.

GIVEN THE VALUE ZERO.

IN ADDITION, THE DATA ITEMS ARE ALWAYS' PLACED IN 'THE FILE IN ,

THE FOLLOWING ORDER: OCCUPATION CODE, GRADE AT HIRE; MONTH
OF HIRE, YEAR OF HIRE, MONTH OF SEPARATION, YEAR OF S7ARA-
TION:

FORMATTED DATA FILE -- ITHE DATA FILE. IS' IN THIS FORM, THEN
ALL DATA ITEMS FOLLOW EACH. OTHER WITH NO SEPARATION CHARACTER
BETWEEN THEM.. HOWEVER, ALL SPACES CALLED FOR IN THE FORTRAN

- 229 -
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LPFILE INSTk:. P(2) OF (5)

"FORMAT" STATEMENT MUST BE ACCOUNTED POR IN EACH LINEOF THE
FILE (ONE LINE OF FILE = ONE EMPLOYEE).

AT PRESENT, THE INPUT FORMAT STATEMENT FOR DATA FILES IN "LPFILE"

IS:

FORMAT(I5,512)

THIS FORMAT RESERVES FIVE SPACES FOR OCCUPATION CODE AND TWO
SPACES EACH FOR GRADE AT HIRE, MONTH ANO YEAR OF HIRE, AND

MONTH AND YEAR OF SEPARATION. ALL VALUES ARE IN INTEGER FORM
WHICH MEANS THERE ARE NO DECIMAL POINTS.

IN THIS CASE, THE SAMPLE FORM ABOVE WOULD BE CONVERTED TO A
COMPUTER FILE IN THE FOLLOWING WAY:.

002010510700414
002120703720000
002120501710272
002010705740000
002010703731073
ETC.

NOTE IN MOST SYSTEMS, LEADING ZEROES MAY BE REPLACED BY
BLANKS MITHOUT AFFECTING THE OPERATION OF THE PRO-

GRAM.

UNFORMATTED DATA FILE -- IF THE DATA FILE IS IN'THIS FORM, THEN
THE DATA ITEMSIN THE FILE' ARE SEPARATED BY COMMAS. IN THIS

CASE, THE SAMPLE COLLECTION FORM WOULD BE CONVERTED TO A COMPUT-
ER FILE TN THE FOLLOWING WAY:

201,5,10,.70,4,74
212,7,3,72.0.0
212,5,1,71,2,72
201.7.5.74,0,0
201.7.3.71.10.71
Fir.

DEPENDING UPON THE COMPUTER SYSTEM USED. SUCH A FILE MAY BE READ
IN BY A NUMBERED FORMAT STATEMENT (SuCH AS THE ONE ABOVE). OR IT

MAY BE READ TN 'ICING AN "' TN plArr or A FOP MAT STATEMENT NUM-

BER.

. EXECUTION COMMANDS:.

TO BEGIN EXECUTION, OF THE "LPFILE" PROGRAMMING SEQUENCE, AN
OPERATOR WILL-PERFORM A CHAIN OF EXECUTION COMMANDS. THE

ACTUAL FORM OF THESE COMMANDS WILL DEPEND ON THE TIME-SHARING
SYSTEM BEING USED. IN GENERAL, THESE -0071ANDSWILL PERFORM

THE FOLLOWING OPERATIONS:

- CALL UP "LPFILE" AND ITS THREE SUBPROGRAMS "ANDkP",
mANDP)e" AND "DATE" AND TRANSLATE THEM INTO MACHINE
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:LPFILE NSTR:. P(3) OF (5.)

=-COMPUTER WRITTEN

,

LANGUAGE. THIS IS THE COMPILATION PHASE.
L LOAD THE COMPILED PROGRAM AND-SUBPROGRAMS INTO

THE CENTRALJPROCESSING,AREA AND START.PROGRAM.
RUN.-A(THIS IS THE EXECUTION\PHASE.(

DATA ENTRY; /

(NOTE THAT ALL OPERATOR-ENTERED RESPONSES TO COMPUTER-WRITTEN COM-
MARDS ARE'FOLLOWED BY A CARRIAGE RETURN.)

THE "LPFILE" PROGRAMMING SEQUENCE BEGINS WITH THE cOLLOWING COM-

( HAND:

*ENTER FILE ENDING DATE (MONTH, YEAR) *

AT THIS POINT', THE, OPERATOR ENTERS THE MONTH AND YEAR OF THE

FILE ENDING DATE. THIS IS THE CLOSING)WE OF THE DATA FILE.
AND OF THE TIME PERIOD UNDER STUDY. THE DATE IS ENTERED IN
THE FORM MONTH, YEAR (E.G., 6;75).

NEXT, THE COMPUTER ASKS:

*ENTER THE-NUMBER,OF EMPLOYEES IN THE FILE

THE OPERATOR ENTERS THE NUMBER OF EMPLOYEES FOR WHICH TIERE ARE
RECORDS IN THENikrILE.

NEXT:

*ENTER THE NAME' OF YOdR TURNOVER DATA FILE
*(MUST BE LESS THAN OR, EQUAL TO 5 CHARACTERS)

AS EACH DATA FILE IS ENTERED INTO COMPUTER STORAGE, IT IS GIVEN'

A NAME TO IDENTIFY IT. IT IS THIS NAME THAT IS ENTERED HERE.

AYPRESENT, THE FORMAT FOR THE INPUT OF THE FILE NAME IS NA5".
IT WILL ACCEPT'A NAME UP TO FIVE CHARACTERS IN LENGTH: HOW-
EVER, SOME COMPUTER SYSTEMS MIGHT REQUIRE A DIFFERENT FORMAT-

,

IN ANY CASE,, THE FILE NAME MUST BEGIN WITH AN ALPHABETIC CHO-
- ACTEk.

NEXT, THE COMPUTER ASKS:

*DO YOU WISH BREAKDOWN-BY:
(I) OCCUPATION

* (2). GRADE
(3) BOTH4R
(4) NONE. RUN WHOLE FILE

* (ANSI, 2, 3 OR 4)

"LPFILE" CAN BE USED TO CALCULATE LOG-PROBABILITY EQUATIONS
BASED ON OCCUPATION,.. GRADE 'AT. HIRE OR BOTH. IT CAN ALSO BE'T .

- 231-
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r

'LPFILE INsv: 1).(4) OF (5)

* = COMPUTER WRITTEN

USED TO CALCULATE ONE LOG-PROBABILITY EQUATION FOR THE ENTIRE

INPUT FILE. THIS OPTION WILL BE USED MOST CFTEN WHEN FILES ARE

SEPARATEO BY OCCUPATION. HOWEVER, IF' ONE FILE CONTAINS MORE
THAN ONE OCCUPATION, SEPARAtE RUNS SHOULD BE MADE.

IF DPTION "1" IS CHOSEN, THE COMPUTER .ASKS

*ENTER DESIRED OCCUPATION COOE

THE OPERATOR ENTERS THE NUMERICAL CODE OF THE OCCUPATION DE-

SIRED (E.G., 201). THE COMPUTER WILL THEN SEARCH THE\LTPUT
FILE AND PULL OUT ONLY THOSE RECORDS OFAEMPLOYEES WITH HAT

OCCUPATION.

IF OPTION "2" IS CHOSEN, THE COMPUTER ASKS:

*ENTER DESIRED GRAOE

THE OPERATOR ENTERS THE NUMERICAL VALUE OF THE GRADE DESIRED
(E.G.. 7). UNOER THIS OPTION, ONLY THE RECORDS OF EMPLOYEES
WITH THAT PARTICULAR GRADE AT HIRE ARE PULLED OUT.

IF OPTION"3" IS CHOSEN, THE COMPUTER TYPES. OUT BOTH OF THE
COMMANDS ABOVE ANO THE USER ENTERS THE APPROPRIATE NUMERICAL
VALUES. -IN THIS CASE, THE COMPUTER SEARCH IS FOR RECORDS
WITH THE DESIRED OCCUPATION AND GRADE COMBINATION.

UNDER OPTION "4", NO FURTHER QUESTIONS ARE ASKED AND THE COM-
PUTER USES THE WHO/LF TILF FOR ANALYSIS PURPOSES.

ANALYSIS OUTPUTS:

THE COMPUTER THEN CALCULATES A LOG-PROBABILITY EQUATION BASED

ON THE INPUT PARAMETERS. A STANDARD DEVIATION IS ALSO CALCU-

LATED. THE PFCHI I AnF TIFF TIIITPHT rn THE USER IN A LABELED
FORM.

UNDEP OPTTON "i", TIIF i Ann Y" Iii lir rnnmt

*FOR OCCUPATTON! YYY

UNDER OPTION "7", IT Tc!

*FO GRACE: YX

OPTJION-"3" COMBINES THE FIRST TWO LABELS:
\(

46P OCCUPATION: XXX
*FOR GRADE: XX

UNDER OPTION "4", THE LABEL IS:

*FOR THE ENTIRE FILE:
- 232 -



LPFILE INSTR: P(5) OF (5 )-
* COMPUTER WR I T TEN

THEN THE RESULTS ARE PRNTED OUT IN THE FOLLOWING FORMAT:

*THE L-P EQUATION IS:
*Y = 0.12345 + (-1.23456)X

*AND STANDARD DEVIATION IS: 0.12345

NEXT, #2)

*WRITE OUT ACTUAL AND CURVE VALUES? (Y OR N)

AT THIS POINT, THE OPERATOR HAS THE OPTION TO WRITE OUT THE X,Y L
.PAIRS WHICH WERE. USED TO CALCULATE THE LOG-PROBABILITY EQUATION.

IF "Y" (OR YES) IS INPUT,.THE ACTUAL AND CURVE VALUES ARE PRINT-
ED OUT UNDER THE Q2!..LowIN HE NGS:

*THE RETENTION VALUES ARE
I.

L.O.S. -PERCENT RETAINED-
* (YEARS) -ACTUAL- -CURVE-

RECYCLING:

NEXT, THE COMPUTER ASKS:
I

*AGAIN 'WITH THE SAME FILE? (Y OR N)

IF THERE ARE MORE OPERATIONS TO BE RUN FOR THE SAME INPUT FILE
(SUCH AS'F1NDING A LOG-PROBABILITY EQUATION FOR A DI-FERENT OC-
CUPATION).;.. THEN THE ANSWER TO THIS QUESTION IS "Y". IF "Y" IS
ENTERED, THE COMPUTER RECYCLES TO THE POINT WHERE A TYPE OF BREAK-
DOWN IS REQUESTED (SEE PAGE"3).

IF THERE ARE NO MORE OPERATIONS TO BE RUN ON THIS SAME FILE, THE
ANSWER IS "N". IF "N" IS FNIERFD. THE COMPUTER TYPES:

*AGAIN WITH ANOTHER rn F7 (Y nn N)

IF THERE IS ANOTHER FILE FOP wHICII ANALYSIS IS DESIRED, THE ANS-
WER TO THIS OUESTION IS "Y". THE COMPUTER THEN RECYCLES TO THE
BEGINNING OF THE PROGRAM.

IF, THERE ARE NO MORE FILES TO BE ANALYZEO, THEN THE ANSWER IS
N. THE COMPUTER THEN TERMINATES THE RUN OF "LPFILE".
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THIS PROGRAM PERFORMS LOG -PROBABILITY ANALYSIS ON. -:
UNGROUPED,2NON-LONGITUDINAL RETENTION DATA.

DATA ARE.ENTERED INTO THE PROGRAM FROM f*EVIOUSLY1.
STORED EMPLOYEE, FILES CONSISTING OF Eqpt DATA ELE
MENTS PER EMPLO E (OCCUPATION COOE,'.GRADE:AT-HIRE,
DATE OF HIRE, DA OF SEPARATION, IF ANY). ONE
FILE RECORD EQUAL ONE EMPLOYEE. : ,,, .,

. .

'71-0G7PROBABILITY EQUATIONS MAY BE CALCULATED BY OCCU
'PATION AND/OR GRADE AT HIRE.

REQUIRED SUBPROGRAMS: ANDPX.:ANDXP, DATE



LPFILE

DIMENSION IT(6).1.1(500),T2(500),XX(500),YY(500),YA(500)
20 WRITE(5,30)
30 FORMAT(//////,1X,-ENTER FILE ENDING DATE (MONTH, YEAR)-)

READ(5,)M0F,MYF
50 FORMAT(2I2)
6 'WRITE(5,70)
70 FORMAT(/,1X,-ENTER THE NUMBER OF EMPLOYEES IN THE FILE)

READ(5,90)N
90 FORMAT(I4)

WRITE(5',110)
1_10 FORMAT(/,1X,-ENTER THE NAME OF YOUR TURNOVER DATA FILE

1 ,/,1X,-(MUST BE LESS THAN OR EQUAL TO 5 CHARACTERS):)
READ(5,140)NAME

140 FORMAT(A5)
'150 WRITE(5,160)
160 FORMAT(/,1X,-DO YOU WISH BREAKDOWN BY= /,8X,'.(1) OCC-

1 -UPATION-,/,8X,-('2) GRADE-,/,8X,-(3) BOTH OR-,/,
2 8X,-(4) NONE. RUN WHOLE FILE",/,8X,-(ANS 1, 2, 3-
3 ''OR 4Y-)
READ(5,210)IBR

210 FORMAT(12)
IF (IBR.E11.4)G0 TO 330
IF(.111R.E0.2)G0 TO 290
WRIT ('5,250)

250 FORMAT(/,1X,-ENTER DESIRED OCCUPATION COOE-)
READ(5,270)NOC

270 FORMAT(I5)
IF (IBR.EQ.1)GO TO. 330

290 WRITE(S,300)
300 F0RMAT(/,1X,-ENTER DESIRED GRADE-)

READ(5,320)NGR
320 FORMAT(L2)
330 CALL IFILE(20,NAME),

KI=0
DO 510 I=1,N

350 READ(20,355)(IT(J),J=1,6)
355 FORMAT(I5,5I2)

IF(IBR.EQ.4) GO TO 410
IF(IBR.EQ.2)GO TO 400
IF(IT(1).NE.NOC)G0 TO 510
IF(IBR.EQ.1) GO TO 410

400 IF(IT(2).NE.NGR) GO TO 510
410 MOH=IT(3)

MYH=IT(4)
MOS=IT(5)
MYS=IT(6)
IF(MOS.EQ.0)GO TO 480
CALL DATE(MOS,MYS,MOH,MYH,DA)
IF(DA.EQ.0)GO TO 510

480 CALL DATE(MOr,MYF,MOH,MYH,DT)
IF(DT.EQ.0)GO TO 510
KI=K1+.1
T2(KI)=DT
IF(MOS.EQ.0)T1(K1) =DT
IF(MOS.NE.0)T1(KI)=DA

- 238 -

223



510. CONTINUE
TMAX=ALOG10(T2(1))
TMIN=TMAX
DO 580 I=1,,KI ti

TI(I)=ALOG10(T1M)
T2(I)=ALOGI0(T2W)
IF(T2(I).LT.TMIN)TMIN=T2(1)

580 IF(T2(I).GT.TMAX)TMAX=T2(I)
SUMN=0.0
SUMX=0.0
SUMY=0.0
SUMXY=0.0
SUMX2=0.0
J=0
M=0

,660 ENPOS=0.0
ENRET=0.0
DO 740 K=1,KI
IF(T2(K).LT.TMAX)G0 TO 740
ENPOS=ENP0S+1.-
IF(T1(K).GE.TMA ENRET=ENRET+1.
IF(T2(K).NE.9.)J- +1
T2(K)=9.

740 CONTINUE
RET=ENRET/ENPOS
IF((RET.E0.1.).0R.(RET.EQ.0.0))G0 TO 890
Y=ANDPX(RET)
X=TMAX
M=M+1
XX(M)=10.**X
YY(M)=RET

6 NO=ENPOS
C DO 880 MM=1,NO

SUMN=SUMN+1.
SUMX=SUMX+X
SUMY=SUMY+Y
SUMXY=SUMXY+X*Y

880 SUMX2=SUMX2+X**2
890 IF(J.EQ.KI)G0 TO 940

TMAX=TMIN
DO 920 L=1,KI

920 IF((T2(L).NE.9.).ANO.(r2(L).GT.TMAX))TMAX=T2(l)
'IF(J.LT.KI) GO TO 660

940 EN=SUMN
S1=EN*SUMX2-SUMX*SUMX
S2=EN*SUMXY-.SUMX*SUMY
B=S2/S1
A=SUMY/EN-(B*SUMX)/EN
SUMD2=0.0
DO 1020 LL=1,M
YA(LL)=ANDXP(A+B*Adt0(XX(LL)))

1020 SUMD2=SUMD2*(YY(LL)-YA(LL))**2
EM=M
-SD=SORT(SUM02/(EM-1.))
WRITE(5,1060)
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LPFILE PAGE 3

J060 FORMAT(////////)
IF(IBR.EQ.1.0R.IBR.EQ.3)WRITE(5,1080)NOC

1080 FORMAT(1X,-FOR OCCUPATION: -,I5)
IF((IBR.EQ 2).0R.(IBR.EQ.3))WRITE(5,1100)NGR

1100 FORMAT(1X,IFOR GRADE: -,I2)
IF(IBR.EQ.4)WRITE(5,1120)

1120 FORMAT(1X,OR THE ENTIRE FILE:-)
WRITE(5,1240)A,8

1240 FORMAT(/,1X,-THE L-P EQUATION IS: -,/,1X,-Y = ,F9.5,- + (-
1 ,F9.5,-)X-)
WRITE(5,1270)S0

1276 FORMATUOWAND THE DEVIATION IS:
WRITE(5,1127)

1127 FORMAT(/,1X,-WRITE OUT ACTUAL ANO CURVE VALUES? (Y. OR N)-)
READ(5,1274)KWR
.1F(KWR.EQ.-N-)G0 TO 1271 41
WRITE(5,1140)

1140 FORMAT(/,1X-THE RETENTJON VALUES ARE:)
WRITE(5,1160)

1160 FORMAT(/,6X,-L.O.S.-,3X,--PERCENT RETAINED-)
WRITE(5,1180)

1180 FORMAT(6X,-(YEARS)-,2X,-ACTUAL--,3X,--CURVE-,/)

00 1 0 MA=1,M
WRITE 1210)XX(MN),YY(MN),YA(1N)

1210 FORMAT( X,F7.20X.F6.3,3X,F7.3)
MN=MN-1

1220 CONTINUE
1271 WRITE(5,1272)
1272 FORMAT(///,1X,-AGAIN WITH SAME FILE? (Y OR N)-)

REAO(5,1274)NAG
1274 FORMAT(A2) aL

IF(NAG.EQ.-rm/REWIND 20
IF(NAG.EQ.-Y-)G0 TO 150
WRITE(5v1277)

1277 FORMAT( /,1X;-AGAIN WITH ANOTHER FILE? (Y OR N)-)

REA0(5,1274)KAG
IF(KAG.E0.-Y-)G0 TO 20
WRITE(C.104n)
STOP
END

2 r
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ANDPX PAGE 4

FUNCTION ANDPX(P)
C ACCUMULATIVE NORMAL OISTRIBUTION FUNCTION.
C APPROXIMATES X (+ OR -..000004) FROM P.

OATA.A0,A1,A2,131,82,B3/2.515517,.802853,.010328;1.432788,
1 .189269,.001308/
IF(P.GE.1.) X1=4.
IF(P.GE.1.) GO TO 380.
IF(P.GT.0.0005) GO TO 70
X1=-4.
GO TO 380

70 IF (P.LT.0.5) GO TO 110
E = SQRT(ALOG (1./(1.-P)**2))
X1 = E-((A2*E+A1)*E+AO)/(((83*E+132)*E+131)*E+1.)
GO TO 140

1'1,0 P = 1.-P
-'E = SORT(ALOG(1./(1.-P)**2)) 41116,

X1 =ws-1.*(E-((A2*EA1)*E+AO)/(((33*E+132)*E7R0*E+1.))
P'= 1.-P

140 AX1 = X1 +0.0005
AX2 = X1 -0.0005
AP1 = ANDXP(AX1)
AP2 = ANDXP(AX2)
AI = (P-AP2)/(AP1-AP2)
8X1 = AX2+A1*(AX1-AX2)
01 = P- ANDXP(.BX1)
IF (01.LT.0.000001) GO TO 290
AX3 = BX1+1.1*D1
AX4 = BX1-1.1*D1
AP3 = AaQXP(AX3)
AP4 = ANDXP(AX4)
All = (P-AP4)/(AP3-AP4)
BX1 = AX4+AII*(AX3-AX4)
D1 = P-ANOXP(BX1)

290 If (01.LE.0.0000005) GO TO 370
IF (D1.GT.0.0000005) GO TO 340
BX1 = BX1+0.0000002
D1 = ANOXP(BX1)
GO TO 290

340 BX1 = BX1-0.0000007
D1 = ANOXP(BX1)
G0 TO 290

370. ANDPX = BXt
GO TO 390

380 ANOPX=X1
390 RETURN

ENO
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ANDXP- PAGE 5

FUNCTION ANDXP(X)
ACCUMULATIVE NORMAL DISTRIBUTION FUNCTION. APPROXIMATES:. -P,..
FkOM X (TO +.0R 7..0000001). OBS-55, P. 932)

= ABS(X)
T = 1./(1.+.2316419*X1)
ANDXP.= 1.-.3989423*EXP(7(X1**2)/2.)*(.3193815*T-.3565638*T**.2
1 +1.781478*T**371.821256*T4*4+1..3302.74*T**5)..:
IF (X.LT.O.0) ANDXP = 1'. -ANDXP

RETURN
END

2:2J
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DATE

SMBROUTINE DATE(M01 ;MY I ,M0F,MYF, DAT )

NY=MYI-MYF
NM=MOI 410F
EN=NM,
EN=EN112:
ENY=NY
DAT=ENY+EN
RETURN .

END

A
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LPTEST TECHNICAL .ANALiSTS.1/'

.Introduction

age 1

The`computer tierrainal prograniqPTEST was developed to enable us- s to:

dompare:Sets of retention data. to determine whether or
thayJraY be grouped together; and

. .

(2) Use_the results of these comparisons as input into
probability analysis program (LOGPRO).

.LPTEST and its three subprograms (ANDXP, ANDPX, and FTEST) together.form
a comprehensive, self-contained unit which coOpl all the necessary'
statistics requir d to compare retention groups. This means that a user
of,this set of pr grams need not have an extensive statistical background
in order to suet ssfully utilize and evaluati its results..

the log-

The form of the input data, .the statistical transformations, and
basic methodological assumptions are the same as those for LOGPRO. .dee

LOGPRO Technical Analysis, pages 1-8.)

Data Groupings

(The basic grouping of data for LPTESTiwill be by individual occupation
and.the basic compariSon test will be to determine what occupations can

,,he grouped together for log-probability analysis purposes. However, it
is also possible to use groupings which are the sum of two or more occu-

'...pations. In this case, it will generally have previously been determined
that these occupationsare "compatible." Summed groupings of occupations
`may be,tested against either other summed groupings or'.individual occupa-
tidirs.

4

-J In:addition, groupings can be based on other factors which'might be of
interest to the user. Some of these factors'are.sex, minority status,
veterans prdference, grade at hire, etc. Since retention rates may ary
greatly.among occupations, comparisons based on these factors shou d be
Made within the same occupations.

1/ .Since. the'redults of this program will be used to determine the
Input to,LOGPRO, users of LPTEST shoUld also have the documentation for
LOGPRO. Thus,:this Technical Analysis refers to the Techdical Analysis
for LOGPRO ratherbfhan redescribing common. aspects of the two promises.

,
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Page

Statistical Analysis

L

LPTEST allows for the initial input of retention data for up to twenty
oecupations'or groups. The operator may select any or all of these
groupi for retention trend comparisons: These comparisons are made .

using an analysis of.val-liance technique.

Calculation,of Variance - After selecting out the (NG) groups specified
by the_user (each group having NP retention points), LPTEST calculates
two variances which are used to determine a value of the F-statistic.
These are:

(1) The variance among the tested groups; and

(2) The variance within the tested groups.

The F-statistic is then calculated using the formula':

Where:

Variance among groups
Variance within groups

V1 = degrees of freedom associated with the variance
among the groups

= NP -1

V
2
= degrees of freedom associated with the variance

. within the groups

= (NP x NG) - I

Teat of Significance - The probability'of chanceo4urrence of the cal
culafed F-statistic is directly determined by th2Isubroutine FTEST.
This subprogram uses the following approximation for X the number of
standard deviations from the mean of a normal cur*:

X Fl

:13 1- 2 ) (1* - 2

9V
2

)
9V

1
A

+ F2/3 170
9vi

k 2/

21 'Abramowitz, M. and Stegun, I.A., Eds.,'Handbook of Mathematical
Functions, AMS55, 9th, National Bureau of Standards, 26.6.15, p. 947\

2rzA
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Page 3

The subprogram then uses ANDXP to calculate the accumulative normal'
distribution fUnetion value (Q) asSociated with X. Then, the Rroba-
bility. of chance occurrence (P) is

P = 1 - Q

.P-values of 0.05 or less are considered to he statistically significant.
The.value of P determines whether,or not the tested. groups may be com-
bined.

Log-Probability Analysis - A log-probability equation is calculated for
each of the tested groups. In additioni if the groups are found to be
compatible, .their retention data.gesummed,and a lOi-probability equa-
tion is calculated for-the total group. The statistical techniques used
in these calculations are explained in the LOGPRO Technical Analysis
(pages 68).

Analysis Outputs

-The form of the. final output of LPTEST is labeled,with the codes of the
occupations or groups tested. The output consists of:.

(1) A statement of grouping which tells whether or not the.tested
groups may be combined;

(2) A table of data showing, for each group tested:

(a) Occupation code,
(b) Number in each starting group, and
(c) A- and B-values of each subgroup's log-probability

equation; and

(3) When the tested groups are compatible, the A- and B-Values of
the combined group's log 'probability equation.

There are options provided. which allow an operator to (a) make further.
tests using groups whose data have already been entered or (b) enter and
test a different set of groups.

-251 -
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LPTEST INSTR: P(1) OF (9).

"LPTEST" IS A'FORTRAN IV PROGRAM WHICH COMPARES THE RETENTION.
TRENDS OF.TWO OR MORE OCCUPATIONS TO. DETERMINE IF THEY CAN.BE
'GROUPED. TOGETHER FOR INPUT INTO "LOGPRO" (THE LOGPROBABILITY
ANALYSIS PROGRAM)., "LPTEST" REQUIRES THREE SUBPROGRAMS: "ANDPX",

.

!ANOXP", ANDAPFTEST".
'e?

DATA REQUIREMENTS:

THE "LPTEST" PROGRAMMING SEQUENCE IS DESIGNED TO. ANALYZE. AND
COMPARE TWO OR. MORE SETS OF LONGITUDINAL 'RETENTIONOVERTIME"
DATA. THE RULES-OF DATA COLLECTION FOR "LPTEST" ARE THE SAME
AS THOSE FOR "LOGPRO". (SEE "LOGPROm TECHNICAL ANALYSIS OR
INSTRUCTION MANUAL.)'

GENERALLY, THE DATA SETS INVOLVED WILL REPRESENT DIFFERENT OC
CUPATIONS. HOWEVER, IT IS ALSO POSSIBLE TO COMPARE GROUPS WHICH
ARE EITHER SUBGROUPSOF ONE OCCUPAt4ON OR-ALREADYGROUPED OCCU .

PATIONS.. (SEE GROUPING OCCUPATIONS, PAGE 8)'.

HYPOTHETICAL DATA SETS:

THE FOLLOWING, ARE HYPOTHETICAL DATA SETS OF THE TYPE REQUIRED
FOR THE "LPTEST" PROGRAMMING SEQUENCE:

'SUPPOSE THAT DURING FY 1972 AN ORGANIZATION HIRED 110
CLERK TYPISTS (GS-322), 125'SECRETARIES (GS-318), AND 270
PERSONNEL MANAGEMENT SPECIALISTS (GS-201). SUPPOSE THAT:.
THESE HIRES WERE MADE EVENLY THROUGHOUT THE FISCAL YEAR.
AND SUPPOSE THAT THE FOLLOWING RETENTION VALUES WERE RE
CORDED OVER THE NEXT THREE FISCAL YEARS:

FOR 322:
AT THE END,OF FY: THE. NUMBER RETAINED WAS:

1973 58 (OR 52.73%).
1974 44 (OR 40.0020
1975 36 (OR 32.73%)

FOR 318:
AT THE END OF FY: THE NUMBER RETAINED WAS:

1973 77 (OR 61.60%)
1974 62 (OR 49.602;)
1975 53 (OR 42.40%)

FOR 201:
AT THE END OF FY:

1973
1974
1975

THE NUMBER RETAINED WAS:
225 (OR 83.33%)
201 (OR 74.4470
19Q (OR 70.37X)

THE AVERAGING FACTOR FOR THESE DATA SETS IS 0.5 YEARS.
THESE SETS OF. DATA WILL BE REFERRED TO THROUGHOUT THIS MANUAL.

255
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= C&PUTER WRITTEN

EXECUTION COMMANDS:

TO BEGIN EXECUTION OF THE "LPTEST" WOGRAMMING SEQUENCE, AN
OPERATOR WILL PERFORM A CHAIN OF EXECUTION COMMANDS. THE J

ACTUAL FORM OF THESE COMMANDS WILL DEPEND ON THE TIME-SHARING
SYSTEM BEING USED. IN GENERAL, THESE COMMANOS WILL PERFORM
THE, FOLLOWING OPERATIONS:

LPTEST INSTR: P(2) OF (9)

CALL UP "LPTEST" AND ITS THREE SUBPROGRAMS MANOXP",
"ANDPX" AND rFTEST" AND TRANSLATE THEM INTO MACHINE
LANGUAGE. %:THIS IS THE COMPILATION PHASE.

-" LOAD THi COMPILED PROGRAM AND SUBPROGRAMS INTO
THE CENVAL PROCESSING AREA AND. 'START PROGRAM
.RUN. THIS IS THE EXECUTION HASE..

DATA ENTRY:

(NOTE THAT ALL OPERATOR-ENTERED RESPONSES TO COMPUTER- WRITTEN COM-
' MANDS ARE FOLLOWED BY A CARRIAGE RETURN.)'

THE RUN OF THE "LPTEST" PROGRAMMING SEQUENCE BEGINS WITH THE PRINT-
OUT OF THE FOLLOWING. INFORMATION:

*THIS PROGRAWANALYZES AND COMPARES THE RETENTION TRENDS OF 2 OR MORE
*OCCU ATIONS TO DETERMINE WHETHER THEY CAN BE GROUPED TOGETHER FOR LOG-
*PROB BILITY ANALYSIS.
*
*FOR PURPOSES OF THIS-PROGRAM:
* (1) THE °X - VALUES" = LENGTH OF SERVICE COMPLETED; AND
* (2) THE "Y.- VALUES" = NUMBER (OR PERCENT) RETAINED AT TIME X.'

,.
* 4.,r
*SEE INSTRUCTION MANUAL FOR FURTHER EXPLANATION OF DATA REQUIRED.

NEXT, THE COMPUTER ASKS:

*ENTER THE NUMBER OF RETENTION GROUPS TO BE COMPARED

THE DESIGN OF LPTEST ALLOWS THE USER TO ENTER UP TO TWENTY OCCUPA-
TIONS AT THE BEGINNING OF A RUN AND THEN SELECT UT. WHICH SPECIFIC

d6al
OCCUPATIONS ARE TO BE COMPARED DURING EACH RUN F LPTEST-S ANALY-
SI,S SEQUENCE. ANY SUBSET OF THE INPUTTED OCCUPATIONS MAY. BE COM-
PARED REGARDLESS OFTHE NUMBER IN THE SUBSET DR THE ORDER IN WHICH
THE ORIGINAL OCCUPATIONS HAVE BEEN ENTERED.

FOR EXAMPLE, USING THE HYPOTHETICAL DATA, ALL. THREE OF THE SAMPLE
OCCUPATIONS CAN BE ENTERED INTO LPTEST AlIONCE. THEN-THE RESPONSE
TO THIS COMMAND WOULD BE "3". OR, IF THE OPERATOR SO DESIRES, ONLY
SOME OF THE OCCUPATIONS FOR WHICH DATA ARE.AVAILA8LE NEED BE. ENTERED.
THUS, IF ONLY 322 AND 318 ARE TO BE'ENTERED,ANO,COMPARED, THEN THE'

RESPONSE TO THE COMMAND ISM "2". ,,,
,.

,,

EACH OF THE ENTERED GROUPS SHOULD41AVE THE. SAME NUMBER OP KNOWN RE-
'TENTION POINTS AT THE SAME TIME VALUES.

a
.
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LPTEST INSTR: P13) OF (9)
* = 'COMPUTER WRITTEN
!.= OPERATOR ENTERED

.o°

INF COMPUTER THEN ASKS FOR EACH. OCCUPATION CODE IN TURN AND THE
OPERATOR ENTERS THE CORRECT CODES, 'FOR EXAMPLE, IF THE DATA FOR
322. 318 AND 201 ARE TO BE ENTERED, THE SEQUENCE IS AS FOLLOWS:

*ENTER THE OCCUPATION CODE FOR GROUP

*NO. 1:
!322
*

*NO. 2:

!318
*

*NO. 3:
:201

(IF. THE GROUPS BEING COMPARED ARE EITHER SUBSETS OF ONE OCCUPATION
OR ALREADY-GROUPED OCCUPATIONS, THEN EACH SUCH GROUP MUST BE GIVEN
ITS OWNJ1UMERIC CODE OF UP TO FIVE DIGITS..).

.

NEXT, THE COMPUTER ASKS:

*ENTER.THE NO. OF X-VALUES

THE. INPUTTED. VALUE AT THIS POINT IS THE NUMBEFI OF RETENTION
POINTS FOR WHICH DATA ARE AVAILABLE. FOR EXAMPLE, IF THREE
YEARS OF DATA ARE AVAILABLE,1WHE RESPONSE IS "3". (NOTE -
THERE MUST.BE AT LEAST TWO X-VALUES.)

NEXT, THE COMPUTER ASKS FOR EACH X-VALUE IN TURN. THE OPER-
ATOR INPUTS EACH TIME VALUE (INCLUDING AN AVERAGING FACTOR,

f. ANY). USING THE HYPOTHETICAL DATA (WHOSE AVERAGING FAC-
'-TOR 0.5), THE PROPER X-VALUES FOR 1973; 1974 AND 1975 7

ARE 1.5, 2.5 AND 3.5, RESPECTIVELY. THE INPUT SEQUENCE IS
AS FOLLOWS:

*ENTER X-VALUE,
*

*Na. 1:

!1.5

'*NO. 2:
!2.5
*

.. *NO. . 3:
!3.5 ,

FOLLOWING THESE ENTRIES, THE COMPUTER ASKS FOR THE NUMBER OF
EMPLOYEES WHO. COMPOSED THE ORIGINAL GROUPS OF HIRES FOR THE
OCCUPATIONS BEING COMPARED. THESE ENTRIES ARE REQUESTED IN
THE SAME. ORDER AS THE OCCUPATION CODES WERE ENTERED ABOVE.

257 -

..

239E



..LPTESfiNSTR: P(4) OF (9)

* = COMPUTER' WRITTEN
I = OPERATOR ENTERED

TOR EXAMPLE, IF DATA FOR ALL OF THE OCCUPATIONS COMPRISING THE HY-
POTHETICAL DATA SETS ARE TO BE ENTERED AT THE OUTSET,,THEN,THE START-

ING GROUP DATA WOULD.BE INPUT AS FOLLOWS:

*ENTER STARTING POPULATION (N) FOR GROUP

*NO. 1: ( 322)
:110
*
*NO. 2: ( 318)
!125
*

*NO. 3: ( 201)
!270

NEXT,

*ARE Y-VALUES IN
* (1) NUMBER OR
* (2) PERCENT FORM?
* (ANS I OR 2)

IF.THE RETENTION DATA ARE IN THE FORM "NUMBER OF EMPLOYEES
RETAINED FROMC THE ORIGINAL GROUP", THEN.THE RESPONSE TO:

THt ABOVE COMMAND IS "1".

ON THE OTHERHAND, IF THE DATA ARE IN rtHE FORM "PERCENT OF
EMPLOYEES RETAINED FROM THE ORIGINAL GROUP', THEN THE RE-i,

SPONSE IS "2".

IF THE Y-VALUES AREAN "NUMBER" FORM, THEN THE COMPUTER

TYPES:

*IN INTEGER FARM (NO DEC. PIS:).
*AND SEPARATED BY COMMAS, ENTER THE
*Y-VALUEScCORRESPONDING TO X =

THE COMPU4RdTHEN INDIVIDUALLY PRINTS OUT 'EACH OF THE INPUTTED

X-VALUES. THE OPERATOR THEN TYPES IN EACH /-VALUE ASSOCIATED

WITH THAT XTYALUE. THE Y=VALUES ARE ENTERED IN THE ,SAME OR-

DER AS THE OCCUPATION CODES WERE ENTERED ABOVE. THESE NUMBERS

ARE ENTERED ON CNE LINE AND SEPARATED BY COMMAS. FOR EXAMPLE,

USING THE HYPOTHETICAL DATA. IF THERE ARE THREE X-VALUES (1.5,
2.5 AND 3.5) AND THREE OCCUPATIONS (322;318 AND 201, IN THAT OR-

DER), THEN THE INPUT SEQUENCE IS AS FOLLOWS:

* 1.5000:
:58,77,225
*
* 2.5000:
144,62,201
* - 258 -



v--COMPUTER WRITTEN'
! OPERATOR ENTERED

* 3.5090:
136,53,190

IF THE Y-VALUES ARE 1N "PERCENT" FORM, THEN THE COMPUTER TYPES:

*IN DECIMAL FORM, SEPARATED BY COMMAS,
*ENTER THE Y-VALUES CORRESPONDING TO X

)

USING THE SAME PROCESS AS ABOVE, THE COMPUTER PRINTS OUT THE IN-
DIyIDUAL X-VALUES. HOWEVER, THIS TIME THE OPERATOR ENTERS THE
PERCENTAGE VALUES IN DECIMALFORM. (E.G.; 52.73% IS ENTERED AS
.5273). THESE VALUES ARE ENTERED ON A SINGLE LINE, SEPARATED BY
COMMAS, AND IN THE SAME ORDER AS THE OCCUPATION CODES WERE EN.-
TERED ABOVE. FOR EXAMPLE, IF ALL THREE HYPOTHETICAL DATA SETS
WERE BEING ENTERED (IN THE ORDER: 322, 318, 2017, THE-INPUT SE-
QUENCE WOULD BE:

1.PTEST INSTg: P(5) OF (9).

ti

* 1.5000:
!.5273,.6160,.8333
*

* 2.5000:
!.4000,.4960,.7444
*

* 3.5000:
1.3273,.4240,.7037

'-DURING THE NEXT SECTION OF DATA ENTRY, T;HC:OPERATOR CHOOSES
.WHICH OF THE INPUTTED GROUPS ARE TO BE COMPARED.. THE FIRST
QUESTION ASKED BY THE COMPUTER IN THIS SECTION IS:

*Da YOU WISH TO TEST (1) ALL OR (2) SOME OF THESE GROUPS?
*(ANS A OR 2)

1

AT THIS TIME, ALL OF THE INPUTTED GROUPS ARE TO BE COM-
PARED, THEN THE ANSWER TO THIS QUESTION IS "1" LPTEST THEN
COMPARES THE RETENTION TRENDS OF ALL OF THE OCCUPATIONS WHICH
HAVE BEEN ENTERED TO DETERMINE WHETHER OR NOT THE ENTIRE SET
OF OCCUPATIONS MAY BE GROUPED TOGETHER.

IF THE OPERATOR WISHES TO,SELECT OUT CERTAIN OF. THE INPUTTED
OCCUPATIONS FOR TESTING, THEN-THURESPONSE TO THIS QUESTION
IS "2". THEN THE COMPUTER WILL ASK:

*HOW MANY GROUPS DO YOU WISH TO TEST?

THE OPERATOR-THEN ENTERS THE NUMBER. OF OCCUPATIOS THAT-ARE
( TO E. TESTED AT THIS TIME. FOR EXAMPLE, USINGIPE'HYPOTHET7

ICAL;DAW IF THE OPERATOR WISHED TO COMPARE:322 AND 318,
THEN THE RESPONSE TO THIS QUESTION IS "2".
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LPTEST INSTR: P(6) OF (9)

* = COMPUTER WRITTEN

TO FIND WHICH OCCUPATIONS ARE TO BE TESTED, THE COMPUTER ASKS:

*WHICH ONES? ENTER USING THE GROUP NUMBERS
*ESTABLISHED DURING THE ENTRY.OF OCCUPATION CODES.
"(SEPARATE THESE VALUES WITH COMMAS.)

THE OPERATOR THEN ENTERS THE OCCUPATIONS TO BE TESTED USING
THE NUMBERS ASSIGNED TO THE INPUTTED GROUPS BY LPTEST DURING
THE ENTRY OF OCCUPATION CODES. FOR THE'HYPOIHETICAL DATA;
322'IS GROUP g1, 318 IS irow g2 AND 201 IS 'GROUP gi. SO,,

FOR EXAMPLE, IF 322 AND.18 ARE TO BE COMPARED, THEN THE OPER
ATOR WOULD ENTER "1;2". THESE VALUES ARE ENTERED ON ONE. LINE
AND SEPARATED BY COMMAS, THE NUMBER OF VALUES. IN THE LINE.
MUST EQUAL THE NUMBER OF GROUPS TO BE TESTEO.

Ar

ANALYSIS OUTPUTS:

AFTER ALL OF THE REQUIRED DATA HAVE Bt--SW ENTERED, THE COMPUTER
THEN PERFORMS ALL OF THE ANALYSIS NECESSARY TO DETERMINE WHETHER
OR NOT THE TESTEO OCCUPATIONS CAN BE GROUPED TOGETHER'. THE NEXT
STEP IS THE PRINTOUT OF RESULTS.

THE "LPTEST ANALYSIS OUTPUT" IS A COMPLETELY LABELED PRINTOUT
WHICH CONSISTS OF:

(1) A "STATEMENT OF GROUPING" WHICH TELLS THE OPER
.AJOR WHETHER..OR NOT THE TESTED OCCUPATIONS OR

GROUPS MAY BE COMBINED;
,

(2) A TABLE OF,"INOIVIDUAL SUBGROUP DATA" SHOWING,,
FOR EACH,GROUP, TESTED:

(A.) THE OCCUPATION CODE,-
(B) THE'NUMBER IN THE STARTING GROUPf-AND.
(C) THE A'AND B VALUES OF EACH GROUP-Sn

LOGPROBABILITY EQUATION; AND

(3) IF THE TESTED OCCUPAWIONS,MAY.BE COMBINED, THE
AANO.B VALUES OF THE LOGPROBABILITY EQUA
TION FOR THE COMBINED (OR SUMMED) GROUP.

ee.

ACH ANALYSIS OUTPUT LLSTS THE OCCUPATIONS OR GRDUPS WHICH WERE
TESTED DURING THE CURRENT RUN.,

4

FOR-EXAMPLE, IF ALL THREE OCCUPATIONS IN THE HYPOTHETICAL DATA
SEr 'ARE TESTEO, THEWTHE. RESULT WOULD LOOK LIKE THIS:
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* = COMPUTER WRITTEN
LPTEST INSTR:.P.(7) OF (9)

*. XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
X

X
X

LPTEST ANALYSI-S. OUTPUT X '

X. t X
* X X

X THE 3 OCCUPATIONS TESTED
.X 322 X'
X 318 X
X 201 X
X MAY NOT BE GROUPED TOGETHER. X.*
X X

.X X
X. 'INDIVIDUAL. SUBGROUP DATA:
X X

* X - -1 P EQUATION X
1 X OCCN N (A) , (B) X

X X
X X
X' 322 110 0.31322 1140587 X*
X 318 125 0.52560 4.32681 X
X 201. 270 1.16436 1.19286 X
X X
X III X
XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

S

SINCE THESE THREE OCCUPATIONS CANNOT BE GROUPED. A LOGICAL NEXT
STEP WOULD BE-TO COMPARE 322 AND 318 (THE CLERICAL OCCUPATIONS).
THE RESULT OF SUCH A COMPARISON WOULD BE:

xxxxxxxxxxxxxxxxxxxxxiixicxxxxxxXxxxxxxxxxxX
X : x-

* x x
* X LPTELPTEST ANALYSIS.OUTPUT X.

* X4 X
* ,

*

X

X THE 2 OCCUPATIONS TESTED
X

X
* X 322 X
* X 318 X
* X MAY BE GROUPED TOGETHER. X
* X - , i X
* X A--., . X
* X INDIVIDUAL SUBGROUP DATA: ;,0 X
t. X ;' X
* X --L P EQUATION X
* X OCCN N (A) (6) X
* - X ____ x"°
* X -x

X
' 32,2 110 0.31322 1.40587 X

* 1 X 318 - 125 0.52560 1.32681 X
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LPTESTANSJR: P(8) OF (9)

.* = COMPUTER WRITTEN

X

TOTAL GROUP EQUATION:

Y = 0.42320 - 1.35371X
X

X
X
X

X

X X

xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx

,.-S ERE BLE.
AS YOU CAN' SEE, ,HIS OUTPUT CONTA INS ONLY DATA.FOR 322 AND 318

'AND SINOE1 THESE TWO OCCUPATION
THE "TOTAL :GROUP EQUATION".

(RECYCLING:

AFTER PRINTING THIS OUTPUT
/.

THE COMPUTER ASKS:

'*D.0 YOU WISH TO. TEST ANOTHER SUBSET OF THESE GROUPS? (Y. N)

IF THE OPERATOR WISHES 1-0 TEST ANOTHER SET OF GROUPS FROM THOSE
ALREADY-INPUTTED, THEN THE RESPONSE TO THIS QUESTION IS "Y".
WITH THIS RESPONSE THE COMPUTER RECYCLES TO THE POINT WHERE
.9110UP SELECTION TAKES PLACE.

IF THE RESPGNSE IS "Nu, THEN THE COMPUTER ASKS:

*DO YOU"WISH TO TEST ANOTHER SET OF GROUPS? (Y OR N)

IF THERE IS ANOTHER SET OF GROUPS OR OCCUPATIONS TO BErENTERED
AND TESTED,'THEN THE RESPONSE JO THIS QUESTION IS "Y" AND THE
PROGRAM WILL RECYCLE BACK'-TO THE BEGINNING. IF NOT, THE.RE-
.SPONSE IS "N"' AND THE PROGRAM RU4.ENDS:.

,GROUPING OCCUPATIONS:

"COMPATIBLE" OCCUPATIONSMAY BE'GROUPED TOGETHER AND INPUTTED

INTO "LPTEST". THIS IS DONE BY SUMMING THE Y-VALUES (NUMBER

RETAINED) FOR EACH X-VALUE. THE "STARTING GROUP" FIGURE WOULD

BE THESUM OF THE INDIVIDUAL STARTING GROUPS. IF PERCENTAGE

VALUES ARE DESIRED, THE INDIVIDUAL X-VALUE SUMS CAN BE

ED BY THE SUMMED STARTING GROUP. FIGURE. TOR EXAMPLE, USING

THE HYPOTHETICAL DATA, ASSUME THAT 332 AND 318.CAN-BE GROUPED

TOGETHER. THEN THE SUMS FOR THE INDIVIDUAL, X-VALUESWOULD. BE:
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X-VALUE Y-VALUES SUM
1.5 58+77 135
2.5 44+62 = 106

3.5 36+53 = 89

LP.TEST INSTR: P(9) OF (9)

THE STARTING GROUP SUM IS: 110+125 = 235.
THE. PERCENTAGE VALUES ARE: 57.45%, 45.11%, 37.87%.

THESE GROUPED FIGURES CAN BE COMPARED WITH OTHER GROUPED FIGURES
OR WITH OTHER INDIVIDUAL OCCUPATIONS.

(
THE RETENTION VALUES FOR GROUPS WHICH ARE. SUBGROUPS OF ONE OCCU-
PATION ARE COLLECTED BY DIVIDING THE STARTING GROU FOR THE OC-
CUPATION INTO THE DESIRED SUBGROUPS (E.G.:, MALE - EMALE) AND
FOLLOWING EACH SUBGROUP OVER TIME. THE COMBINED VALUES. FOR THESE
SUBGROUPS WOULD GIVE THE RETENTION PATTERN FOR THE WHOLE OCCUPA-
TION.

z
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APPENDIX .E-3 PROGRAM LISTING

0

0
STAFFING NEEDS PLANNING COMPUTER PROGRAM:

LPTEST

4

I

BUREAU QF POLICIES ANC SJANOARDS

0

UNITED STATES GIVIL.SERVME COMMISSION

WASHINGTON, G. C. 2041 111,
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' LPTEST

THIS' PROGRAM COMPARES TWO .OR MORE SETS OF LONGITU-
OINAL 'RETENTION OATA TO DETERMINE WHETHER ANY OR
ALL OF THEM MRY BE GROUPEO TOGETHER FOR LOG-PROB-
ABILITY ANALYSIS. IN MOST CASES, THE COMPARISONS
WILL BE BETWEEN TWO OR MORE OCCUPATIONS ALTHOUGH

',OTHER FACTOR$ MAY, BE USED

LONGITUDINAL RETENTION OATA POINTS ARE ENTERED IN-
TO THE PROGRAM BY THE USER.

1."

REQUIRED SUBPROGRAMS: ANDPX, ANDXP, FTEST

267 -
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CPTEST

7

r.

PAGE 1

DIMENSION:X(20),XLOG(20),IY(20,20),Y(20,20);YSD(20; t46120.

1 .,A(20),B(20),I0C(20)0XX(40), . .

2. YPT(20,20),SMP(20),SMP2(20),NOM120):YD(20420)
DATA (NXXIi),I=1,40)/40*-XX-/

FORMAT (T0(V),1X,-THIS PROGRAM ANALYZES.AND'COMPARES THE-
1

RETENTION TRENDS OF 2 OR MORE-) .

WRITE(5,6)
'FORMAT(1X,-OCCUPATICNS TO DETERMINE 'WHETHER THEY CAN, BE-

1 GROUPED.; OGETHER FOR .

WRITE('5,7)
FORMAT(1X,-PROBABILITY.ANALYSIS.-)
WRITE(5,10)

.10 FORMAT(/,1X,-FOR PURPOSES OF THIS PROGRAM:%/,6X,-(1)
1

-!THE1°X - VALUES° = LENGTH OF SERVICE COMPLETED-

2 7; 4(r)
WRITE(5,11)

11 FORMAT(6X,-(2) THE, ".Y - VALUES" = NUMBER (OR PERCENT)-.

1 -7 RETAINED:. AT TIME .-)
WRITE(5,12)

12 FuRMAT(/,1X,-SEE INSTRUCTION MANUAL FOR FURTHER EXPLANA-

A -TION OF DATA REQUIRED.-)
.20 WRITE(5,30)
.30 FORMAT(///,1X,-ENTEITHE'NO. OF RETENTION GROUPS TO aE COMPARED-)

READ(S,50)NC
SO FORMAT(I2)

WRITE(5,60)
60 FORMAT( / /,1X, -ENTER THE OCCUPATION CODE FORGROUP-)

DO65 I=1,NC'
.WRITE(5,140)r
REAC(5,62010C(I.

62 FORMAT(I5) .

65 CONTINUE .

WRITE(5,70) 1

.70 -FORMAM/,1X,-ENTER THE NO. OF X-VALUES-)
READ(5,90)NX

90 FOMAT(I2)
WRITE(5,110)

110 FORMAT(//,1X,--PNYFp Y. VAt

DO 180 I=1,NX
WRITE(5,140)I

140 FORMAT(/,1X,-N0.
READ(5,160)X(I)

160 FORMAT(F7.4)
XLOG(I)=ALDGI0(Y(1))

180 CONTINUE
WRITE(5,200)

200 FORMAT(//,1X,rENTEP CIAnTING POPULATION (N) FOR GROUP) ,

QO 260 I=1NC
WRITE(5,230)I,ICC(I)

230 FORMAT(/;1X,-NO, (-,I4,-)-)
READ(5,250)N(I)

250 FORMAT(I6)
260 CONTINUE

.WRITE(5,280)
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PAGE
. LPTEST AGE 2

T(/),1X,-ARE Y-VALUES NUmBER OR-,/,
1 Alx,".(,2) PERCENT FOR -/,4X,-(ANS v),OR 2)-)
JREAQ(5,300)1P

.3do :FORMAT(I2)
IF(IP,EQ.2)G0 TO 46a
wRITE(5,33o)

33c FORmAT(//,1X,71N INTEGER FORM (NO DEC. PTS.)-,/,1X,
l AND SEPARATED BY COMMAS, ENTER THE7,/,ix,
2 -Y-VALUES CORRESPONDING TO X =-)
DD 440 1=1,Nx -

wRITE(5.360)X(1)
360 FORMAT(/,1X,F7.4,-:-)

READ(5,*)(IYO,J),J=1,NC)
DO 440 K=.1',NC
,EN=NO(K)
Y(I,K)=IY(I,K)
YO,K)=Y(F,K)/EN
cySOCI,K)=ANDPx(Y(1,K))

44o JcONTINUE
GO TO 580

460 -WRITE(5,470)
47o. FoRmAT(//,1X,-IN DECIMAL FORM, SEPARATED BY COMMAS-,/,

I 1X,-ENTER THE Y-VALUES CORRESPONDING TO X =-)
DD 570 I=1,NX
WRITE(5,500MI)

4i.

500 roRmAT(/..ix,F7.4,-:")
READ(5',*)(Y(I,J),J=1,NC)
D0.570 K=1,NC -

EN=NO(K)
YSC(I,K)=ANDPX(Y(I.K))

570 CONTINUE
580 WRITE(5,585)
585 .FORMAT(//,1X,IDO YOU WISH TO TEST (1) ALL OR (2)

1 SOME OF THESE eflurr7 ,/.1X.-(ANS 1 OR3) )

READ(5.300)MS
IF(MS.EQ.2)G0
DO 590 I0=1.1)r*

590 NUM(IO)=I0
NG=NC
GO TO 610

,595 WRITE(5,600)
. 600 FORMAT(//,1X, 11(741 "RHY (11011r7 no Yntj WTql1 TD TFcf7-)

READ(5,300)Nn
WRITE(5,605)

605 FORMAT(//,1X,-wHICH ONES? -1ITER UING THE.GPOUE Num
1 -AERS-,/,1X, ESTABLISH" plinTrw THF FOTRY nr
2 OCCUPATION COOFz.")
WRITE(5,607) _

607 FORMAT(1X,-(SPanATE vpIlirS WITH rnmplAs.)')
READ(5,*)Nom(1).T 1,11G)

610 ENTOT=0.0
NSUM=NC+1
00 630 I=1.NG
LR=NUM(I)
ENO=NO(LR) 7



.LPTEST

630 ENTOT=ENTOT+ENO
NO(NSUM)=ENTOT
DO 710 1=1.Nx
Y(I,NSUM)=0.0
DO 680°J=1,NG
LO=NUM(J)
ENO=Ne(LQ)
YD(I,LQ)=Y(I,LQ)*ENO
Y(I,NSUM)=Y(I,NSUM)+YO(I,L0)

680 CONTINUE
Y(,I,NSUM)=Y(I,NSUM)/ENTOT
YSD(I,NSUM)=ANDPX(Y(I,NSUM))

710 CONTINUE
KS=1

720 LS=NUM(KS)
730 SUMX=0.0

SUMY=0.0
SUMYY=0.0
SUMX2=0.0
DO 820 I=1,NX
SUMX=SUMX+XLGG(I)
SUMY=SUMY+YSD(I,LS)
SUMXY=SUMXY+XL0G(I)*YSD(1,LS)
SUMX2=SUMX2+XLOG(I)**2

820 CONTINUE
ENI=NX
S1=ENI*SUMX2-SUMX*SUMX
S3=ENI*SUMXY-SUMX*SUMY
8(KS)=S3/S1
A(KS)=SUMY/ENI-(13(KS)*SUMWENI
IF(KS.EO.NSUM)GO TO 885
KS=KS+1
IF(KS.LE.NG)G0 TO 720
KS=NSUM
LS=NSUM
GO TO 730

885 JP=0
DO 890 MM=f,NX
DO 890 IK=1,NG
LL=NUM(IK)
YPT(MM,LL)=ANDXP(YSD(Mm,LL))

890 YPT(MM,LL)=YPT(flo.11 )*inn.
DO 895 IG=1,w1
JE=NUM(IG)
SMP(JL)=0.0
SMP2(JL)=0.0
DO 895 KL=1,NX
SMP(A)=SMP(A)+YPT(KL,A)
SMP2(JL)=SMP2(J1)4-YrT(KI.JL)**2

895 CONTINUE
SUMP=0.0
SUMP1=0.0
SUMP2=0.0
DO 900 KA=1,NG
KB=NUMZKA)

1
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LPTEST
SUMP=SUMP+SMP(KB)
SUMP2=SUMP2+SMP2(KB)

9001 SUMP1=SUMP1+SMP(KB)**2
PC2=SUMP**2
EN1=NX*NG

.ENK=NX
EN2=NG*(NX-1)
EN3=NG-1
VAM=SUMP2SUMP1/ENK
VAB=SUMP1/ENKPC2/EN1
VARM=VAM/EN2
VARB=VAB/EN3
F2=VARB/VARM
NGMS=NX
NBAS=NX*NG
1F(F2.LE.1..)G0 10 910
CALL FTEST(NGMS,NBAS,F2,ER)
IF(EP.LE.0.05)JP=1
GO 10 999

910 EP=1.
999 WRITE(5,1000)(NXX(I),I=1,21)
1000 FORMAT(/////,1X,21A2)

1fWRITE(5,1010)
1010 FORMAT(1X,-X-,40X,-X-).

WRITE(5,1010)
WRITE(5,1020)

1020 FORMAT(1X,-X LPTEST ANALYSIS OUTPUT
1 X-)
WRITE(5,1010)
WRITE(5,1010).
WRITE(5,1030)NG /

1030 FORMAT(1X,-X THE OCCUPATIONS TESTED-,13X,-X-)
DO 1050 I=1,NG
LU=NUM(I)
WRITE(5,1040)I0C(LU)

1040 FORMAT(1X,-X-,6X,I5,29X.-X-)
1050 CONTINUE

IF(JP.E0.0)WRITE(5,1060)
1060 FORMAT(1X,-X MAY BE GROUPEC TOGETHER.-,14X,-X-)

IF(JP.E0.1)WRITE(S.1070)
1070 FORMAT(1X,-X MAY WO' RF r,nnuPFD TOGETHER.-,10X.-X-)

WRITE(5,1010)
WRITE(5,1010)
WRITE(5,1080)

1080 FORMAT(1x,-x INPIVIPOM cUHr,ROUP DATA:-.13X,-X-)
WRITE(5,1010)
WRITE(5,1090)

1090 FORMAT(1X,-X-,20X,-- I P FQUATION---,2X,X-)
WRITE(5,1100)

1100 FORMAT(1X,-X-,6X,-OCCN-,4X,-N-,8X,-(A)-,7X,-(8)-,
1 4X,-X-)
WRITE(5,1110)

1110
1 4X,-X-)
WRITE(5,1010)
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DO 1130 M-11,NG ;

JM=NUM(M)
- JOC =IOC(JM)
JN=NO(JM)

, WRjTE(5.1120)J0C,JN.A(M),[1(M)
1120 FORMAT(1X.-X-,5X,I5,2X,I5,3X,F8.5,2X,F8.5,2X.-X-)
1130 , CONTINUE

IF(JP.EQ.1)GO TO 11
WRITE(5,1010)
WRITE(5,1010)
WRITE(5,1140)

1140 FORMAT(1X,-X TOTAL GROUP EQUATION:,17X,-X-)
WRITE(5,1010)
B(NSUM)=ABS1B(NSUM))
WRITE(5,11.50)A(NSUM),B(NSUM)

1150 FORMAT(1X.-X-,6*;-Y =. ,P8.5,- ,F8.5,-X-.10X,-X-)
1,155 WRITE(5,1010)

WRITE(5,1010)
1160 WRITE(5,1165)(NXX(I),I=1,21)
1165 FORMAT(1X,21A2)

WRITE(5,1170)
117Q FORMAT(////////,1X,-DO YOU WISH TO TEST ANOTHER

1 -SUBSET OP THESE GROUPS? (Y OR N)-)
READ(5,1180)LAG

1180 FORMAT(A2)
IF(LAG.EQ.-Y-)G0 TO 580

, WRITE(5,1190)
1190 ,FORMAT(//,1X.-DO YOU WISP TO TEST ANOTHER SET Al

GROUPS? (Y OR N)-)
READ(5,1180)NAG
IF(NAG.EQ.-Y-)GO TO 20
STOP
END

AGE 5

2 5r)
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PAGE 6

SUBROUTINE FTEST(NdMSABAS,F,P)
APPROXIMATE$.THE PROBABILITY .OF CHANCE OCCURRENCE OF THEE

DBURVED VALUE OF F,GIVEN NGMS' (= N OF6GROUP TESTED BY

c..
C

C

DEFINITION, THE GREATER MEAN SQUARE) AND NBAS(= N OF THE
BASE GROUP) .

REQUIRES SUBPROGRAM: FUNCTION ANDXP.
(REFERENCE: NBS, ABRAMOWITZ & STEGUN,AMS 55,9TH,26.6.15,P.947.)

Vt=fiGMS=1
Y2=N8XS-1
gx=1.13.
F3=F**(EX)
F23=F3**2
131=2./(9.*V1)
,82=2./(9.* 2)
41=1.-82
T2=1.-81
TOP=F3*T1T2
8OT=SORT(81+F23*B2)
X=TOP/BOT
D=ANDXP(X)
P=1.-0
RETURN
.END
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ANDPX

FUNCTION ANOPX(P)
ACCUMULATIVE NORMAL DISTRIBUTION FUNCTION.
APPROXIMATES X 4+ OR - .000004) FROM P. (HASTINGS, P192)
DATA AO,A1,A2,131,B2,133/2.515517,.802853,.010328,1.432788,
I .189209,.001308/
IF(P.GEJ.) X1=4.
IF(P.GE.1.) GO TO 380 '

IF(P.GT.0.0005) GO TO 70
X1=-4.
GO. TO' 3'80

70 IF (P.LT.0.5) GO TO 110
E.= SQRT(ALOG (1./(1.-P)**2))
X1 = E-((A2*E+A1)*E+AO)/(((133*E+132)*E+131)*E+1.)
GO TO 140

110 P = 1.-P
E = SORT(ALOG(I./(1.-P)**2))
XI = -1.*(E-((A2*E+A1)*E+AO)/(((133*E+132)*E+81)*E+1.))
P = 1.-P

140 AX1 = XI +0.0005
AX2 = XI -0.0005
API = ANDXP(AXI)
AP2 = ANDXP(AX2)
AI = (P-AP2)/(AP1-AP2)
BX1 = AX2+AI*(AXI-AX2)
DI = P-ANOXP(8X1)
IF (01.LT.0.000001) GO TO 290
AX'3 = Bx1+1.1*01
AX4 = BXI-1.1*01
AP3 =.ANOXP(AX3)
AP4 = ANOXP(AX4)
All = (P- AP4) /(AP3 -AP4)
BX1 = Ax4+AII*(AX3-AX4)
01 = P-ANOXP(BX1)

290 IF (.O1.1.E.0.0000005) GO TO 370
IF (01.GT.0.0000005) GO TO 340

BX1 = BXI+0.0000002
01 = ANDXP(8X1) (

Gd TO 290
340 B.X 1 = 8XI-0.0000007

DI = ANDXP(RvI)
GO TO 290

370 ANDPX = 8,1)
GO TO 390

380 ANDPX=YI
390 RETURN

ENO

PAGE.T.
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ANDXP PAGE 8

FUNCTIOX.ANDXP(X)
ACCUMULATIVE NORMAL DISTRIBUTION FUNCTION. APPROXIMATES P
FROM X (TO + .0000001). (NBS-55, P..932)
X1 = ABMX)
T = 1./(4.+.2316419*X1)

'ANDXP = 1.-.3989423*EXP(-(X1**2)/2.)*(.3193815*T-.356564i*T**2
1 +1.781478*T**3-1.821256*T**4+1.330274*T**5)
IF (X.LT.0.0) ANDXP = 1.-ANDXP
RETURN
END
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STAFFING NEEDS PLANNING COMPUTER PRUGRAM:'

GS."
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TECHNICAL 'ANALYSIS.

'STAFFING NEEDS PLANNING COMPUTER PRCGRAM:

GS810

BUREAU OF POLICIES AND STANDARDS

.UNITED STATES CIVIL. SERVICE COMMISSION

WASHINGTON, D.C. 20415
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GS810 TECHNICAL .ANALYSIS

Purpose

Page, 1

-Computer terminal program GS810.is designed'% enable personnel workers.
withOut.eXtenSive 'statistical background to:

(1) Make detailed quantitative analyses and projections of the
grade-advancement patterns of individual occupations or
employee groups for use in recruitment and counselling
programs, workforce and budget studies, and organization
staffing needs planning programs;

(2) Make objective comparisons of the grade/time pattern of one
occupation or employee group with that of another, for use
in equal employment opportunity, career planning and in-service
placement programs; and

.(3) jnentify by objective means, for purposes of executive develop-
ment, performance evaluation, and,occupational standards study
programs,, those individuals or Subgroups within an occupation
or organization whose advancement trends have been bignficantly
above or signficantly below the prevailing norm for this.'group.

In. accordance, with these purposes, GS810has been designed (with its
:companion subprograms).-as a -comprehensive and Self-contained unit'which
will do the complete job of. turning raw input data into the finished
output projections and evaluations desired by the program operator without
any needkfor operator technical participation and without any need for
operator reference to outside assistance sources (statistics. texts, look-
up tables, etc.) in order to evaluate, the significance of calculation
results: 11,1:

Method

Input Files - Data are input to the program from previously stored 8 x 10
integer files which are accessed by means of a 6-space file-name code
(one code system is explained in the operation manual)... .By this means,
the operator need do no data entry: only type in the code name of
the ( previously- entered o4 -verifigd) files chosen for study and
they are. automatically read into the Program.

Thib technique is extremely flexible since it frees the operator
select and combine any files (up to a maximum of 8) and in an order
or combination. The technique is. 'also extremely' reliable because all
data items in each file are brought into the prqgram with 100% accu-
racy; without the inevitable errors of manual. entry. And, of
course, this technique is far more efficient in the accessing and
manipulation of files than i; the case with laborious manual data-
entry methods.

?58
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Page 2

Oa.

Files are in integer format for Maximum ease and accuracy of data entry 7.

and for minimum -space storage. Since people-count:tables, characteris-.
tically,'inVolve no decimal fractions, integer format (no decimal pointtii

specified) is (a) sufficient, (b) saves both the work and the inevitable
errors of .entering decimal points, and (c) conserves one digit of

storage space for every number entered. q)

ata Arrangement - The program is formatted for 8-grade by 10-year grade

ribution tables,("8 x 10 arrays" in computer usage). An 8-grade

p ttern was selected to provide full coverage of the eight grade-advancement

steps from grade 5 to 15* in the General Schedule pattern. Any other

uniformstep, equal-interval progression pattern desired, however,'whether

involving srades or,.in the alternative, salary categories, can be entered

by the operator. If less than 8 grades (rows) of data are to be used,
the unused rows in the files should simply be filled with zeroes

(02020...etc.)

A "first-10-year
n pattern was selected for the length-of-service

(columnar) dimension for several reasons:

(1) The most rapid grade rise in any group occurs in the first
10 years of service; thus the rise of the group's character-

istic advancement curve is largest and, hence, most accurately
measured in this initial period.

(2) This span-covers those length-of-service groups which are the

numerically largest in most organizations: groups which are

of special interest in both analysis and projection because
of their importance for the organization's expected future.,
And

(1)! The span of the lagt ten years encompasses most or all of the
period of our most intensive national efforts ,toward equal.
employment opportunity! data for this period thus constitute
the clpar9st available test of both (a) the objective results
Of rece,t and pv.Dmot;on pOlicies, and (h) the probablP
Tr.ptiltn kr, f'om rlv qn prdi,iPR for the future.

As with unusP,1 tour, as mentionnd above, if 1PSR th-n 10 years' data

are avnil-,ble (A' lP at t .n ere e -us.t), the 'nuse'3 file columns should

simply ,

,1,0, c I

*So that grade advAncementrurves in the "two-grade-interval"
occupations follow the same "one digit...-one step" rate 13,Aow,GS-11
that they do above GS-11 (which is essential for curve computation
purposes) the two - digit - interval grades of GS-5,7, and 9 are converted
to grade weights of "R ", "9", and "10" respectively.
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, Page 3 .

. -

other than whole - or half-year*are-desired.(e.s..wherethere are
:irregular time intervals betw,se*columns), the desirediNolumn-Values
can be entered by the operAtor-:

Trend Analysis -.Since grade-advancement trends are xAS g curVes.Wtose-
rate:Of increase slows 'rapidly over time, the appropriate curve. form.
for such trends is one Of the family of "growth" 'or "maturation" curves,.
The two lloat'widely-use din economics and population studies are the
Pearl-Reed:Logistic and the Qompertz:.

1) 1/Y = a+bcx ,(Logistic)
(2). log Y = loga.+ logb(cx)(GoMpertz)

.

.The. specially useful feature of these familiar curves, of, oourse, is
he'inclusion; among the Multiplicativeterms, of the additive, term.

"a.." ,From this term the curve asymptotethe. maxim Om ultimate value
toward which the curve is tending as-the increasingValue of x makes
o
x

approach 0*=-is easily determined. It is this additive character .

of this term, however, which makes it possible to,fiesuch curveso.
..ctual data only by approximate methods, and even then, only

(a) when the total number of observatiohs is some multiple'
of three (6, 9, 12, etc),

(b) when all time intervals betweeniobservations are exactly
equal, and

(c) when no observations in the sequence are missing.

In purely practical terms, then, such severely restrictive terms are,
to say the least, not'always met in the average personnel management
operating situation. The use of these commonly -seen curves is therefore
inappropriate for'a program intended for a wide range of applications.

(As a- final cOnsiderationp,it is technically sufficient to note that
the deviation of the observed values from the trend lines fitted. by the
approximate methods necessary for these curves

A ) are not minimal i.n Rize, as in least-squares fits, and

'(b) are not equal in sum on both sides of the trend line, as
needed for reliable tests of variance.)

A third type of maturation curve is a relative of the log-probability
decay curve which we have established** as the exact form of the work
group retention curve:

.*The c term is always less than 1, thus cx-rapidly becomes slmaller .

with increasing values of x. .

"PrOblems and Progress in Civil Service Manpower Planning,"

NATO Conference on Manpower Planning Models, Cambridge, U.K., Sept.. 1971..
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Page 4

(3) z(y) = a + b log x

However, this curve can be fitted only to longitudinal data'(where
all data are observations of the same group at different points in
time) and only when both the original size ofd the group and its size,
at the time of each grade observation are known.

The fourth growth curve form is the general category of the exponential,

which includes such forms as

(4) Y abx " Y .1)

These curves can be convetted, with the use of logarithms, to the
4

linear forms:

(4.a) lug Y = log a +X log b or
(4.b) log Y = log a+b log X

'Since such lineal forms iv the use of least-squares fitting

techniques, they Lan 4eadily be applied:

(1) To ,voss-sectl,,n Juta, as well as longitudinal data, where' he

observed populatIon in one column typically may'differ Coml.

siderably from the popnlations of other columns,

12) Where ubautv.L1,,na aiesepaLated by unequal time intervals,

and

(3) Wheye on "L ouselvati,,ns in a series are not available

(a missing y,ar,

Becauae ut 0110 liieaL tall; Lim extlapolation of such curves is

technically very easy. And because they are fitted byeast.7squares
techniques, variance analysis is straightforward.

As a final, note, the ,.loaeness with which curves of this equation form

can be fitted to the 10-year data used in this program is statistically
scarcely distinguishable, for moderate to small size samples, from the

fits obtainable from the log-probability curve form.

Computations

GS81O performs a series of computations on the data-Input from the ,

called files:
,

(1) The files are added together to produce a total srade distri-

bUtion table of all entered groups, with the rowiyalues

(i.e., grades or weights) and the column-values (i.e., years)

specified by the operator.



(2)

, Page 5
.

The'row-values (Y-valueS) and the column-values (X-Values) are
then converted to logs and a veighted'iinear trend line of
form 4.b is calculated. (.The coefficient of linear correlation.
(r) is'calCulated'as a measure of the proportion of total
variance which .is accounted for py the trend linei)

(3) The value of the regression equation is then caldulated for
each column. The squared deviation of each block of Column.'
data from the regression"line is determined, Multiplied by
the block frequency,, and the overallqium of.variandes is
divided by the total group N-1 to produce the Overall group
,variance. The progrwn then prints out (1) the equation, (2)
r, (3) N,. and (4) the groUp variance.

(4) At operator option, the program iterates regression line over
35 years. A

(5) At operator option, the program fits the overall group "norm"
'line of regression to the distribution of each subgroup and
determines the variance of the subgroup from the overall.:'
"norm." This subgroup variance is then compared with the
variance of the overall group from-the same curve and the
significance of the difference is measured.

Significance Test 1. The significance of the ratio of the individual
subgroup variance to the total group variance is evaluated by means of
the F-ratio test, one of the most fundamental, reliable and flexible of
statistical tests. .

The value of F is given by:

F = Variante of subgroup
Variance of total group

A

with n
1

(Subgroup degrees of .frepdoe

n
2

(Total group degrees of freedom) = N
t

- 2

The probability - value of the resulting F-ratio is calculated by means.
of'the Q(F) approximation given by Abramowitz and Stegun.(26.6.15 AMS
55, 9th, 1970) and the significance of Q is evaluated with the usual
fiduciary limit of p = .05. (The variance of the total group is used
as the denominator in order to minimize the probability of "Beta" error:
the apparent finding of a "difference" where in fact no difference
exists.)

S =vole Sit - The use of the F-test to evaluate the results of the pro-

.. gram!s cal ulations is one of GS810's key features, not only because of
this test's well-known power and validity, but--most especially--because
of its ability to produce valid results fromnamples smaller than those
of almost any other statistical test : once the overall group "norm"
advancement curve is known, reliable cOmparisoni with this curve can
-be made by means of the F-test for subgroup samples as ,small as.3.
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Special Program Features.

Certain special features of GS810, in addition to its overall design
as a completely self- contained system, are worth special mention:

1. The operation manual describes a file code system the operator
may use in naming, storing and calling files.

2. The program includes detailed step-by-step guidance to the
operator in the selection of column- and row-values.

3. The program offers the operator a wide range of output and
analysts options, each of which will be executed automatical
at the operator's choice:

a.) A write-out of the complete grade distribution of the
overall group (i.e., the sum of all entered files).

b.) A 35-year career-progression projection of the computed
"norm" curve.

c.) An F_ratio test of each subgroup relative (1) to the
"norm" curve pattern of the entire group or (2) to the
entered equation and variance of an outside group.

d.) A write-out of the complete grade distribution of each
individual group entered into the program

4. Every output or "results" section written out by the program
includes the full file-code name of the4roup to which it refer's.
(including, if the group is the sum of subgroups; the full file-.
code name of every subgroup included the total group).

Automatic Run Option

When each program run-through with a group of files is completed, the
operator who asks for another run with new files 'is offered the option
of having that next run in an automatic mode: once he specifies the

.
new files he wishes to analyze and the code he wishes to use for the
sum of the entered subgroups, the entire program will thereafter run
through tocompletion, with the exact same pattern of analysis and
outputs which he_specified in his previous step-by-step run-through,..
do a completely automatic basis without further Operator participation.

On each run-through of GS810, that is, the program records every
program option chosen by the operator and.if no change is desired in

i

this pattern, each subsequent group of files called. by' the Operator will
be processed in exactly the same way completly automatics ly.. With
this option, then, any desired pattern of options can be r peated with
successive groups and combinatiodt of files with:an absolute minimum
of operator effort and with a maximum Of*speed and efficiency.

. .
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APPENDIX F-2 OPERATION MANUAL

STAFFING NEEDS PLANNING COMPUTER PRCGRAI'1

GS810

l*REAu OF POLICIES AND STANDARDS

UNITED STATES CIVIL SERVICE COMMISSICM,

WASHINGTCN, D.C. 20415
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GS810 INSTR: P(1) OF (8)
.

(FILE CREATION)

DATA ARE ENTERED INTO1ZE "GS810" PROGRAM FROM PREVIOUSLY-STORED

fILES. THESE FILES CONSIST OF 8 ROWS AND 10 COLUMNS. EACH ROW
REPRESENTS A GRADE-LEVEL; EACH COLUMN, A SPECIFIC LENGTH-OF-SER-

VICE CATEGORY.

FOR USE WITH THE "GS810" PROGRAM, DATA MUST BE COLLECTED BY
LENGTH-OF-SERVICE CATEGORIES. A COUNT SHOULD BE MADE OF. THE

ms%NU E
NR

OF EMPLOYEES IN EACH SUCH CATEGORY (E.G., 0 -I YEARS,

1-2 RS, ETC.) FOR EACH GRADE-LEVEL (E.G.. GS-5,7,9, ETC.).
SUCH CO NTS SHOULD BE MADE FOR EACH OF THE_MAJOR OCCUPATICNZ

IN AN ORGANIZATION. (THESE DATA MAY COME FROM EXISTING AUTOMATED
SYSTEMS OR FROM ANY OTHER SOURCE AVAILABLE TO AN ORGANIZATION.)

GIN

A SAMPLE OF SUCH A COUNT MIGHT BE:

OCCUPATION : GS-00XXX
LENGTH OF SERVICE (YEARS)

GRADE: 0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10

5 3

7 4

9 5

11 6

12 6 4,..

13 i

114.

15

2

2 1

3 2 1 1

4 1 1 2

3 1 2 1

2 1

2 i

2

THIS TABLE CAN VERY SI.CPLY BE CONVERTED TO A "GS810"-TYPE FILE.
SUCH FILES CONSIST OF 8 CONSECUTIVE TYPED LINES (ONE / GRADE-
LEVEL) OF 10 ENTRIES EACH (ONE / LENGTH-OF-SCRVICE CATEGORY),
SEPARATED BY COMMAS, WITH EACH ENTRY MADE UP OF 1-4 INTEGERS.
ZEROES ARE USED WHERE BLANKS OCCUR IN THE TABLE.

A COMPUTER FILE FOR THE ABOVE TABLE WOULD BE:

3,2,0,0,0,0,0,0,0,0,
4,2,1,0,0,0,0,0,0,0,
5,3,2,1,1,0,0,0,0,0,
6,4,1,0,1,2,0,0,0,0,
6,3,1,2,0,1,0,0,0,0,
0,2,1,0,0,0,0,0,0,0,
0,0,2,0,1 ,0,0,0,0,
0,0,0,0,0, 0,0

EXECUTION COMM NDS:

TO BEGIN EXECUTION OF THE "GS810" PROGRAMMING SEQUENCE, AN
OPERATOR WILL PERFORM A CHAIN OF EXECUTION COMMANDS. THE
ACTUAL FORM OF THESE COMMANDS 41LL DEPEND ON THE TIME-SHARING
SYSTEM BEING USED. IN GENERAL, THESE COMMANDS WILL PERFORM
THE FOLLOWING OPERATIONS:

A - 289 -
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GS810 INSTR: P(2) OF (8)
* = COMPUTER WRITTEN (FILE CODE, ENTRY)

- CALL UP "GS810" AND ITS FOUR SUBPROGRAMS "RLL81,0".
"VLL810", "FTEST" AND "ANOXP" AND TRANSLATE THEM INTO
MAChINE LANGUAGE. THISIS THE COMPILATION PHASE.

- LOAD THE COMPILED PROGRAM ANO SUBPROGRAMS INTO
THE CENTRAL PBOCESSING AREA AND START PROGRAM
RUN. THIS IS THE EXECUTION PHASE.

DATA ENTRY:

*THIS PROGRAM ANALYZES GRADE/
*TIME TRENDS IN 1-8 GROUPS OF 3 OR
*MORE EACH; USES 8-GRADE X 10-
*YEAR DATA ARRAYS.

SELF-EXPLANATORY

*ENTER' FILES VIA 6-SPACE CODE (SEE INSTR).

THE UGGESTED FILE CODE CONSISTS OF:

SP (1)= (M)INORITY, (N)ON-MIN, (N)0., ETC.
SP (2)= (M)ALE, (F)EMALE, N(0)., (T)OTAL, ETC.
SP (3)-(5)= GS SERIES CODE; E.G., (2)(0)(1). (1810=810)
SP (6)= YEAR: 7(4),7(5),OR (0) (=74+75)

ABOVE SELF-EXPLANATORY. USER MAY CHOOSE TO USE IFFERENT FILE
COOE SYSTEM. IF SO, CODE NAMES MUST CONSIST. OF 0 MORE THAN 6
LETTERS AND/OR DIGITS, IN ANY DESIRED COMBINATION.

*HOW MANY FILES 00 YOU WISH TO SELF-EXPLANATORY.
*ANALYZE? (ANS,1 -8)

*PLEASE ENTER CODE NAME OF EACH
*FILE: ri

*1=

*(ERROR MESSAGE)

-290-

ENTER 6 -SPACE CODE NAME OF
FIRST DESIRED FILE. FILES
WILL BE NUMBERED IN'ORDER
OF ENTRY.

FILE-READ ERROR; RUN ABORTED.
CHECK FOR FILE-CODE TYPING
ERROR (ESP: 0 FOR 0),WRONG
CODE, OR BAD FILE. TO CHECK
FILE, TYPE OUT THE FILE
AND CHECK FOR 8 LINES, 10
ENTRIES; MISSING NO.-S OR
COMMAS, OR NO.-S WITH MORE
THAN 4 DIGITS.



= COMPUTER, WRITTEN
G$810 INSTR: P(3) OF. (8)

(COLUMN-VALUES)

)
*DATA TAKEN FROM FILES. NEXT:
*

*"STD PATTERN" DESIRED? (Y OR-N)

IF THE Y-,OPTION IS CHOSEN, THE COMPUTER ASKS:

*(1) 5/15 OR (2) 1/8? (1 OR 2)

THE "STD PATTERN" OPTION ALLOWS THE OPERATOR TO SET AT THE BE-
GINNING OF THE PROGRAM CERTAIN BASIC OECISION VARIABLES TO THE
VALUES THEY MOST FREQUENTLY HAVE. THIS OPTION PROVIDES A FASTER
RUN THROUGH OF THE PROGRAM. (FURTHER EXPLANATION OF THE VARIABLES
INVOLVED IN _THIS OPTION IS FOUND ON PAGE 6.)

IF -N- IS CHOSEN, THE COMPUTER ASKS;

* (A) SELECT COLUMN-VALUE PATTERN WANTED:
* (USE COL. MIDPOINTS: "0-1"YRS= "0.5", ETC.)
*

* (1) 0.5,1.5, ETC.
* (2) 1.,2., ETC.
* (3) OTHER (1,2 OR 3)

MOST APPLICATIONS OF THIS PROGRAM WILLIINVOLVE THE DIVIDING OF
EMPLOYEES INTO LENGTH-OF-SERVICE GROUPINGS (COLUMNS). SINCE
SUCH GROUPINGS COME FROM A CONTINUOUS DISTRIBUTION, EACH COLUMN
WILL REPRESENT A SPECIFIED RANGE OF VALUES: 0.0-0.99 YEARS OF
SERVICE, 1.00-1.99 YEARS, AND SO ON. FOR COMPUTATION PURPOSES,
THAT ONE VALUE WITHIN A GIVEN COLUMN RANGE WHICH BEST REPRESENTS
THE AVERAGE OF THOSE INCLUDED IN THE COLUMN IS ASSUMED TO BE THE
RANGE MIDPOINT: 0.5 FOR A 0-1 RANGE, 1.0 FOR A 0.5-1.5 RANGE,
AND SO FORTH. IT IS THIS MIDPOINT WHICH SHOULD BE USED AS THE

COLUMN VALUE HERE.

?I
IN SOME CASES, THE "0.5/1.5" OR THE "1./2." PATTERNS Y NOT BE
APPROPRIATE: E.G., WHERE COLUMNS COVER PERIODS OTHER HAN YEARS
OR WHERE THE INDIVIDUAL COLUMNS REPRESENT SAMPLES TAKEN AT
IRREGULARLY-SPACED POINTS IN TIME. IN SUCH CASES, OPTION "3"
SHOULD BE USED. WHEN "3" IS ENTERED, COMPUTER REP IES:

* ENTER DESIRED VALUE FOR MIDPOINT OF COL:
* -1 .

* .1

* 2

ETC.

NOTE THAT DECIMAL POINTS MUST -- REPEAT MUST -- BE SHOWN FOR
ALL ENTRIES IN THIS OPTION: THEIR OMISSION WILL RESULT IN
COMPUTATION ERRORS.

FILES MAY CONTAIN FEWER THAN 10 COLUMNS OF DATA:WITHOUT HARMING

.

COMPUTATION PROGRAM OR STATISTICAL TESTS; SIMPLY FILL ANY

t UNUSED COLUMNS WITH 0-S (ZEROES).

-. 291 -
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GS810 INSTR: P(k) OF (8)
= COMPUTER WRITTEN (GRAOE VALUES)

THE fl3" 4gTION MAY ALSO BE USED TO ENTER COLUMN-VALUES FOR
PERIOOS OTHER THAN THE FIRST 10 'YEARS OF SERVICE (11-20
YEARS, 5-15, ETC.).

NEXT :

(B) SELECT GRADE PROGRESSfON PATTERN
(ROW-VALUE) PATTERN WANTED:

(1) GS-5/15
(2) GS -1/8
(3) OTHER (1,2,OR 3)

*

SELF-EXPLANATORY. IF THE OPERATOR ANSWERS °I", COMPUTER NOTES:

* PATTERN APPLIED:

* SO THAT "2-GRADE-INTERVAL-SERIES" GRADES PROGRESS AT THE SAME

* "1-GRADE/1-STEP" RATE BELOW GS -11 AS THE 00 ABOVE GS-11,'GS-5/9
* GRAOES WERE WEIGHTED: GS-5="8", GSL7="9" AND GS-9="10".

RANGE OF JOBS IN THAT GRAOE.)
* WAS ADDED TO EACH GRAOE-VALUE AS THE MIDPOINT OF THE
* TOT

THE TREND OF GRADES OVER TIME CAN BE QUANTITATIVELY ANALYZEO
WITH FULL EFFECTIVENESS ONLY WHEN THE NUMERICAL WEIGHTS OF
THE GRACES ARE PROPORTIONAL TO THE ACTUAL NUMBER OF STEPS IN-

VOLVED IN THE GRADE-ADVANCEMENT LADDER. SINCE THE "TWO- GRAOE-
INTERVAL" OCCUPATIONS BY OEFINITION PROGRESS. BY STEPS GS-5, 7L 9,

11, 12, 13, ETC., THE REPLACEMENT OF GRADES BY WEIGHTS IN THE
TO GS-9 RANGE IS ESSENTIAL TO AVOIO NUMERICAL MISREPRESENTATION
OF THE ACTUAL STRUCTURE OF THE CAREER LADDER.

IF THE OPERATOR ANSWERS "2" TO THIS QUESTION', THE NUMERICAL
WEIGHTS USED REFLECT THE ACTUAL NUMBER OF STEPS. INVOLVED IN

THE GRADE ADVANCEMENT LADDER FOR THE LOWER-GRADED OCCUPA-
TIONS. IN THIS CASE, THE GRADES I, 2 AND 5 - 10 REPRESENT
HALF STEPS WHILE GRADES 3 ANO 4 REPRESENT FULL STEPS. THESE
GRADES ARE WEIGHTED ACCORDINGLY.

IN OPTION "3", THE OPERATOR ENTERS THE EXACT WEIGHTS WANTED
ONE BY ONE:

* ENTER MIDPOINT (E.G.,GRD."1"=,
* (1.-1.99)="I.5") FOR ROW:
*

* 2

(ETC.)

AS WITH COLUMN-VALUES, DECIMAL FOINTS MUST BE SHOWN WI,TH ALL
ENTRIES OR COMPUTATION ERRORS WILL RESULT.. THE HIGHEST RUMBER
SHOULD NOT.EXCEED 99.99.
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GS810 INSTR: P(5) OF (8)

' .?_COMPUTER WRITTEN (TEST:OUTSIDE OR SUM).

*TEST SUBGROUPS AGAINST:
* (1) THEIR OWN SUM?

(2) AN OUTSIDE GROUP?
,,(3) NO TESTS DESIRED. (1,2 OR 3)

OPTION 2 ABOVE7REQUIRES THAT "OUTSIDE GROUP" BE'CLEARLY DEFINED:

'OUTSIDE GROUP" = A GROUP WHICH (A) IS NOT INCLUDED AMONG THE
GROUPS WHOSE FILES ARE ENTERED IN THIS.
PROGRAM, BUT (B) WHOSE "VARIANCE FROM THE
FITTED LINE OF REGRESSION" HAS BEEN COM
PUTED FROM DATA WHICH INCLUDED ALL OF THE
DATA -- REPEAT, ALL: WITHOUT ANY EXCEP
TION WHATSOEVER -- WHICH IS CONTAINED IN
THE FILES ENTERED IN THIS PROGRAM.

STRICT OBSERVANCE OF THE LETTER OF THIS REQUIREMENT IS ESSENTIAL
TO GET VALID RESULTS. THE EXTREMELY WIDE, ALMOST UNLIMITED RANGE
OF APPLICATION-OF THIS PROGRAM IS IN LARGE PART DUE TO THE
EXTREMELY WIDE RANGE OF SAMPLE SIZES (DOWN TO SAMPLES AS SMALL AS
3) OVER WHICH THE VARIANCERATIO ("F" STATISTIC)' CAN BE VALIDLY.
TESTED. THE USE OF THE FTEST WITH VARIANCES COMPUTED FROM LINES
OF REGRESSION IS ONLY VALID, HOWEVER, WHEN THE VARIANCE OF THE
BASE (THE "OUTSIDE" GROUP) IS COMPUTED FROM A CURVE FITTED TO-
DATA WHICH INCLUDED ALL OF THE DATA OF EACH SUBGROUP (I.E., EACH
SAMPLE) WHICH IS TO BE TESTED HERE. IF THESE CGNDITIONS ARE ALL
FULLY MET, AN ANSWER OF "2" WILL YIELD THIS SEQUENCE:

*WHAT 6SPACE CODE NAME SHOULD WE USE FOR THE
*OUTSIDE (BASE) GROUP?
*

*PLEASE ENTER THE FOLLOWING FOR BASE GROUP (NAME) :

*
(NAME) GRADE/TIME EQUATION
(E.G., 1.12345,123456):

*

(NAME) N, VARIANCE (E.G.: 123,1.12345):

IN ALL CASES WHERE IT IS NOT ABSOLUTELY CLEAR THAT THE CONDI
TIONS FOR:OPTION 2 ARE FULLY MET, AS WELL AS IN ALL CASES WHERE
GROUPSUM COMPARISONS ARE DESIRED, OPTION 1 SHOULD BE SELECTED.
IN. THIS OPTION, THE PROGRAM WILL ADD ALL OF THE ENTERED FILES
INTO AN OVERALL TOTAL DISTRIBUTION AND ASK,FOR THE CODE NAME DESIRED.
FOR THE OVERALL DISTRIBUTION. (AT THIS POINT, THE COMPUTER WILL '

ALSO WRITE OUT THE CODE NAMES OF ALL OF THE FILES INCLUDED IN THAT
TOTAL.)

*WHAT 6SPACE CODE SHOULD WE USE FOR
*THE OVERALL GROUP TOTAL?
* SUM OF: (FILE COOE NAMES, UP TO 8 FILES)
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:GS810 INSTR: P(6) OF (8)

* = COMPUTER WRITTEN ("OVERALL" SUM, DATA)

IF THE "OVERALL TOTAL" OPTION HAS BEEN SELECTED,
COMPUT R ASKS:

*WRITE 0' E) DATA:
* .

(1) AS TYPED TABLE?
(2) INTO COMPUTER FILE?

*. (3) BOTH? OR
Ik (4) NOIIRITEOUT WANTED (ANN 1-4)

IF "Iso.sLISTS CODE NAME OF DISTRIBUTION, TYPES OUT THE CODE NAMES
OF THE 1NOIVIDUAL GROUPS INCLUDED IN THE TOTAL OISTRIBUTION, ANO
TYPES OUT THE COMPLETE .8 X 10 MATRIX, INCLUDING COLUMM: AND ROW
VALUES.'

IF 112TM, THE FILE CONTAINING THE TOTAL DISTRIBUTION IS WRITTEN INTO
A.COMPUTER STORAGE AREA. AT THE END OF THE PROGRAM RUN THE COM
PUTER WILL LIST THOSE FILES WHICH HAVE BEEN WRITTEN INTO'COMPUTER
STORAGE DURING THE CURRENT RUN. THESE FILES MAY THEN BE SAVED
OR DELETEO AS THE OPERATOR SO DESIRES.

IF "3", THE COMPUTER WILL BOTH TYPE OUT THE COMPLETE FILE AND
ENTER IT INTO STORAGE. UNDER "2" AND N3", THE. COMPUTER TYPES :

*COMPUTER FILE EN

IF OPTION "4" IS CTED, THE COMPUTER SKIPS THE ASOWE AND GOES

TO THE NEXT ST,E1 I THE "OVERALL TOTAL" OPTION. AND WRITES.

COMPUTED DAT FOR TOTAL OISTRIBUTION (NAME)
* SUM OF: ( AMES OF FILES MAKING UP TOTAL)
*

EOUATI LOG Y = (A) + (B)LOG X R= (COEF. OF CORR.)
*

*
BASE N = (NO.) BASE VARIANCE =' (VALUE)

*IS A 35YEAR CAREER PROJECTION DESIRED? (Y OR N)

IF "Y° IS GIVEN, PROGRAM ITERATES THE ABOVE GRADE/TIME
EQUATION 35 TIMES, BEGINNING WITH THE BASE POINT USEO IN

FIRST .COLUMN. IF "N", PROGRAM PROCEEDS TO NEXT STEP.

UNDER THE "STD PATTERN' OPTION MENTIONED ON PAGE 3, SOME OF THE

VARIABLES OISCUSSED ABOVE CAN BE STET AT THE THE RUN

' AND THE COMPUTER WILL NOT PRINT THE QUESTIONS PER AINING TO THOSE

VARIABLES. THE VARIABLES INVOLVED'ARE 1

'(1) COLVALUES -- WILL. BE SET TO OPTION "1"
(2) ROWVALUES -- OPERATOR,IS STILL GIVEN A CHOICE BETWEEN

GS-5/15 AND GS-1/8
(3) SUBGROUP TESTS -- WILL BE SET TO OPTION "I"
(4) COMPUTED DATA -- WILL. NOT BE PRINTEO OUT
(5) 35YEAR PROJECTION -- WILL BE SET TO "N"

'QUESTIONS PERTAINING TO OTHER VARIABLES WILL STILL BE WRITTEN OUT.
294
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GS810 INSTR: P(7) OF (8)
= COMPUTER WRITTEN (TEST QUESTIONS)

NEXT: IF EITHER OPTION "1" OR "2".UNDER "SUBGROUP TESTS" HAS BEEN
CHOSEN, THE COMPUTER ASKS :

*WRITE- OUT TEST QUESTIONS? (Y OR N)

IF "Y", THE COMPUTER WRITES OUT THE QUESTIONS ANSWERED BY THE
STATISTICAL TESTS CONTAINED IN THE PROGRAM :

*SUBGROUPS WERE TESTED FOR THE FOLLOWING QUESTION(S):
*

QUESTION (1):
*

TS THE GRADE-ADVANCEMENT CURVE OF EACH WORKFORCE SUBGROUP
SIGNIFICANTLY DIFFERENT (HIGHER, LOWER) THAN THE NORM FOR

* ,THEIR OVERALL OCCUPATIONAL GROUP (NAME.)?
*

QUESTION (2):
*

* . IS THE ,SPREAD OF SUBGROUP EMPLOYEE GRADE (SKILL) LEVELS
ABOVE AND BELOW THIS NORMAL GRADE-ADVANCEMENT CURVE
SIGNIFICANTLY DIFFERENT FROM THE (NAME) NORM?

QUESTION (3):

* DOES THE OVERALL GRADE /TIME PATTERN RESULTING FROM:
*

(A) THE SUBGROUP GRADE-ADVANCEMENT CURVE;,AND
(B8 THE SUBGROUP GRADE (SKILL) SPREAD

44 DIFFER FROM THAT OF THE (NAME) NORM?

THE COMPUTER THEN PRINTS OUT THE FOLLOWING PARAGRAPH EXPLAINING.
THE ,STATISTICAL SIGNIFICANCE DF TEST RESULTS :

*TEST DIFFERENCES ARE CONSIDERED STATISTICALLY SIGNIFICANT WHEN THE
*PROBABILITY THAT THEIR OCCURRENCE COULD BE ATTRIBUTED TO CHANCE
*IS 0.05 (1 CHANCE IN 20 OR LESS.

IF "NTM, THE COMPUTER GOES DIRECTLY TO THE WRITE OUT OF THE TABLE,
WHICH SUMMARIZES THE RESULTS DF THE STATISTICAL TESTS (I.E.,
ANSWERS THE ABOVE QUESTIONS) MADE IN THE PROGRAM. (THIS TABLE
IS PRINTED OUT IN ALl..(CASES WHERE SUBGROUP DIFFERENCES ATE TESTED.)

THE THREE MAIN COLUMN HEADINGS OF THIS TABLE REFER TO THE THREE
QUESTIONS TESTED AS FOLLOWS :

QUESTION g COLUMN HEADING

ADVANCEMENT CURVES
GRD (SKILL) DISTRIB
OVERALL G/T PATTERN
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GS810 INSTR: P(8) OF (8)
* 7.. COMPUTER WRITTEN (DATA WRITE-OUT; AUTO RU-N)

AFTER PRINTING OUT THE "SUMMARY OF TEST RESULTS , THE COMPUTER ASKS:

*, WRITE OUT DETAILED TEST DATA? (Y OR N)

IF "Y", THE MACHINE PRINTS A TABLE CONTAINING THE STATISTICAL PATA
WHICH WAS USED IN THE STATISTICAL TESTS IN-THE PROGRAM. DATA ARE
PRINTED OUT FOR BOTH THE OVERALL DISTRIBUTION LOR OUTSIDE GROUP)
AND EACH OF THE PREVIOUSLY-ENTERED SUBGROUPS.

IF "N", (OR, IF"Y", AFTER THE PRINUNG
*
OUT OF THE "SUMMARY OF

. THE STATISTICAL DATA"), THE COMPUTER WRITES :

*NEXT: FILE WRITE-OUT:
*

*ENTER NO. OF FILE(1-8). OR
*9 (NO FILE WANTED)

THIS OPTION ALLOWS JHE OPERATOR TO WRITE OUT ANY FILE HE MAY
WISH TD SEE FOR MORE DETAILED STUDY. "FILE(1-8)" REFERS TO THE
FILES ENTERED AT THE BEGINNING OF THE PROGRAM. IN THE ORDER THEY.

WERE ENTERED. (FILES ARE ALSO LISTED BY NUMBER IN THE "SUMMARY
OF STATISICAL DATA" TABLE.) AN ENTRY OF "1" CAUSES THE FIRST FILE
TO BE PRINTED, "2" THE SECONDS AND SO ON. THESE NUMBERS MAY BE
ENTERED IN ANY ORDER.

IF A "9" IS ENTERED, NO FURTHER FILES ARE WRITTEN OUT AND THE COM-
PUTER THEN WRITES:

* RUN COMPLETED. NEXT:
*(I) AGAIN (AUTO)? (2) AGAIN (STEP BY STEP)? OR (3) QUIT. (1,2 OR 3)

IF "I" IS GIVEN, THE PROGRAM RUNS NEW FILES THROUGH EXACTLY. THE
SAME PROGRAM-OPTION STEPS WHICH THE OPERATOR CHOSE IN THE PREVIOUS
RUN-THROUGH WITHOUT ANY OPERATOR PARTICIPATION OTHER THAN EN-
TERING THE NEW FILE CODES. IF "2" IS GIVEN, THE PROGRAt" AGAIN
STEPS THROUGH EACH OF THE ABOVE STEPS (EXCEPT THAT OPTION IS,
GIVEN TO RETAIN THE ABOVE-SELECTED COLUMN- AND GRADE- PATTERNS).
IF "3" IS GIVEN, THE COMPUTER LISTS THE NAMES OF FILES WHICH HAVE
BEEN PLACED IN COMPUTER STORAGE AS FOLLOWS .;

*(NO.) FILES ENTERED DURING RUN;
*"SAVE" THOSE TO BE KEPT:
* (NAME1)
* (NAME2)-

ETC.

*YHE OPERATOR MAY THEN SAVE ANY FILES HE WISHES TO USE AGAIN. AFTER

THIS LISTING, THE RUN IS TERMINATED.

NOTE; FILES STORED DURING A PROGRAM RUN CANNOT 'BE ACCESSED DURING

THAT, RUN. TO USE THESE FILES, OPERATOR MUST TERMINATE THE CURRENT
PROGRAM RUN AND BEGIN A NEW RUN.
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GS810

',HIS PROGRAM ANALYZES 10-YEAR GRADE TRENDS IN 1-8.GROUPS
OF THREE OR MORE EMPLOYEES. COMPUTES 10-YE4R GRADE/TIME
CURVE AND VARIANCE (OR ACCEPTS THE GRADE/TIMEEQUATION
AND VARIANCE OF AN OUN.DE GROUP) AND TESTS THE GRADE
TREND OF EACH ENTEREO.GROUP FOR STATISTICALLY SIGNIFICANT
DIFFERENCES.F8Or THE TREND'OF THE OVERALL (OR OUTSrDE)
'GROUP. ENTERED GROUPS MUST EACH HAVE A'POPULATION.OF
THREE OR MORE FOR VALID RESULTS TO BE OB INED. (FOR.AN
OUTSIDE GROUP'S EQUATION AND VARIANCE B USWAS A BASIS ,

FOR ANALYZING GROUPS ENTEREeIN.THT ROGRAM, THE DATA FOR
THE OUTSIDE GROUP MUST HAVE INCLUD ALL.-- REPEAT, ALL --

OF THE INDIVIDUAL GROUP DATA ENTERED HERE. II:W..8E GROUPS,

,THATIS,,MUST AE COMPONENTS 'OF- THE OUTSIDE GROUP.)

DATA. ARE ENTERED INTO THE PROGRAM FROM PREVIOUSLY-STORED
FILES ACCESSED VIA A 6-SRACE ;COOE (EXPLAINED IN THE 00ER-

1tTION MANUAL). FILES CONSIST;OF .8 CONSECOTIVE.TYPEDLINEit
OF 1.4)414IRLES EACH, SEPARATED BY 'COMMAS, WITH EACH ENTRY
MADE UP OF 1-4 INTEGERS (OR ZEROES -- NO BLANKS)..

REQUIRED SUBPROGRAMS: RtL810, VLL810, FTEST, ANOXP
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7\ . PAGE 'I

DIMENSION IARRAY-(8,113,8),WORK(10,10,NARRAY(8),,
X(10) .,Y(8),ITR(800),SIG(3,8),P(3),

1 NXXI36),SUmN(8),vARGP(8),NOTEST(8),PATDIP(8),
N(8),R(8),A(8),B(8),vAROwN(8),DY(8),

I DIPP(8),RANGEM,NDASH(36),NAmFIL(20)
LOGICAL imp,INP,IP,m,NorEsr,Isro
Dona PRECISION. DIFF,PATDIF,SIG,NARRAY,KARRAY,IDBASE

,RANGE,NAmFIL
DATA INP/.TRUE./00/.FALSEd,iv/"N-/,ImP/.pALSI./,ITImES/20/.
1 (NXX(1),I=1,36)/36*7xx-/:(NDASH(I),I=1,36)/36*----4,NsAvED/0/

,MT/"Y"/,ISTU.FALSE./,(DY(I)Je=1,8)/5.2,5.75,6.5,7.5,
1 8.25,8.75,9.25,9.75/

120 WRITE (5,130)
130 , FORMAT (//1X,"THIS PROGRAM ANALYZES GRADE/TIME TRENDS IN,1-8 )

MIME (5,150)
150 FORMAT (1X,"GROUPS OF 3 OR MORE EACH; USES 8 - GRADE X 10-YEAR"

1. /1X,"DATA ARRAYS.")
WRITE (5,210)

210 FORMAT (/1X,"ENTER FILES VIA 6-SPACE CODE (SEE INSTR).")

220 WRITE (5,2'30)
234Y FORMAT ( /j /1X,-HOW MANY FILES DO YOU WI\SH TO ANALYZE?"

1
1 (ANS 1-8)-k
READ (5,260)NF

260 FORMAT (I2)
WRITE (5,280)

280 FORMAT (1X,"PLEASE ENTER CODE NAME OF EACH FILE:")

WRITE (5,310)1
DO 340 I=1,NF

310 FORMAT (1X,I2,"=")
READ (5,330)NARRAY(I)

330 FORMAT .(A6)
340 CONTINUE

DO 410 I=1,NF
370. KARRAY=NARRAY(I)

CALL IFILE(20,KARRAY)
READ (20,*)( (IARRAY(1,J,K),J=1,10),K=1,8)

100 ' FORMAT (1014,7(1,1014))
110 CONTINUE

WRITE (5,436) .04

130 FORMAT (//1X,-DATA TAKEN FROM FILES. NEXT:4.),

IF(INP)WRITE(5,450)
50 FORMAT(/1X,""STD PATTERN" DESIRED? (Y OR Nr)

IF(INP)READ(5,560)IE
IF( C1E.EQ."N")ISTD=.FALSE.;IF(IE.EQ."N")G0 TO 530

IF(TNP).WRITE(5,490)
490 FORMATUIX,(1) 5/15 OR (2) 1/87 (1 OR 2)")

IF(INP)READ(5,260)IR
IF(111-.EQ.1)NYRAT=I;IF(IR.EQ.2)NYPAT=2
NXPAT=1;LOP=1;MOR="N";ISTD=.TRUE.

530 IF ((INP).AND.(IMP).AND..NQT.ISTO) WRITE (5,540)

540 FORMAT (/1X,SAME GRADE(WT)-AND COL-VALUES PATTERN? '(Y-OR Nr)
IF((INP).AND.(IMP).AND..N9f.ISTD) READ (5,.560) IV
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560 FORMAT (A2)
IFMNP).AND.(IMP).AND.IV.EQ.-Y-) GO TO 1250
IFMINP).0R.(ISTD)).AND.IV.EQ.-N-) GO TO 600
GO TO 13.30. w

600 IF(.NOT.ISTD)WRITE (5,610.)
610 FORMAT (/6X,-(A) SELECT COLUMN-VALUE PATTERN WANTED:-)

IF(.NOT.ISTD)WRITE (5,630)
630 FORMAT (10X,-TUSt-t0t7--MIDPOINTS: "0-1" YFS="0.5", ETC.)-)

IF(.NOT.ISTD)WRITE (5,650)
650 FORMAT (/10X,-(1) 0.5,1.5, ETC.-

1 /10X.-(2) 1.,2., ETC.-\
1 /10X,-(3) OTHER (1,2 OR 3)-)
IF(.NOT:ISTD)READ (5,260) NXPAT
IF(NXPAT.EQ.3) GO TO 760
IF (NXPAT.EQ.1)E1=-0.5
IF(NXPAT.EQ.2)E1=0.0-
DO 740 1=1,10
EX=EI+1

740 X(I)=EX
GO TO 830

760 WRITE (5,770)
770 FORMAT (6X,-ENTFP 0EctilFn vAl(IE FOR MIDPOINT OF COL.:-)

READ(5,810)X(i)

00. 820 1=1,10
WRITE(5,1040)I

810 FORMAT(Fg:9)
820. q0NTINVE
830 TF(.NOT.ISTo)wRITE ('5.840)-
840 FORmAT(/6X,-(8) SELECT GRADE PROGRESSION-

1 /10X.-(ROW-VALUE) PATTFPN WANTFI.
IF(.NOT.ISTO)WRITE(5,870)

870 FORrAT(/1046-(19 0s-s/Tc
1 /10x,-(2) GS-1/8-
1 /10X,-(3) OTHER (1,2 OR 3) )

t .IF( . NOT ISTD)READ(5,260)NYPAT
JF(NYPAT.EQ.3) GO TO 990
IF(NYPAT.E0.1)E1=7.S
IF(NYPAT.EQ.2)G0 TO 962
DO 960 1=1,8
EY=EI+I

960. Y(1)=EY
IF(ISTD)G0 TO 1250

, GO 10 1080
962 DO 963 1=1,8
963 Y(1)=DY(I)

IWSTD) GO TO 1250
1080-.-.nGU TO 1

99k. \T ,1000)
1020 F RM T(/6X,-ENTER MIDPOINT (E.G.,GRD."1"= (1,- 1.59)=1'1.5")-

41 -dl rPORF!OW:-)
/777-

MRI ,100)I
F041 ,r2)

,, 'REA-0( 10)Y(I)
..4,_.%,"coNor u(:-. :

If:) .e 1,,;...' .v.844
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GO TO 1250 .

4080 IF H(NYPAT.NE.11.G0 TO 11250

.WRITE (50090)
.FORMAT (/IX,-.PATTERN APPLIED:-)
WRITE (5,1120)

-1120 c FORMATA/1X,-(SO,THAT "2-GRADE-INTERVAL-SERIES" GRADES.:-

1 PROGR.ESS'AT OHESAME-) .

WRITE (5,1150)
1150 FORMAT (1X,-"I-GRADE/1-STEP" RATE BELOW GS-11-

I AS THEY DO ABOVE GS-11, GS-5/9-)
/ WRITE (5,1180)

1180 FORMAT (1X,-GRADES WERE 'WEIGHTED': GS,5="8", GS-.7="9", AND-

1 GS-9="10".)-)
1200 WRITE.(5,1210)
1210 .FORMAT OX,-(0.50-WAS ADDED TO EACH GRADE.-VALUE AS THE MI0-*

1 -POINT OF'THE-)
WRITE (5,1240)

1240 FORMAT .(IX,-TOTAL RANGE OF OBS IN TH$T GRADE.)-)
1250 IFHINP).ANG..NOT.ISTD)WRITE (51260) .

1260 FORMAT(//11,-TEST SUBGROUPS AGAINST: ,/6X,-(1)',THEIR. OWN
1 -SUM?-,/6X,-(2) AN OUTSIDE GROUP?-)
IFMNP).AND...NOT.ISTD/WRITE(5,1290)

1290 FORMAT(6X,'6(3) NO TESTS DESIRED. (1,,Z OR -3?-)

IF((. INP).AND..NOT.ISTD)READ(5,260)LOP
IF(LOP.EQ:3)MT=-N-
IF(MT.E0.-N-)0i0 TO 1520

1330 IF (LOP.E0,1. MT.E0.-NR) GO TO 1520
13-40 WRITE(5,1350)
1350 FORMAT ( /1X,WHAT 6-SPACE CODE NAME SHOULD WE USE FOR THE-

1 -/IX,-OUTSIDE (BASF) GROUP?-)
READ(5,1380)IDBASE

138.0 - FORMATA6)
WRITE (5,I400)IDBASE

1400 FORMAT(IX,PLEASE ENTER TILE FOLLOWING FOR BASE GROUP-

1 -,A6,-:-)
WRITE (5,1430)IDBASE

1430 FORMAT(/6X,A6,-. GRADE/TIME CURVE EQUATION
1

I.12345,.123456): -)
READ (5,*)YIN,SL

1540 FORMAT (2F9.6)
WRITE (501480)IDBASE

1.480 FORMAT (6X,A6,- N, VARIANCE (E.G.: 123,1'.12345):-)

READ (5,*) NBAS ,,VARBAS
.1500 FORMAT 4q5,F9.6)

GO 1.02280 :
.1920 WRITE(t5,1530)
'1536 FORMAT (/IX,-WHAT 6- SPACE COOE SHOULD WE USE FOR-

I /1X-THE.OVERALL GROUP/TUTAL?-) ,

.

WRITE (S,1560)(NARRAY(I),I =1,NF)
1560 FORMAT (4X,-SUM OF:-;8(1X,--,A6))

READ (5,330)10BASE
IF (INP) WRITE(5,1590)IDBASE

.159'0'!! FORMAT (/1X,-WRITE OUT -,A6,' DATA

7* I
/6X,-(I) AS TYPEO TABLE? rd6X,-(2) INTO COMPUTER FILE?-)

-IF(INP)OITE(5,1620).
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1 /6X,-(4)NO WRITE-OUT WANTED. (ANS 1-4)-)

PAGE 4
1620 FORMAT(6X,-(3) BOTH? 0R-

IF(INP) READ (5,260)LP
DO 1670 1=1,8
DO 1670 J=1,10

1670 WORK(I,J)=0.0
DO 1740 I=1,NF
DO 1740 JJ=1,10
DO 1740 11=1,8
WA=1ARRAY(1 ,JJ, I I )
woRK(II,JJ)=wORK(II,JJ)+wA
ITR(II,JJ)=WoRK(II,JJ)

1740 CONTINUE
CALL RLL810(X,y,woRK,YIN,SL,NBAS,IER)
NBASDF=NBAS-1
CALL vLL810(YIN,SL,X,Y,wORK,vARBAs,vARTOT,RBAS)
IF(LP.EQ.4)G0 TO 2020
IF(LP.EQ.1)G0 TO 1920
wRITE(5,1810)IDBASE

181,0 FORMAT(///1X,-CUMULATED DISTRIBUTION -*,A6, :-)
WRITE(5,1560)(NARRAY(K),K=1,NF)
WRITE (5,1840) (X(I),I=1,10)

1840 FORMAT (/1x,8x00F6.2)
wRITE(5,0860)

1860 FoRmAT(2X,-GRD(w)-)
11=9
D 1900 1J=1.8
I 11-IJ
wRITE(5,1890)Y(1),(1Tp(1, )), +-1.10)

1890 FO MAT(2X,Fc.2,2x.10W
Co TINUE
IF Lp.EQ.I) GO TO 2020

1920 ITI .ES=ITImEs+I
IF( TimEs.GT.24)1TimEs=21
CALL OFILE(ITImEs,IDBASE)
WRITE ITImEs,400)((17R(I,J),J=1,10),1=1,8)

C IF CALL AVE OPTION IS DESIRED, REMOVE * FR&1 NEXT 3.LINES

C CALL SAVE(ITIMES,ISTAT)
C IF (ISTAT.EQ.,O) WRITE (5,1933)
C 1933 FORMAT (//ix,-FILE SAVED-)

wRITE(5,1970)
1970 FORMAT( / /1X,-COMPUTER FILE ENTERED. )

2020 IF(ISTD)G0 TO 2280
1990 WRITE (5,2000)IDBASE
2000 FORMAT ( / / /IX,-COMPUTED DATA FOR TOTAL DiSTRIBuTION

A6,--)
WRITE (5,1560)(ARRAY(1),I=1,NF
WRITE (5,2080)yIN,SL,RBAS

2080 FoRmAT( /61,-EQuATION.v LOG Y =-,F9 6,- +-,F9.6,- LOG X-
I , R= ,F9.6)
WRITE (5,2110)NgAS,vARBAS $

2110 FORMAT (/6X,-BASE N =-,14,- BASE VARIANCE = -,F9.6)

, 2120 IFMNPI.ANDNOT.ISTONRITE(5,2130)
2130 ,FORMAT( / /1X,-3 -YEAR (CAREER) PROJECTION? (Y OR N)-)

IFMNP).AND.. 01.ISTDIREAD(5,560)mOR
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IF (MOR.E0.-N-) GO TO 2280

WRITE (5,2170)1DBASE
2170 FORMAT (//1X,-35-YEAR CAREER PROJECTJON OF -,A6)

WRITE (5,1560)(NARRAY(I),I=1,NF)
WRITE (5,2200.)

2200 FORMAT (/1X,- YEAR GRADE-7V)
DO 2270 1=1,35
XI=I-1
X1=XI+X(1)
PY=10.**(YIN+SL*ALOGI0(XI))
WRITE (5,2260)XI,PY

2260 FORMAT (1X,F5.2,F9.4)
2270 CONTINUE .

2280 IF (MT.EQ.-N-) GO TO 3970
DO 2960 K=1,NF
DO 2310 L=1,3

2310 P(L)=.99
NOTEST(K)=.FALSE.
DIFF(K)=

-

PATDIFAK)=-
RANGE(K)=-

-

SUMN(K)=0.0
DO 2410 J=1,10
DO 2410 1=1,8
WORK(I,J)=IARRAY(K,J,I)
SUMN(K)=SUMN(K)+WORK(I.J)

2410 CONTINUE
IF(SUMN(K).LT.3.) NOTEST(K)=.TRUE.
1F(NOTEST(K)) GO TO 2880
CALL VLL810(YIN,c1 .v.Y.woRK.VAR2,vTOT,RR)

F=VAR2/VARBAS
VARGP(K)=VAR2
NGMS=SUMN(K)-I.
CALL FTEST (NGmc,NRAcni.r,oPAT)
P(1)=PPAT
PATDIF(K)=-
IF(PPAT.GT.0.05) GO. TO 2530
PATDIF(K)=- DIFF.-

2530 CALL RLL810(X,Y,WORK,AA,BBoNSMER)
IF(IER.EQ.0) NOTEST(K)=.TRUE.
IF(IER.EQ.0) PATOIF(K)=-

-

IF(IER.EQ.0) P(I)=.99
IF (IER.EQ.0) GO TO 28.80

CALL VLL810(AA,BB,X,Y,WORK,VSG,VARS,RS)
N(K)=NSG
R(K)=RS
A(K)=AA

A.
1

B(K)=BB
VAROWN(K) =VSG.
IF(VAROwN(K).EQ.0.0) NOTEST(K)=.TRUE.
IF (NOTEST(K)) G0. TO 2880
FF=VAR2/VSG
NSGDF=NSG-I
CALL FTEST (NSGDF,NSGOF,FF,PP)

/
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P(2)=PP
IF(PP.GT.0.05) G 0 2750
DI'FF(K)=- DIFF.-
IP(YIN.GT.AA.AND.SL. %BB) DIFF(K)= -LOWER
IF(AA.GT.YIN.AND.H. .SL) DIF(K)=-HIGHER-

2750 Fo=',VARBAS/VSG'
RANGE(K)= ----
IF (FD.LE.1.) GO TD 2830
CALL FTEST(N8ASDF,NSGDF,FD,PD)
P(3)=PD
IF(Poxillik.o.o5) co TO 2880
RANGE(K)= ,SMALLER-
GO TO 2880

2830 FD=1./FD
CALL FTEST(NSGDF,N8ASDF,FO,PD)
P(3)=PD
IF(PD.GT.0.05) GO TO 2880
RANGE(K)=- GREATER-

2880 DO 2960 1=1,3
SIG(j,K)=-
F(.NOT.NOTEST(K))SIG(1,K)=-4.
F(P(I).GT.0.05) GO TO 2960
F(P(I).LE.0.05)SIG(I,K)=-<=.05
F(P(I).LE.0.01)S1G(I,K)=<=.01
F(P(I).LE..001)S1G(I,K)=-<=.001-

, F(P(1).LE..0001)SIG(1,K)=-<.0001-
.2960 CONTINUE

wRITE(5,2980)(NXX(I),I=1.35)
2980 FORMAT(//1X,35A2)

IF(INP) WRITE(5,3000)
3000 FORMAT ( /1X; WRITE OUT TEST oupsrroNs7 (Y OR N)-)

IF(INP) READ (5,560) 1wQ
IF(IwQ.EQ.-N-) GO TO 3450

3030 wRITE(5,3040)
3040 FORMAT(//1x,-SUBGROUPS WERE .TESTED FOR THE FOLLGw-

1 -1NG QUESTION(S):,//6X.,-QUESTION (1):)
WRITE(5,3070)

3070 FORMAT(/9x,-IS THE GRADE-A0vANCEm4NT CURVE OF EACH
1 -wORKFOOCE SUBGROUP-)
wRITE(5,3100)

3100 FORMAT(9>;w-SIGNIF(CANTLY DIFFERENT (HIGHER, LOWER) THAN
1 THE NORM FOR-)
wRITE(5:3130)I08ASE

3130 FORMAT(9X,-THEIR OVERALL OCCUPATIONAL GROUP (-;A6,-)2-)
3140 wRITE(5,3150)
3150 TORmAT(/6X,-QUESTION (2): )

wRITE(5,3170)
3170 FORrAT(/9X,-IS THE SPREAD. OF Su8GRO P EMPLOYEE'

1 GRADE (SKILL) LEVELS-)
wRITE(5,32(1p)o-

3200 FORMAT(9X,-ABOVE AND BELOW THIS NORMAL GRADE-ADVANCEMENT-
1 CURVE-) ar

WRITE (5,3230)IDBASE
3230 FORMAT(9X,-SIGNIFICANTLY DIFFERENT FROM °THE -,A6,- NORM ? -)

WR!TE(5,3250)
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3250 FORMAT(/6X,-QUESTION (3):-)
3260 WRITE(5,3270).
3270 FORMAT(/9X,-DOES THE OVERALL GRADE/TIME PATTERN

1 "RESULTING FROM :")
wRITE(5,3300)

3300 . FORMAT(/12X,-(A) THE.SUBGROUP GRADE-ADVANCEMENT CURVEr
1 AND-)
WRITE(5,3330)

3330 FORMAT(12X,..(8) THE SUBGROUP GRADE. (SKILL) SPREAD-)
WRITE(5,3350)IDBASE

3350 FORMAT( /9X,-SIGNIFICANTLY DIFFER FROM THAT OF THE
1 ,A6, NORM?-)
WRITE(5,3380)

3380 TORMAT( /1X,-TEST BIOERENCE4 ARE CONSIDERED STATISTICALLY-
] r SIGNIFICANT WHEN T'HE)

3400 WRITE(5,3410)
3410 FORMAT(1X,-PROBABILITY THAT THEIR DCCURRENCE COULD /A

E-1 'ATTRIBUTED JO CHANCE)
WRITE(5,3440)

PAGE 7

3440 FORMAT(1X,-IS 0.05 (1 CHANCE IN 20) OR LESSe-)
3450 WRITE(5,3460)
3460 FORMAT(//1X,-KEY:-,/4X,-" " = NO TEST (N<3)-,

1 /4X,-"----" = NOT Sic.")
wRITE(5,3490)(NoAsH.(1),I=1 411),(NoAsH(1),I=1,11)

3490 FoRmAT(//1x,11A2,1x,"summAPV OF TEST RESULTS-,1X,---,11A2)
WRITE(5,3510)

3510 FORMAT( /BX,-ADVANCEMENT CURVES GRD (SKILL) DISTRIB
1 OVERALL G/T PATTERN-)
WRITE('5,3550)(NnASH(I),I=1.9).(NDASH(1),I=1,10),(NDASH(I),
A 1=1,10)

3550 FORMAT(8X,9A2:-. '.2Y,10A2,2)0410A2)
WRITE(5,3570)

3570 FORMAT(1X,-FILE SUBGROUP P. DIFF.S SUBGROUP
1 -.SUBGROUP P.- DIFF.S-)
WRITE(5,3600)

3,600 . FORMAT(1X,-CODE CURVE 15 ATTR CHCE S?RD IS ATTR CHCE-
1 PTTRN IS ATTR CHCE-)
WRITE(5,3630)(NDASH(I),I=1,9),(NDASH(I);I=1,10),(NDASH(I),I=1,10).

3630 FORMAT(1X,------ -,9A2,-- ,2X,10A2,2X,10A2,/)
DO 3680 K=1,NF
WRITE.(5,3670) NARRAY(K),DIFF(K),SIG(2',K),
1 RANGE(KJ,S1G(3,K),P TDIF(K),SD6(1,K) .

3670 FORMAT(1X,A6,2X,A6,5X,A6,3X,A8,5X,A6,4X,A6,6X,A6)
3680 CONTINUE

WRITE (5,3700)(NDASH(I),I=1,35)
3700 FORMAT( /1X,35A2)

IF(INP) WRITE(5,3720).
3720. FORMAT (//1X,-WRITE GUT DETAILED TEST DATA? (Y OR N)-)

IF(INP) READ (5,560)IWD
IF(IWD.E0.-N-)G0 TO 3970
WRITE(5,3760)(NDASH(I),I=-1,8),IDBASE,(NDASH(I),I=1,9)

3760 FoRmAT(///1x,8A2," SUMMARY OF -,A6,- STATISTICAL DATA ,9A2)
WRITE(5,3780)

3780 FORMAT(/,27X,-GRADE/TIME EQUATION-,10X;-VARIANCE FROM:-) *
WRITE(5,3800)(NDASH(I),=1,12),(NDASH(I),I=1,8)

- 306

P. DIFF.S-



GS810 PAGE 8

3800 FORMAT(1X,.-GP.
WRITE15,3820)-

3820 FORMAT(1X,'NO. CODE POP. (A) -N7(8) (R)-

1 GP. EQ. OWN EQ.-)
WRITE(5,3850)(NDASH(1),1=1.9).(NDASH(I),111,12),(NDASHCI),I=1,8)

385 I FORM'AT(1X,9A2,5X,12A2,--",5X,--,8A2,/)
WRITE(5,3870)IDBASE,NBAS,YIN,SL,RBAS,VARBAS

3870 FORMAT(3X,A6,4X,16,F12.5,F9.5.F9.5,6X,-(NA)-,F12.5./I
DO 5950 K=1,NF 06.

IF(.NOT.NOTEST(K))WRITE(5,31,D)K,NARRAY(K),N(K),A(K),
1 B(K),R(K),VARGP(07V-A-ROWN(K)

1910 FORMAT (1X,I2,-:-,2X,A6,1X;16,F12.5,2F9.5,F12.5,F10.5)
IF(NOTEST(K)) N(K)=SUMN(K)
IF(NOTESTAK))WRITE(5,3940)K,NARRAY(K),N(K)

3940 FORMAT(1X,I2,:-,2X,A6,1X,I6)
3950 CONTINUE

WRITE(5,3700)(NDAS )0=1.35)
3970 1F(LP.EQ.1.0R.LP. 0.4.0R.LOP.EQ.2) GO TO, 4010

NSAVED=NSAVED+1
4000 -NAMFIL(NSAVED)=1DB SE

_ 4010 IF(MT.EQ.-N-) GO TO 4150
4020 WRITE(5,4030),
4030 FORMAT(//1X,-NEXT: FILE WRiTE-OUT:,//1X,-ENTER NO. OF FILE-

1 -(1-8) 0R-,/lx,"9 (NO FILE WANTED)-)
READ(5,260)NFP
IF (NFP.EQ.9) GO TO 4150
J4RITE(5,4080)N4RRAY(NFP)

14080 FORMAT(///1X,A6,- FILE:-)
WRITE(5,1840)(X(1),I=1.in)
WRIJE(5,1860)
11=9
DO 4130 IJ=1,8
1=11-IJ
WRITE(5,1890) Y(1).(TARPAY(NFP,J,I),J=1.10)

4130 CONTINUE
GO TO 4020

4150 WRITE(5,4160)(NXX(I),I=1,34)
4160 FORMAT(//1X,34A2)
4170 WRITE(5,4180)
4180 FORMAT(///,6X,-RUN COMPLETED. NEXT:-)
4190, WRITE(5,4200)
4200 FORMAT(1X,-(1) AGAIN (AUTO)? (2) AGMN(STEP BY STEP)? OR-

1
(3) QUIT. (1,2 OR 3)-)

READ(5,260)LGN
IF(LGN-2) 4240,4270,4320

4240 INP=.FALS.
IQ=.TRUE.
GO TO 220

4270 INP=.TRUE.
10=.FALSE.
IMP=.TRUE.
MT=-Y-
GO TO 220

320 IF(NSAVED.NE.0)WRITE(5,4340)NSAVEDdNAMFIL(NU),
1 NU=1,NSAVED)
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GS810

4340 FORMAT(//1X.,12,- FILES ENTERED DURING RUNIC.

1 /,-"SAVE" THOSE-TO BE KEPT:%/,(3X,A6))
STOP
END .

Sg

4.

2
a

PAGE 9



RI L810
A

SUBROUTINE RLL810(X,Y,TABLE,A,B,N,IER)
C THIS PROGRAM COMPUTES LOG(Y)=A+B(LOG)X EQUATION FOR DATA
C ENTERED IN 8(Y) BY 10(1) MATRIX.. RETURNS.A AND B IN LOG fORM.

DIMENSION X.(10),Y(8),TABLE(10,10)
IER=1

9 SUMX=0.0
SUMY=0:0
SUMXY=6.0
SUMX2=0.0
SUMN=0:0
NX=0
NCOL=0
DO 18 J=1,10
DO f5 1=1,8
IF(TABLE(1,J).NU.0.0)NCOL=NCOL+1 . k

SUMX=SUMX+ALOG10(X(J))*TA3LE(I.J)
,SUMY=SUMY+ALOG10(Y4I))*1VLE(19J) ,

SUMXY=SUMXY+(7ALOG1O(X(J)),,ALOG10(Y(1)1)*TABLE(I,A
SUMX2SUMX2+(ALOG10(X(J))*ft2.)*TA81-E(1,J)°'
SUMN=SUMN+TABLE(I.J)

15 CONTINUE
IF(NCOL.NE.0)Nx-Nw4i
NCOL=0

IA CONTINUE
IF(NX.LT.2)IER-0
IF(IER.F0.0)c.n To 70

EN=SUMN
$.1=EN*SUMX2-SUMX*SUMX
S2=EN*Sumxy curiv.r.u,
B=S2/S1
A,,SUmY/EN-('
N=TFIv(P11
GO TO 10

70 A=0.0
B=0.0
N=IFIX(cUMN)

30 RETWPN
ENO

o

PAGE 10
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now PAGE 11'

SUBROUTINE VLL810 (A,B,X,Y,TABLE,VUNE)tiP,VARTOT,R)
ITERATES' EQUATION OF FORMLOG(Y)=A+BLOG(X),FOR VALUES OF .

X(1)-X(10) AND COMPUTES THE VARIANCE DF THE 80110 10(X) TABLE/

DATA FROM THIS LINE OF REGRESSION; COMPUTES THE TOTAL VARIANCE

C OF THE TABLE DATA AND COMPUTES THE NON-LINEAR COEFFICIENT OF

C CORRELATION (=SORT(1-UNEXPLAINED VARIANCE/T0AL VARIANCE)).

DIMENSION X(10),Y(8),TABLE(10.10)
SUMN =O.O
SUNEXP=.0.0
SUMY=0.0
SMY2=0.0
DO 16 J=1,10 .4
DO 16 1=1,8
SUNEXP=SUNEXP+TABLE(I,J)*(Y(I)-10.** A+B*ALOG1,0(X(J))))**2

SUMY=SUMY+TABLE(I,J)*Y(I).
16 SUMN=SUMN+TABLE(I,J)

YBAR=SUMY/SUMN
DO 17 J=1,10
DO 17 1=1,8 .

.

17 SUMY2=S.QMY2+TABLE(I,J)*(Y(I)-YBAR)**2
VARTOT=SUMY2/(SUMN-1.)
VUNExP=SUNEXP/(SUMN-1.)
IF(vUNEXP.GE.vARTOT)R=0.0
IF(vUNExPAT.vARToT)R=SQRT(1.-vuNEXp/WARfOT)
RETURN
END

/4* -

2s5
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FTEST PAGE 12

SUBROUTINE FTEST(NGMS,N(AS,F,P)
C APPROXIMATES THE PROBABILITY OF CHANCE OCCURRENCE OF THE
C JOBSERVED VAC1JE OF F, GIVEN NGMS (= N. OF GROUP TESTED -- BY
C DEFINITION, THE GREATER MEAN SQUARES AND NBAS (= N OF THE
C BASE GROUP).
C REQUIRES SUBPROGRAM': FUNCTION ANDXP.
.0 (REFERENCE: NBS, ABRAMOWITZ 8 STEGUN,AMS 55,9TH:,26.6.15.P.947.)

V{I=NtMS-1'
i2=NBAS-1 \

+04
EXa1./3.
F3=F**(EX) 0

F23=F3**2,
B1=2./(9.*V1)
B2=2./(9.*V2)
T1=1.-82.
T2=1.-B1
TOP=F3*T1-T2
BOT=SORT(B1 +F23*82,)
X=TOP/BOT
Q=ANDXP(X)
P=1.-Q
RETURN
Ft,g)

r

(- 311. -
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"AGE 13

FONCTION:ANQXP(X).
:,'..ACCUMULATIVE NORMAL DISTRIBUTION FUNCTION. APPROXIMATES p

FROM. X (TOY-4-,OR......0000001).., (NBS-55,. P. 932)--
Xt = ABS(X)
=1./0.+.2316419*X1)

ANDXP'= 1.-.3989423*EXP(-(X1**2)/219381.5*T-.3565638*T**2.
1 +1 .781478*T**3-1 .821256*T**4+1 330274*I**5)
IF (X.LT.0.0) ANDXP = 1.-ANDXP
RETURN'
ENS.

/

C

S. I

;,../-

1



APPENDIX F-

4

5

rv

.;)
STAFFIN.G NEEDS PLANNI.NG.

SAMPLE. OuTPOTS'

:t.

V

PUTER PROGRAM:

BUREAU OF POLInES AND STANDARD'S

UNITED STATES CIVIL SERVICE COMMISSION

WASHINGTCN, C.C. 20.41,5

-
.
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Page 1
/

THE-FOLLOWING PAGES SHOW THE/tOMPUTER ANALYSIS. OF A GROUP OF CLERICAL
OCCUPATIONS IN A SAMPLE"AGENCY: THE, OCCUPATIONS INVOLVED ARE:

GS-312
G-203
GS-318

hERK-TYP1ST
CLERK-STENOGRAPHER
.PERSONNEL CLERK
SECRETARY

ti

THE ANALYSIS PLAN USED IS AS FOLLOWS: 4

STEP FILES11SED OUTPUT FILE 4
7--- ,

ANALYSIS OF BASIC.FILES AND GENERATION OF MARY FILES

1. .NF322,MF322
2 NF312,MF312

.

.3 NF203,MF203
4 NF318,MF318
5 . NF322,NF31'2,02.03.,NF318
6 MF322,MF312,MF203,MF118

'

ANALYSIS' OF SUMMARY FILES

7 --TOT322,AT312,1TOT203,TOT318
8 NFCL,MFCL

(TERMINATE FIRST RUN)

'(TERMINATE SECOND RUN)

f

-

2S

TOT122
TOT312
TOT203
TOT318
NFCL
-MFCL

SUh

1

s'

I



0 Page? ;2;:

X*XX.'XY0)00,MXXXxxxxxxXx)06(XXXXxx0xxXXxxXYXXXXX.XXXXXXXXY0W006a.
, .

wRI.TE OUT TEST QUESTIONS?, (Y OR

KEY:
_- NO- TEST (N<3)
= NOT SIG.,

10 F. 3 2 2

O

t

SUMMARY OF.TEST RESULTS

DVANCEMENT :CURVES, GIRD (.SKILL) DISTRIB OVERALL-G/T PATTERN

UBGRDUP P. DIFF.S SU9'GRC)4 P. DIFF.S SUBGROUP P4 DIFF.S
CURVE IS -ATTR CHCE SPRD IS ATTR CHCE PTTRN IS 'ATTR CHCE

WRITE OUT:DETAILED TEST DATA? (Y OR N)

GP. FILE
'NO. CQDE

SUMMARY OF T0T322 STATISTICAL DATA w-

GRADE/TIME EQUATION VARIANCE FROM:
GP.
lop. (A) 1-8) 2 (R) GP. EQ. OWN EQ.

. .
.,

TOT3.22 440 0.80397 0.04137 0.42391.

1: NF3221 209 0.80396 0.03883 0.41097,
2: MF322 231. 0.80404 0.04408 0.43393

oNEXT:,F LE NPITF-OUT=
,* /

ENTER . 1415, FILE(1-8) R

9 (NO ILE WANTED)

(-NA) 0.24109

0.23304 0
(-
.23290

0.24941 0.24894

)0000(YYYYYYvYYYYvYYYYYYYvYvv-YvvYYYOYYYYYYXYXYXYXYYYYXY)0'vYYYXX
RUN COMPLETFD. PEXT:

(1) AGAIN (AUTp)?,(2) AGAIN (STEP BY STEP)? OR (3) QUIT. (1,2 OR 3)
LT-

t
- 316 - 41,

29



Page
XXXXxxXXXXXXXXXXXxxXxxYxxxxxiYxxXXXXgX*X4XxxxXXXxxxxXxxxxxxrqx*XXXXa

KEY:
." / . NO TEST (N(3)
"----" = NOT.SIG.

4 .SUMMARY OF TEST. RESULTS

. ADVANCEMENT CURVES GRD (SKILL)'0ISTRIB OVERALL G/T PATTERN i

FILE SUBGROUP P. .DIFF.S +GROUP P. DIFF.S, SUBGROUP P. DIFF.S/'
COPE.., CURVE IS ATTR CHCE SPRD IS ATTR CHCE, PTTRN IS ATTR CHCE 1

NF312 , __-_
I

....,-

mF312
4:

---- _z__

/4 SUMMARY FITOT312 STATISTICAL DATA

/. -- GOWTIME,EQUATIGN4
. GP; FILE, GP. ---ANOW

. . .

NO.. CODE POP.' (A) (B) 1R1
,.....

0

TOT312 68 0.81057 0.06127 t.541150

1: NF312 52 0.84357 60.05050 0.46745
2: MF312 16 0.84175 0.09112 Q.66193

NEXT :. FILE WRITE-OUT:

ENTER NO. OF FILM-8) (fR
9 (NO FILE WANTED)
9

NAR-IANCE'FROM:

GP. EQ. '41IWN EQ.

(NA) Q.32299
- 4

0.31748 0.31391'
0.36316 0.31311

7(y.XYY.YXYXXXYYXXXXXXvYYYX.YvYvvvYY)0040000(YXYYvXXXXXXXXXXXXXXXXXXXXX

RUN COMPLETED. NEXT:
(1) AGAIN (AUTO)? (2) AGAIN (STEP BY STEP)? :op (3) OUIT. (1,2 OP 3)

.-1--

HOW MANY FILES DO YOU WISH TO ANALYZE? (ANS 1-8)
s2-
PLEASE ENTER CODE NAME OF EACH PILE:

.

1=

WM,

O
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,

Page 4
iXXXXY4XXXXXXxxxXxxxxxxxXXXXXXiXXXXxYXXXXXXXYXXXXXXXXXXXXXXXX

0.=. NO TEST (N <3)
--" 7 NF srG.:

SUMMARY. OF TEST RESULTS
)

ADVANCEMENT C1 4RVES GRD (SKILL)
I

DISTRIB QVERALL Gil' OthTERN
---- ' , IL .

E SUBG OUP P. DIFF.S SUBGROUP P. DIFF.S, SUBGROUP P. DIFF. .S.

DE CURVE Vs ATTR CHCE SPRC I'S ATTR CHCE PTTRN IS ATTR CHCE

c

'F203 .

T203

It

GP. FILE
NO. COD

to
a.

,

SUMMARY OF T0T203 STATISTICAL 'DATA.

. GRADE /TIME EQUATION
GP.
POP. .( A). (B) , (R)

4

JOT203 463 0.83079 0.09048 0.64413.

.
,

1: NF203 292 0.83185 0.08644 0.61105
2: MF203 471 0.82916 0.:09759 0.69686

)

ees'.

NEXT: FILE WRITE-OUT:

ENTEP NO. OF RILE(1-e) no
9 (NO FILE WANTED)
9

VARIANCE FROM:

GP. EQ. AWN EQ.

INA1 /0,138950\

0.40946 /,,,0.41047
0.35762 . 0.35151

1.

,xxxxXY\xvx)0(YYYYYYYYYxxxxvvyyyxxxxxxxxYxxxxxxxvx*Gxxxxxxxxxxxxxxxxx
RUN COMPLETED. NEXT:

(1) AGAIN.(AUTO)? (2) AGAIN (STFP BY STEP)? OR (3) QUIT:. .2 OR..3)

1
10

'1-10WI .ANY FILES DO YqU'wISH TO ANALYZE? (ANS 1-8)

2 * .:

PLEASE ENTER CODE NAME O'" EACH FILE: o
1=

.

- 318 -
.4
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xxxYvx*xxx )9(pI7 )14,m)(0(vxxXxxic.xY.xxxxxx,re xxxxxxkxxxxxYX ,c)c)(Zxxi

fi
tf-

KEY= lk

NO'TEST (N<3)
= 10.T

FILE
'-CODE

. .

ADVANCEMENT

!:,SUBGROUP
LCURVE IS

ISUMhARY.OF TEST RESULTS
l., . . Pd

CURVtS: ?IND (5KILL),DISTRIB
I

. ,
P. OI'5.S SUBGROUP ,P. DIFF.S SUBGROUP P. DIFF.S
ATTR CHCE SPRD IS AMR CHCE PTTRN IS !ATTR CHCE

L ,7

OVERALL GYTIPATTERW.

7, :

4,

SMALLER '<=.05

GP. FILE GP
NO.-LODE PO

J.

SUMMARY OF:',TOT318 STATISTICAL DATA

.,GRADE/TIME EQUATION

( A) (B) (R) GP. EQ. OWN EQ.'.
. . '

VARIANCE FROM:

T. 1318 127 0./8813 0.05653 0.36052 7(NA) 0.64457.'
A

.tS -
1 -' NF318 90 6.79043 0.06323 0.384 + 0.74782 0.72768,
2: MF318

p
318 37 0-78460 0.03547 0.29402 0:40722 036359

"es

NEXT: FILE WRITEOUT:

'ENTER,NO. OFOFILE(1-8.) OR
9 N0 FILE WANTED)
1

319 -
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.NF31,8'''' FILE:

,
0..50 1.5:0i '2.50 ;3.56

. GRo (WET.,) , ..,

9 . 7.5 . i J.? .0" 6 o 0 o 0 ' o 0

9 :25h 0 b t 0 0 0 . 1 0

8.75 0 0 6 .. 0 0 0. 0 0

8.25 0 0 io., 2 ', .0 2 1 2 .0

- 7-.50 ,, '1 0 4 2 1 it' 3 1

6.510 3 5 7 4 6: 5' 3 O.
5:. 7 5 R k, 6 1 2 1 2 3 0

?:- 5.25 0, -.. 1 0 0 0 1 '0 0

\; ,"
.

-.1
, 4 t \

NEXT: FILS WRITE-OUT:

ENTER ND., Or FILE(1-8)
9: C.NO FILE WANTED)
2 , i

4,54t 5.50 '6..50 .7.50 8:5:

0:4

. .
,11,

.1IF3'1fi. '.FTILE:
.....,

.P. . 4.50 '1.50 2.50 3.50 4.50, 5.50 6.50 ,7.50 8.50 9.5.0

GRD (11i )
1 9:*75 0 C 0. 0 ,, 0 .. 0 0 0 0

9.25 - 0 0 Q..ii 0 0\..;; 0 -0 .0 0

o CY 0 0 0 0

8.25.;.,. .0 0 0 0 .0 ', 1 0. 0 0

7.50-. 0 0 ,-1 1 ;. 1 1 0 . 0 0
.

,

. .-.50:. '`.2 I ..1 5! ,3 0 0 0

2

..0..

'2
O. 0 -":.i',0

5 0

t

0 3 1 '1 0 0
I. :75

,.!. 0/ '0 0 0 0 0

<

NEXT: F.LLE WRITE-OUT:

ENTER NO. OF FILEI(1-8) OR
9 (NO WANTECY

XXXXYX"YX)CIYY*VYVXYYVYVYXXXX" YVXYk**VYYreXr'YXXXXXXYXXYYXYY "XYYYX

s



1

\ ;* ' ,'
i 'Page 7

XXXXM:YYXXXXXYXXXXXXXYX)0000;")600(XXXS1MYXXXXXXXXXYYYXXOXYXYXXXXXXX

kEY1,
.4_7-- NO TEST (N <3')

. = NOT S L,G .

! ,

SUMMARY: OF TEST RESULTS

.ADVANCEMENT CURVES -(R O, (SiaLL) DISTRIB OViRALL G/T. PATTERN

FILE SUBGROUP. P. DFF.S' SUBGROUP. P. DIFF.S SUBGROUP P. DIFF.S
`CODE CURVE IS ATTR CHCE SPRD IS ATTR CHCE PTTRN IS ATTR CHCE

NF322 LOWER -=.00) SMALLER <.0r0)
, NF3I2 ---1,-.-, ---'----. , SMALLER <=.01

0,203 HIGHER <=,,C0 SMALLtk <=.01
'Nol 9 --" GREATER <=.05 (JIFF.

r °

8$UMMARi4 OF NFCL STATISTICAL DATA

k- GRADE/TIME eQUATION.
CIP. FILE. GP.

-~cpuE POP. (A) (6) (R)
r

'NEC!: 643 0.817,1,4
_.

0.07C52 0.55855

I: NF322 209 0.803*96 0.03'83 0.41097-
2: NF317 S2 D.84357 0.05050 0.46745'
3:' NF203 292 0.83145 0.08644 0.61305
4: NF318 90 0.79043
,

0.06323 0.38304

NEXT: FILE W27TF -O(fl

ENTEQ NO. OF FILF(1-A) nR
9 (NO FILF WANTEP)
9

VARIANCE FROM

GP. E0. OWN E.

(NA) '0'.54952

0.4 37661 0.23290
0.41496 X0.313/1
0.562161 0.41047

- 0.97009 0.72768

4 ....

XXXXvY`XXXYXXVXXXYYYYXYXvYvxXXXvYXXvr*YYY XYX\eXXXXXXXXXXXXXvYvXXXXX
RUN COMPLETED. 14XT: .

.

(1) AGAIN (AUTO)? (2) "AGAIN (STEP 8Y STEP)? OR (3Y QUIT. '(I,2 OR 3)
I )1,e

It
- 321 -
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Li

.7/

:11

XXXXYXXXXXXXXXXXXXXX

page, 8

X Xi*YXXX'XXXXXXXXXXXXXXXXXXXXXX0XXX

"= NO TEST, (N<3)
NOT SIG.

-

L

SUMMARY OF TEST' RESULTS
r-.,

ADVANCEMENT CURVES GRD (SKILL) DJSTRI:Ei OVERALL G/T'PATTERN-
,

FILE SUBGROUP P. DPF.S SUBtROUP
,CODE CURVE 1S ATTR CHCE SPRD /S

MR322 LiERN

mF203 HIGHER
F318 LOWER

<=.05: SMALLER

<=.61 SMALLER

.R. DIFF.S S.WBGROUR P. OIFF.S
ATTR CHCE PTTRN IS ATTR CHCE

<.pobi

GP. FILE
NO. CODE

SUMMARY OF 5TAJI5TI4L.0ATA

GP.
POP.

GRADE/TIME EQUATION

(A) (B) (R)

- ,

VARIANC&FROM f

. t-r
GP. EQ. OWN :t0.

MFCL 455 \0.81271 0.68215 0.62041 (NA)

231 0.80404 0.04408 0:43393 .32841
16 0.8417; P.09112 0.6t193 d.64348

171 , 0.82916 0.09759 0.69686 0.56163
37 n.7}10 0.03547 0.29402 1.05683

fso

1: MF3.22
2: MF312
3: MF203

. 4: MF316

NEXT: FILF4,NDITFnHt!

ENTER NO. nF FILE('
9 (NO Fill' fv

9

0.48,1/4

.0..24894

0Y31311'
.3551.

0.3:6359

yyyyvvxylixyxvyvyyvyvvvyy-v0/vvyyyvyr,fyyvxvyyyyyyyyx.yyyxyyyyyysix
. .

RUN COMPLETV. NEXT:
(1) AGAIN (AUTO)? (2) AnAIN (cTF' RY .I.EP)2, OR (3) QUIT. (1,2 OR 3)

.0

3

*'44/1'511'

S

322



pumukTrworsfuttuTION SUM
sum,pFl T0T322; TOT3t2

4/1
TOT203

1.50' ?.50. 3.50 A.50! 5.50W. 9.50

0 0 ''.0 o .o. .o. 0

-9.2.5 ,..o. , :D 0 '' Z i 7 7 - 3
.18:,75 0 0' , 1 4' P.' Z !..7

'8-.25 0
. :1 3 .9 13 24 53 ),, 21_ 6 5 3:

7.507 11 42 51 , .40 48 48 , . 2t.,
'6

6
:6:50 , 119 jzs .109 '19 27 23 J7

, \.? 2 4-

5.75 '. 82 '30 10 ' 2 1'1 :,0 0:-

5-25 10
,f8

0 :, 0 0' i .'() 10 '-' -. '.0

1 li°

.. ,

xxxxvyy*x.Xyxyxxxxxxxxxoyyxxx-xxxikxvxyxx*-x-xxyx.9.100( xyi-xxxxx

KEY:
" = NCIEST (N<3)
"----" NOT SIG.

SUMMARY OF TEST RESULTS

ADVANCEMENT
t

CURVES GIN) (SKII.L) OISTRIB OVERALL',G/T.PATTERN

FILE SUBGROUP P. OIFF.S 'SUBGROUP P. OIFF,S 11.BGROUP P. OIFF.S'
CODE 'CURVE Is ATTR CHCE SPRO IS ATTR CHCE PTTRN IS ATTR CHCE

,101322
TbT312

LOWER
OUT.

<.0001,
<=.05

SMALLER
. SMALLER"'

<.or01
<=.01

1-01.24 HIIGHER <.0001 .SMALk.ZR <=.001
TOT318 LOWER <=.0I GRETER <=.05

1,-.

..:)

OUT' OETAILPD TESTiDATA? (Y OR N)
Y

)SummARY OF SUM STATISTICAL OATA

17
Alg GRADE /TIME EQUATION

GP. FILE GP.
NO. ; C'OOP' POP. (A) `..\ ,A8) )

109R 0.81516 0.07P71 0. 5'

1: - 101322 440 0.80391 .0.04137 0.42391
2: TOT31V 68 0.84457 0.06127 0.54180
3: TOT2p3 463 0.83079 0.09048 0.6+,413
41"- TOT318. 127 0.7P81,3 n.65653 0.3052

-323 -

OIFF. .<'.0601
V

op
VARIANCE FROM:

GP. EQ. OWN EQ.

(NA) 0.52173

0.34990 *0.24109
0.526'64 0:32299
0.56108 0,38950
0.98Q95 0.64457

-

L.



CUMULATED DISTIBUT 1 Oil SUM; ':
SUM70Fr TOT 22 TOT318

. -4- ' 44 '.
-. .

,
, ,0.50 1,50 2.50,, 3.50 4.50 5.50 6.50 740, 8.50'. '. L 50 ,,,.

GRD(wT)/ . 4-I '. :- ; P" ...v.,14.;,

, 9.75'7./ o 0 0 0, o o o ,. .-, 6 .. ,'''''' Iii4r '6''

Ir.7.',..,-....Y.9.2S/ . o 0 0 0 0
,

1 ! 0' 1;'

.8.75 0 0 "/ a. 0 0 o ..* o *,. 0 1 '""
8.25 0 . 01 2 0 2 i, , 3- .-;-' 0. 0, '0.

7.50..- 15 12 12 ,13:,' . 6 17 10 . i ,
1 3,::

'6. 50 78 94 76 ,.1 I. ; 21 , 19 1,6 i .

5.75 78 28 i o , 2 1 5 . 4 L
5,. 25 , 7 2 0 . o 0 1 0 )

0 ,

XXXY YXXYXYXXXXXXX

/ )
KO: .. : ..

(;: '11 " 1- NO TEST (N<3(N<3)'
"7,---" = NOT SIG.

0.,

XXXYYXXYvYpXYXY)(YrrYvXXXUXXXX)IYXYXXX\'XXXXpXX4,

FILE
CO6E

TOTT;2
TOT318

-.tzar

tr"
'SWIMARY OF TEST RESULTS

.

. . .

ADVANCEMENT CURVES GPD (SKILL) DISTPIB OVERA7WG/T PATTPRN
.

. ,

SUBGROUP. P. CIFF.S SUBGROUP SUBGROUP,, P. OrFF.S:1'4,

CURVE IS ATTPCHCE SPRD'IS ..ATTR,CHCE PTTRri AJTR
4

. GP. FILE
NO: COLE

IN
surki.ARy OF SUM .STATISTICAL DAT:A ,-4:-1-,.

.. .1. ' &

... '.:11t,". . .

GRADE/ TTI':'E EOUAT IIA . ,' ViiRi.A4Ct FR,lari: "01,

.

I
(A) \ (e) < (0) 0t.).7:;E.0..,..c.:.6,WN EQ. .

c
.

S'MACLER
GPEATER

-.0-

pvi .i... - -4- 42..

: , 7:41. .: :

tI FF .', :.. :5:.,; . 0 0.0.1: ,

'' '''....,,,,,. , ,,,,
<= 001
<..0001

GP.
-PCP.

SUM sA7 0.80775 0.04077 0.1909
t ,

1: .10132.2 440 0.80391 0.04137 0.47391
2: 101318 177 0.7P813. ,0.05453 0.(3052

NEXT: FILE_WRITF-OUT:c

ENTER NO. OF FILE(1-8)
-9^ (NO FILE WANTED)

-.324 -

t

(N
I

19

0.74270 10.2 109
0(A320 1t1>d6 4.57

' *



T.0 T372 r I E:

0..50 1.50 2.50 3.50 4.50 - .5E) 41.50 7;, ,

GR , ,...... ...
' 9' 0 0 0 0 ' \0. 0 . 0',

9..25' 0 0 0 0 0, *; '0 0 .8.75 ,.
0 0 "0 0 -,0 0

,

8.25 0 . 0 0 o 0 i
--

0 0,
7.50 14 12 8. 10 612 ,i., . 0 0
6.50 73 48 86 $ l'O 11 ! 10 1 , 2 .1
5.75, 74 20 4- 0 0 0; ; 0 1 0,
5.25 ,4 . 3 0 0 0 '0, - 0

frge

Igr

NE T :, FILE WRITE-OUT:

ENTER NO. 0 FILE(1-8) OR
9 (NO FILE ANTED)
2

TOT318 FILE:

'
0.50 1.50 2.50

GRD(WT)
9.'75 CY 0 0

9.25 / 0 0 0
8,75 0 0 0
8..25 0 0' 2

7.50 1 0 4

' 6.50 5 6 10

' 5.75 4 8 6

5.?5 3 1. 0

NEXT: FILE WRITE-0 T:
r

ENTER NO. OF FILE(1 8) OR
9 IND FILE WANTED).
9

3.50 4.50 5.50 `.6.50 7.50

0 * 0 0, 0. 0.
0 0 0 1 0
0 0 0 0 0
0 2 1 3 0
3 2 5 4 1

5 11 8 6 . 0
2 1 5 4 1

0 0,. I 0

en:

a

.a

2.

. YYYXYY-XY4(XXYYYre YXxX \11)/YvYrevYXvYYYYY0Onipi XYYYXXXXvXYXXXXX

-

RUN COMPLETED. N XT: .

ia

r
(1) AGAIN (AUTO)? (2) colyiN (STin BY STFP)2 OR (3) UIT.. (1.2 OR 3).
1

HOW !*IANY FILES no YOu WISH Tr) At, AL YZE7 (ANS 1-8)
2

PLEASE ENTER CCW NAME Cr EACH FRE: -

1-
.NFCL

;.

. 2=
t4FCL,
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CUMULATED. DI SIR IBUT ION SUM
.SUM ,OP: NFCl. MFCL.,

0 50 1.50 2 50 3.50
GRID ( WT ) , k .

9.75 . 0 0 0 0
, 9.25 0 '0 I

'' 8..75 0 0 g 0 1

ft

8.25 i 1 3 * 9 13

7.50 11 42 51 40
6.50 119. 128 109. 19
5.75. 82 % 30 10 2

5'.25 10 ( 3 0 ,0

..../ .

4.50 5.'50 6.50 7.50 '8.50
.

.0.' Q . 0 ') 0 0
2 . 7 7 1 ).3
4 4 8 2 4

24 53 2,1 6 5

.. 48 4P 28 4 6

27 23` 17 2 2

1 '5 4.. 1 3

.0' 1 0 0 0.

Page 12

9.50

0
3

.. 7
3 ;

... 6
4.

0
0--

XXXXxXvXXXXXXXXXXXXXXXXXXXYXXYvXYYXX XXvXYXXXvYYXXXXXvvXXXXXXv-XXYvYXXX

KEY:
" " NO TEST (N<3)
"----" = NOT SIG_ °

J

SUMMAPY" OF TEST RAULTS

ADVANCEMENT CURVES GR D SK ILL STR LB OVERALL G/T PATTERN'

j FILE SUBGROUP P. DI rF.S SUBGROUP P. DIFI.S SUBGROUP P. DiFF.S
COU CURVE I S 'ATTR CHCE SPRD IS 'ATTR CHCE PURN IS ATTR. CHCE

-NFCL
MFCL

GP. FILE GP.
NO. CODE ,POP.

SUM $ 1098 0.8151. 0.07871 0.58872 (NA) 0.52173

1: IPTFCL $ 610 0.817b4 0.07c,52 0.5585 0.55048 0.54957
2: MFCL 455 . 0.81271 0,0P215 0.62041 n.4822 ,2 0.48114

e

SUMMARY OF S
4-

UM STATISTICAL DATA

GRADE/LIME EQUATION

(A) (B) (R) GP. EQ. OWN EQ.

VARIANCE FROM:

'NEXT: FILE WRITE-OUT:

,ENTER NO. OF FILE(1-8) na
9 (NO FILE WANTED)
9

326 -
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HIREST TECHNICAL ANALYSIS

.r

"HIREST" combines several. different .types ofiftechniques to achieve, its

purpose - the'estimating of group losses and hires over amulti=yearr
. .

period.
q

_ye",

"Rs

The firsAtection is concerned with the estimation of 1061/probabilities

for the employees whose data are contained in the file input1.4 the Start

of the prpgram. The methods used for this purpose are as follows:

1. Subroutine "LOSS" computes the probabi ity ofloss due
.

to causes other than death, disability or retirement by

means of the group L-P equation.

The "L-Pfle u ion referred to is thellog-probability turnover curve

equation the group being analyzed. For a detailed explanatio such

equations,s6 the Technical Analysis fot program LOGPRO. As indicated--

there, L-P equations are of the form

q(Y) = A + B(LOG X)

v4)

LOSS determines from thI input A and'B values the probability of retention

from point T
1

to T
2
by computing the value of the equation fo oints

X = Tl and X= T2 , and dividing the value at T2 by the val

Subtracting this quotient from 1 gives the net L-P loss probab3, ity for

-the individualkr,the Ta -.to - T2 time period.

.2. Subroutine DEATH determines, by Reference to the employee's

.
sex and age, the probability ofdeathduring the year

involved.

-331- 363
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'-*N.Talues for 'this subprogram ar taken from mortality tables of the USCSC

. .. .?:

.

Chief Actuary. .4 semi -lo lot of table values indidates that when the

1
s If ,-

vb t
tabled probabilitied are converted to logarithms tloir Values are

4

approximately 'linear fun6tions of employee Age. Accordingly a-linear curve

,

of form
,,--

ti

logY =A +BX

was fitted to the tabled data and the resulting equation is used in the

6

subroutine in place of a more cumbersome,look-up table program:

3. Sdbroutine SAE comput the probability of lc* due to

disability by means similar to those'tseqd in DEATIllabqve.

In tese two applcationa, the-equation its are reliable to two decimal

/-7-\-- ,
10

. . q

-places, which is sufficient preclsion o use in small-to-moderate-Size
m

employee groups expected for HIREST.

4, Subroutine RETIRE determines the probability of

\retirement loss.
.0*

In this,subroutine, the normally more. cumbersome look-up table technique

is used because"of the need for testing for several cat gories of re--

tirement eligibility.
a

-.Theloss rates shown are directly applicable only toFegularemployees

e

of the U:S:_Civil Service: Use of HIREST.on other populations will

.0
require development of a new or revised REftRE subprOgraia giving rates

appropriate for such other jurisdictions'or retirdiaele systems.

- 332
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5.y The sum of the loss probabilities is subtracted from 1 to

obtain the employee's, retention probability for the time
C.

peiiod spdtifted.

Thete'is one exception to step 5: in the base period, the period from

the 'as -of date of the emplclee file to the start of the first fiscal year

f

of the projection peri he annual rates derived in steps 20-4 are first

4
Multiplied by BASE, 4 length of the base period in years.

In this we are adopting 1phe standard actuarial assumption that such
4

annual probabilities are apProximately.linear functions ofd the time o

<xposure. Thus, for example, if the one -year probability of a,pnrtic ar'
/

kind of Ions for a person of given age and sex is .012, we assume

the probability of such loss over, say, only a five-month base peri. d is'

5/12ths of theNinnual rate or .005.

Such linear interpolation is not needed for.ntep 1 because the L-P eqiiation

technique computes the,probability for the exact base period. Such inter-
:-

.';24ation is also not needed in the projection peiiod because the time
1

intervals involved are all full years.

'if
sectionThe second major ection of HIREST. is concerned_ with estimating the

numbers and types of employees to be added to the starting workforce

during each year of the projection period and estimating rosses among these

.new.hires'during the pfOjection period. .

. , .. r

s prOcess is essentially once of iterations.. Given the number of ^his
i

°

employees in file at the start of the bage period (i.e. the as -of date,.
,

8

of the employee data file), HIREST firSt estmates the number of such./

"W333 -. 5 :Jr7..
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*is A
emplOyees who can expect to.be lost during the base period and then subtracts.

.

the remaining employees front the total employment figure'specified for

the start of the projection period to obtain the number of add/tonal'

empldees whoswi 1 have to be on board.

otal
Thi nuns ltw of additional employees needed on board by the end of thq base

period, however4s not quite the, total number of new employees that need,..
4

to be hired during the base per This is becauselome of the people

that will need to be hired during the base period can be expected to leave,

before.,end of the base period.

For. example, suppose the base period is one year long. Assuming that

new hiring evenly distributed over that year the new hires still on

board at the end of the base period will have an average length of service

of 0.5 year. Suppose further that the gyoup,L-Pequation shows that only

90% of new hires into the group are stillfleft at the end of 0.5 years

from date of hire. Obviously, then, if we need,to have 9 new employees

on board at the end of the base period, our total base period. hiring will

have to be 10, not 9.

Thus HIREST first estimates the number of additional employees needed on

board at the end-of the periodsand then, using a,retention rate.equivalent to

half the base period. estimates the number of new hires needed. For that

fraction of total accessions who are expected to be new hires, the

retention.rate is computedfrom the gr,up L-P equation. For that

fraction who are expected to be accessions to the group from elsewhere in

the Service, the retention rate is one-half the average group rate for

the period involved.

s.
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v

With the number of additional,end-of,-year emploreeseft.from (a 'new hires and

(b) accessions estimated, HIREST then estimates losses in these two groups

during each subsequentperiodol the projection. The "new' hi

employee retention ever subsequent years is estimated from the L-P

c9rve (for 0.5 to 1.5 years, 1.5 to'2.5 years, etc.). Retention for
4V ,04)

"accessions' employees is assumed be the me as for the retained

original group population as awhole.
41,

This process is then repeated co.escimate the number of new employees

needed for each subsequent year ut the projections.4.

Several additIonal poluts should be wade concerning specific features of

HIREST and the methodological assumptions that it reflects.

First, Hikt:ST asks for hipuL ut the ptopurcion of total accessions who

will be outside hires and Ubc.b this figure for all projection years without

change because it is our experience that the proportion of outsider hires
4

to other accessions' In must occupations is the result of continuidt staffing

policy and praccice,.and as vch, tends to hold constant.over't*

regardless of changes in total employment trend.

Second, as indicated earlier, H1REST assumes that loss rates among new

accessions froth elsewhere in the service will be on a par, for practical

purposes, with the loss rate among continuing employees. In,some cases,

there may be some difference.in total rate to be nofed, depending on the

sources from Which in-service accessions are drawn, or in_the relative

p.

distribution of losses by type (proportion of retirements, etc.). In

most cases, we would expect these differences to be minor except (a)

-335-
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... V '1i4.

where the workforce Contais/a strongly disproportionate share

.

. .

,

,
.

.
.

.

...,-

.

.

..itof retirement eligAles or (b) where the rOportioti of ,total accessions

who are new hi r is. unusually low.., In such cases, the absolute le41

of lossesestimat d can
4.

be/expecteoeto vary.p samewhat from actual experience.c; an
J

..

'V

The relative effects of changing projection parameters, halever, can be'

("..expected to e reliable .(turnover goes up when emplOyment rises, etb.)

Aird, the RIF subseCti

estimation which does n

employs a simplified method of RIF-effect

differentially reduce the population iw"Last-

Hired First -Out't order, since RIF,situations frequently vary in this g

respect. As a result, the loSs rates estimaXed by HIREST may not show"

as much of a drop in the first period(s) following a major RIF as may

actually be likely to occhr, in most cases, this erence is unlikely

be very large. colrection for this special/ase, however, would IL

require additional program features and complexities which are beyond the

scope of,a basic-type program.

And finally, HIREST projections show only th projected "expected

A;L
. .

values" - i.e., HIREST does not compute the pr able range of reliability

of, expected values, as does the LOGPRO program. This is because

HIREST is a hybrid program using both probabilistic methods (t-P

technique) and deterministic techniques (the aUarial-table subroutines).

Since the probable error range of the actuarial components is not known,

the probable erfor of the resulting overall projections cannot be

readily determined.

39S
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f

HIREST INSTR: P(1) prr--"(3)
*= COMPUTER(, WRITTEN . cr

"HIREST" IS A FORTRAN IV PROGRAM,FOR ESTIMATING LO.S tATES AND
7

HIRING NEEDS IN A SPECIFIC WORKGROUP OVER A 1-5 YEAR PERIOD.
IT. REQUIRES AN, INPUT FILE OF DATAONAACH GROUP EMPLOYEE (DOB,
E0D,SEX,.SCD) AND 'ENTRY OF TOE NUM KR OF EMPLOYEES IN THE

LEILE,-(2) THE GROUP LOG-PROBABILITY .LOSS EQUATION, (3)
EXPECTED. GROUP POPULATION DURING EACH YEAR QPITHE PROJECTION
'PERIOD, AND (4)-THE PROPORTION.CIF TOTAL GROUP ACCESSIONS WHO
ARE EXPECTED TO BE NEW HIRfS.

REQUIRED SUBPROGRAMS ARE DATE, LOSS, DEATH, DISAB, RETIRE AND
ANDXP. .4

EXECUTION COMMANDS;
.

COMMANDS FOR (A) TRANSLAT,ING THE MAIN PROGRAM AND /REQUIRED
SUBPROGRAMS INTO MACOINEICANGUAGE (I.E., THE "COMPILATION"
PHASE) AND (B) LOADING THE'COMPILED,PROGRAM AND SUBPROGRAMS

--INTO THE CENTRAL PROCESSING. REA AND STARTICG THE RUN (I.E.,
THE "LOADING AND EXECUTION" PHASE) VARY ACCORDING TO THE
COMPUTER SYSTEM BEING USED.

11E "HIREST" RUN BEGINS,:

* ENTER 5.SPACE NAME Nr
* EMPLOYeE DATA FILE

THE OPERATOR RESPuNI,s Lit EhicKiNt, LODE NAME OF THE GROUP.
EMPLOYEE DATA FILE (E G. SAMPLE uAtA FILE MP801 OR mp322).
(NOTE THAT ALL DATA ENTRIES ARE rOLLOwED BY A CARRIAGE-.
RETURN.)

eMP801
ORr
mP322

NEXT ipt LU0POILk

* ENIER NO. ur
* IN (MP801) FILE .

LOW
wITKA CR.
ENTER THE NOMEIER IN INIE(ALH tokm (Nu UtcIMAL POINI) AND

NEXT THE COMPUTER ASKS:

* ENTER (MP801) ASUF (1.L.,
* CURRENT) DATE IN MO., YR. (t.U.U5,/5)

ENTER THE DATE OF THE FILE CAUED PREVIOUSLY. USE INTEGER FORMAT:
E.G., MAY 1975 = "05,75"..

(NOTE THAT ALL DATES IN THIS PRCGRAr AND ITS FILES ARE EXPRESSED IN
THIS 14)4/. INDIVIDUAL DAYS ARE IGNORED.)

- X39 -



0.'= COMPUTER WRITTEN

r
NEXT:

* ENTER A, 13 OF (MP801) L-13 EQUATION

HIREST INSTR: P(2) Or(310

L-

THIS REFERS TO THE GROUP LOG-PROBABILIT LOSS EQUATION (SEE DOCU-
MENTATION FrCR-tOMPUTER PROGRAM "LOGPRO" SUCH EQUATIONS ARE OF
THE FC1M F01)=A+B(LOG X). IT IS THE A AND B COEFF,ICIENTS WHICH
,ARE NE DED HERE. DO NOT FORGET TO'ENTER THE NEG1'IVE SIGN FOR
TWE B-VALUE. SHOW DECIMAL POINTS. E.G.: II 0

NEXT THE COMPUTER ASKS:

* ENTER NO. OF FISCAL YEARS
* PROJECTION WANTED (1-5)

ENTER THE NUMBER DESIRED IN INTEGER FORM; E.G.,
5

NEXT THE,COMPUTER ASK FOR INPUT OF THE ',DATA ITEtt NEEDED TO MAKE
IThE DESIRED pROJECTIO

* ENTER po., YEAR OF ISTART
* OF. FIRST FISCAL YEAR .(E.G'.0,76)

SELF EXP)6NATORY. 00,i0AR 19441= "10,76".

ENTER (MP801) PORULATION1
*'AT START OF,FY (11976):

ENTER POPULATION DATA IN INTEGE12,FaMAT. THE COMPUTER CONTINUES:

* ENTER (MP801) POPULATION
e4AT END OF FISCAL igAR

* 1974

ENTER DATA INDICATED. COMPUTER CONTINUES TO REQUEST END-OF-YEAR
POPU,LATIO FOR EACH OF THE YEARS OF THE PROJECTION.

NEXT THE eOMPU ER ASKS:

* ENTER FRACTION OF (MP801) TOTAL .

* ACCESSIONS WHO ARE.NEW HIRES (E.G., 0.25)

ENTER THE INDICATED DATA, BEING SURE TO SHOW THE NECESSARY DECIMAL
POINT.

FROM THIS POINT ON THE PROGRAM RUNS AUTOMATICALLY , PERFORMING
THE NECESSARY COMPUTATIONS AND PRINTING OUT THE RESdLTS IN
TABULAR FORM. THE CQMPUTER THEN ASKS:

id r 340 -
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* =.COMPUTER

of RBI, AGAJN2 (1\

HIREST JNSTR: P(3) OF (3)

IF NO FURTHER RUN IS NEEDED, ENTER "NTM. IF A Y. 1$ ENTERED, HE

COMPUTER THEN ASKSt \

* (1) .F,ROM TOPe OR (2) WITH,NEW P.T DATA
* (j OR 2)

IF *ramIS ENTEREWTHE PROGRAM RECYCLES TO THE FIRST STEP. IF*
IS ENTERED THE RECYCLE IS-TO THE QUESTI N:

* ENTER NO..OF FISCAL YEARS
* PROJECTION WANTED (1-5)

a

-341=
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C

C PROPORTION OF TOTAL ACCESSKINS'WHO ARE .N .HIRES.
PROJECTS LOSSES DUE TO.L-P. CURVE, DEATH:.!:DJABILITY,
AND' RETIREMENTS; iSTthATES RI,F.LOSESI..E.WMAAS

C- NEW HIRES AND ACCE$S,tONS,. It0014E.W,S,UBROUTINES'
.DATE4/LOSS',.41EATH;I-DIO.WRETIRE, ANDXP. (3/75)
DifIENSION-POP(7,j4),MPREe*200,13),SUML(6),SUMD(6), 4

1 SUmDI(6),SUMR(6k,SUMSEP(0,H11(6);HIR(6),
2 ACC(6),SUMH(6),PCT(6,6),R(6),RIF(6),IYR(5) .

40 \.WRITE(5,50)
50 FORMAT(//,1X,-ENTER 5- SPACE NAME OF ,/,

1 IX,-,EMPLOYEE DATA FILE,/)
READ-(5,80)NFILE .

() FORMAT (A5)
CALL IFILE(20,NfILL)
WWITE(5,110)NFILE

110 'FORMAT(//,1X,-ENTEk NU. Ut tOPLUYLtJ .

1 IX,-IN -,A5,- FILE -, //)
4\ REA0(5.r40)NEMP
140 FORMAT(Ik)

WRITE(5,170)NFIIE
/170 FORMAT(//,IX.-ENTLk AS Uf ll...-,/.

1 1X,-CURRENI) DATL IN m0., YR. (E.G.,05,2'.))-,/)
READ(5,*)MM,MYR
WRITE(5,210)NFII E

210 FORMAT(//,1X,-ENTER 4 ur ..A;; I m tUoAlION'./)
READ(51t)A,8
DO 245.101 ,NEmP

' READ(20:240)(HPREL(1. )). 1-1.13)
2.40 FORMAT(13I1)
245 f CONTINUE

WRITE(5,260)NF1Lt
'.260 FORMAT(//,IX,-FILt HIAU. NE.Xf=,//) \ .

270 WRITE(5,280)
280 FORMAT(JX,-ENTER No. Of ffscAl

1 1X,-PROJECTION WANTEV (1-5);-,/)
REAO(5,310)NYPRO
FORMAT(II)
NT=NYPRO+1
NPOP=NYPRO+2
WRITE(5,340)

340 FORMAT(/,IX,-ENTER nu., i02,1i Of STAHL')
WRITE(5,350)

350 'FORMAT(1X,-OF FIRST FISCAL YLAR (E.G., 10,76)-,/)
360 READ(5,*)MO,NYR

IYR(I)=1901+NYR
IF(NYPRO.EQ.1) GO TO 43u
DO 420 I=2,NYPRO
J=I-1
IYR(I)=IIR(J)+1

420 CONTINUE
430 DO 460 I=1,7

HIREST MAGE 1

MAIN PROGRAM HI. EST. INPUT9.FILE,OF PLOYEE DATA
(DOB,E0D,SEX,SC (D)."REQUIRES tNTRY,OF ROUP L-0-.: -

EQUATION, FUTURE EMPLOYMENT LEVEL5 (I- YEARS), AND

310

- 345 -
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HIREST - PAGE 2
DO 460 J=1,14
POP(I,J)=0.0

460 CONTINUE
Ne(1,14)=NEMP,
POP(1,13)=NEMP
CALL DATE(MO,NYR,MM,MYR,84SE)

480 WRITE(5,490)NFILE,1YR(1)
490. FORMAT(A/,1X,-ENTER POPULATION-a,

1 1X,-AT START OF FY
READ(5,520}NST

5/0 FORMAT(I4)
POP(2,14)=NST
WRITE(5,550)NFILE

550 FORMAT(//.1?(,-ENTER -,A5,- POPULATION-a,
1 1X,-AT END OF FISCAL. YEAR-)
DD 630 I=1,NYPRO
J=It2
WRITE(5,600)IYR(I)

600 FORMAT(/,1X,I4. ,/)
READ(5,620)NEND

620 FOOMAT(I4)
630 POP(J,14)=NEND
'640 WRITE(5,650)NFILE
,650 FORMAT(//,1X,-ENTER FRACTION OF -,A5, TOTAL-a, '

1, 1X,-ACCESSIONS WHO ARE NEW HIRES (E.0.25):-,/)
READ(5,680)PCTNU

680 FDRMAT(F5.3)
D0.760 f=1,6

RIF(1)=o o
sumo(1)=o.0

umor(I)=o.o
umscI)=o.o
SUMSEP(I)=0.o

760 CONTINUE
DO 780 I=I.6

780 HL(I)=0.0
DO 1170 I=1,NEmP
MD08=10*mPREC(1.1)+MPREC(I.'2)
UDOB=10*mPREG(I,3).rmPREC(1,4)
\CALL DATE(MO,N,YR,m008,ND08.AGF)
MTIM=10*mPRECe1.5)+PPREc(1.6)
NTIM=10*mPREC(I,7).rmPREC(1.8)
'CALL DATE(Mm.mYR.nT1m.NTIM.T1)
CALL DATE(MO,NYP,MTIM,NTIM,T2)
MSCD=10*MPREC(I.10)+mPREC(1,11)
NSCD=10*MPREC(I,12)+MPREC(I,13)
CALL.DATE(MO,NYP.MSCO.NSc0.SERV)
SEX=MPREC(I,9)
DO 1170 J=1,NT
CALL LOSS(A,B,T1.T2,PL)
CALL DEATH(AGE,SEX,PD)
CALL DISAB(4GE,S,EX,PDI)
CALL RETIRE(AGE,SEX,SERV )

IF((BASE.E0.0.0)a0RAJ.NE.1)) GD TO 1000
- 346 -
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:.mlitgst PAGE 3
PO#PC11BASE
PDI=POI*BASE
PR=PIMASE-

1000 TOT=PL+PD4OI+PR
i. IF(TOTAT..1.) TOi =1.

j0J)=1.-40T
/ IF(4.E0.1).G0J0 1060

K=J-1 .

'11(J)=RIMIR(K)
. AK=R(K).

1.060. L=3+1
IF(J.Egal.)RK=1.
POP(L,T7)=POP(L.13)+R(J)
SUML(J)=SUML(J)+PL*RK
SUMO(J)=SUMD(j)+PO*RK
SUMDI(J)=SUMD1(J)+PDI*RK
IF(TOT.E0.1.)PR=1.1.(PL+PD+PI)
SVMR(J)=SUMR(J)+PR*RK
TI=T2
T2=T1+1
.AGE=AGE+1.
SERV=SERV+I.

1170 CONTINUE.
BMULT=1,./ANDXP(A+B*ALOG.10(BASE/2.))
BINP=POP(2,14/7-P*-2,13)
IF( BINP)1260,1210,1210

10 HIR(1)= BINP *PCTNU *BMULT .

ACC(I)=BINP*((1.+POP(2,13)/POP(1,13))/2.)*(4.-PCTNU
POP(2,1)=BINPITCTNU
POP(2.2)=BINP-POPA2,1)
HL(1)=(HIR(1)-POP(2,1))+(ACC(1)-POP(2,2))
GO TO 1270

1260 RIF(t)=ABS(BINP) 44.

DO 1263 LO=2,NPOP
POP(L0,13)=POP(L0.13)-RIF(1)#

1263 CONTINUE
SUML(1)=SUML(1)+RIE(1)

1270 '''. TI=BASE
J=3
DO 370 I=i.NPOP
T2- 1+1.

?
C L LOSSLA:B.U,T7.P1)
K-I-1
L=J-2
PL=1.-PL
POP(I,J)=POP(K,L)*PL
T1=T2
J=J+2

1370 CONTINUE
J=4
;DO 1450 I=3,NPOP-
'7K=I31
L=J-2 .

RATE=POP(J,13)/110P(K,13)
POP(I,J)=POP(K,L)*RATE
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J=J+2
1450 CONTINUE

BmuLT=1./ANDXP(A+B*ALOGI0(0.5))
DO 1796 IY=3,NPOP
T1=0.5
LH=IY-1
SUm=0.0
DO 1530 LSUm=3, 13' .

SUm=Sum+POP(IY,LSUm)
*1530 CONTINUE

BINP=POP(IY,14)-SUm
IF(BINP)1785,1782,1550

1550 HIR(LH)=13INP*RCTNU*8MULT
ACC(LH)=13INP*((1..+PONLY 13)))'bP(LH,13))/2.)*(1.=-PCTNU)
POP(IY,1)= BINP *PCTNU
POP(IY,2)=13INP-POP(IY,1)
HL(LH)=(HIR(LH)-POP(IY,1))+(ACC(LH)- 0 I ,2)) -

IF(IY.EQ.NPOP) GO TO 1796 -- ll
-

T1 =0.5
IJ=IY+1
J=3 '

DO 1710 I=I,J,NPCP
T2=T1+1.
CALL LOSS(A,8,T1,T2,PL)
PR=1.-PL
K=I-1 0

LiJ-2
?OP(I,J)= POP(K,L) *PR
T1=T2
J=J+2

1710 CONTINUE
J=4
DO 1780 I= IJ,NPGP
K=I-1
L=J-2
RATE=POP(I,13)/POP(K,13)
POP(I,J)=POP(K.I )*RATE
J=J+2

1780 CONTINUE
GO TO 1796

1782 . HIR(LH)=0.0
ACC(LH)=0.0
GO TO 1796

1'785 RIF(LH)=A8S(8I0)
HIR(LH)=04
ACC(LH)=0.40
SUML(LH)=SUML(Lh)+RIF(Lv)
DO 1795 LO=IY,NPOP
13A=POP(IY.13)--
POP(L0,13)=POP(LO,I3)-RIF(LH)*(POP(LO, /8A)

1795 CON'INUE
1796 CONTINUE

.A.
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HIREST

DO 2170 I=1,NT
SUMSEP(I)=SUML(I)+SUMD(I)+SUMDI(I)+SUMR(I)
IF(I.EO.1) GO TO 2110 N

SUML(I)=SUML(I)/SUMSEPM
SUMD(I)=SUMD(I) SUMSEP(I)
SUMDI(I)=S,UMOI(I)/5UKSEP(I)
SUMR(I)=SUMR(I)/SUMSEP(I)
J=I+1
SUM=0.0
DO 1910 L=2440;2
M=L+2

4 SUM=SUM+(POP(I,L)-POP(J,M))
'1910. CONTINUE

SUM=SUM+(POP(I,13)-POP(J,13))
SUM=SUM+(AtC(I)-POP(J,2))
SUML(T)=SUML( I )*SUM
SUMD(I)=SUMD(I)*SUM
SUMDI(I)=SUMDI(f)*SUM
SUMR(I)=SUA*(I)*SUM

DO 20 L=1,9,2
M=L+2
SUMM=SUMM+(POP(I,L)-POP(J,M))

2020 CONTINUE
SUML(I)=SUML(I)+SUMM+(HIR(I)-PDP(J,1))
SUMSEP(I)=SUML(I)+SUMD(I)+SUMDI(I)+SUMR(I)

2110 EN=PDP(I,14)
PtT(I,1)=(SUML(I)/EN)*100.
PCT(I,2)=(SUMD(I)/EN)*100.
PCT(i,3)=(SUMDI(I)/EN)*100.
PCT(I,4)=(SUMR(I)/EN)*100.
PCT(I,5)=(SUmSEn(I)/EN)*100.

2170 CONTINUE
D0.2200 I =1 NY
SUMH(I)=HIW.(1)+Acc(1)

2200 CONTINUE %
WRITE(5.02220)

2220 FORMAT(// /,17X, OF ESTImATFn lOsTES AND GAINS-)
WRITE(5,2240)(IYR(I),I71,NYPRO)

2240 FORKAT(//,1X,-PFPIOn:-.FA,-(WASF) .14,4(6x,74))
VRITE5,2260)

2260 FORmAT(/,1x,-POPULATION:-)
WRITE(5,2280)(POP(I,14),I=1,NT)

2280 FORMAT( /,3X,-START-OX,6(.6X,F4.0))
WRITE(5,2300)(PONI,14),I=2,NPOP)

2300 FORMAT(3X,-ENO .6(6Xj4.0))
WRITE(5,2320)

2320 FORMAT( /,1X,-EST. LOSSES-,6(- NO. % -))-
WRITE(5,2340)((SUML(I),PCT(I0)),I=1,NT)

2340 FORMAT.( /,3X,-LOSS * -,6(F5.0,F5.1)).
WRITE(5,2360)((SUMO(I),PCT(I,2)),I=1,NT)

,2360 FORMAT(3X,-DEATH ,6(F5.0,F5.1))
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wRITE(5,2380)((SlimD.1(1 ),PCT(I ,3) )0=1 ,NT)
2380 FORmAT(3X,-DISAB. ,6(F5.0,F5.1))

wRITE(5,2400 )((sUMR(I),PCT(I,4)),I=1,NT)
2400 FORMAT(3x,-RETIRE -,6(F5.0,F5.1))

wRITE(5,2420((SUmSEP(I).,PCT(I,5)),I=1,NTI
2420 FORMAT( /,Ix,-TOTAL ,6(F5g0,F5.1))

wRITE(5,2432)(RIF(I),I=0,NT)
2432 FWIAT(/,3x,-*(RIF) 16(F5.0,5x))

WRITE(5,244.0)
2440 FORMAT( /,1X,-EST. GAINS-,/)

WRITE(5,2460)(HIR(I),L=1,NT)
2460. FORMAT(3x,-NEw HIRES ,6 F5.0,5x))

wRITE(5,2480)(ACC(1),I=1,
2480* FORmAT(3x,-ACCESNONs-,6(F5.0,5x))

WRITE(5,2500)(SUmH(I),I=1,NT)
2500 FORMAT( /,1X,-TOT. GAINS ,6(F5.0,5X))

WRITE(5,2520)
2520 FORMAT(///,1x,-RUN AGAIN ?. (Y OR Nrill

READ(5,25401x
25.4.0 FORKAT(A1)

IF(Ix.E0.-N-) GO TO 2620
wRITE(5,2570)

2570 ,FORmAT(/,1x,-(1) FROM TOP; OR (2) WITH NEW EMP.T DATA-,/
lix,-(1 OR 2)-,/)

READ (5,2590)IZ
2590 FORMAT(I1)

IF(Iz.E0.1) GO TO 40
GO TO 270

2620 STOP
END

t.

9
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DATE .

SUDROUTINE-DATE(MOIMYI.M0F,MIT,DAT)
NYFMYF-MYF
NA=MaI-MOF
EN=NM
EN=EN/12. .

ENY=RY
A DAT=ENY+EN.
sir RETURN

1 END

v..
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LOSS
PAGE 8

SUBROUTINE.LOSS(A,8,T1;T2,PR)
PII=ANDXP(A+8*ALOG10(70)

. p22aANDIN.6+8*ALOGI0(T2))
PR=1.'--PT2/PT1
RETURN.

"END

4

1

A

ti Fa,
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DEATH

SUBROUTINE DEATH(AGE,SEX.,PD)
IF(SEX:EQ.I.)G0 TO 50
IF(AGE.GT.60.)GG TO 40
PD=10.**(-4.07789+.03503*AGE)
GO TO 60

40 PD=10.**(-4.443573+.040977*AGE)
GO TO 60

50 IF(AGE.'GT.60.)G0 TO 55
PD=10.**(-3.98803+.02685*AGE
GO .TO 60

55 PD=10.**(-5.490235+.05113*AGE)
60 RETURN

END

$

a,
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DISAB
SUBROUTINE DISAB(AGE,SEX,PDI)
IF(SEX.E00.) GO TO 50
POI=10.**(-10.25073+4487154*ALOGI0(AGE))
GO TO. 60

50 PDI-7.10.**(-9.05390+4.19356,ALOG10(AGE))
60 RETURN-

END
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RETVE PAGE 11
1JBROUTINE RETIRE(AGE,SEX,SERV,PRET)

'DIMENSION RML(13),RFL(13),RMM(16),RrM(16)
DATA (RPL(I),1=1,13)1.06,.05,.06,.11,.09,.09,1,.1,.11,
1 .12,.13,.14,1./.(RMM(I),I=1,16)/.25,.16,.15,.15,.16,
2 ..21..19,.18..18,.19,.23,.22,.22..23,.62,1-./,(RFL(I),
3 I=1,13)/.08,.06,.07,.12,.1,.1,.13,.14,.15,.16,.17,
4 .18,1./,(RFM(I),I=1,16)/.29,.2,.18..18,.19,.26,.2,
5 #22,.19,.18,.23,.21,.2..22,.61,1./. '

IF((.(AGE.GE.55.). AND.( AGE.LT.60.)).AND.(SERV.GE.30.))
. 1. GO TO 150
IF(((AGE.EQ.60.).OR.( AGE.EQ.61.)).AND.(SERV.GE.15.))
1 GO TO 200

)IF((AGE.GE.62.).AND,(SERV.GE.5N)G0 TO 256
PRET=0.0
GO TO 340

150 YR=AGE-54.
IYR=YR

A

IF(SEX:EQ.2.)PRET=RMM(IYR)
IF(SEX.EQ.1.)PRET=RFM(IYR)
GO TO 340

200 YR=AGE-54.
IYR=YR
IF(SEX.EQ.2.)PRET=RMM(IYR)
IF(SEX.EQ.1)PRET=RFM(IYR)
GQ TO 340

250 IF(SERV.GE.12.)YR=AGE-54.
IF(SERV.LT.12.)YR=AGE-641.
IYR=YR

°IF(SEX.EQ.1.) GO TO 320
IF(SERV.GE.12.)PRET=RMM(IYR)
IF(SERV.LT.12.)PRET=RML(IYR)
GO TO 340

320 IF(SERV.GE.12.)PRET=RFM(IYR)
IF(SERv.iT.17,)Tnr1 ort (TYn)

340 'RETURN
PNn

/
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ANDXP ,

FUNCTION ANDXP(X)

PAGE. 12

ACCUMULATIVE NORMAL DISTRIBUTION FUNCTION. APPROXIMATES P
FROM X (TO + OR .0000001). (NBS-t55,.P. 932).
X1 = ABS(X);
T. I:M.4..2316419*X1):
ANDXP = 1..3989423*EXP((X.1**2.)*(.3193815*T.35656381,q**2
1. +1.181478*Tf*3-1.821256*T*1F+1.330274*T**5)
IF (X.LT.0,0) ANDXP = 1 .ANDXFo
RETURN
END

1or
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357 -

3

\



..:

APPENDIX

RUNNING THE COMPUT R PROGRA M.5...\

1

-

. .

. .

lie,programs'described in this handbook are all written in FOR IV
aid are designed to be run on a time sharing computer system. As,much
-as possible these programs areywritten'in standa%d

any time-sharing systems:
'rd

hOwever; there will probably be system differences whirl will re uire'd
FORTRAN which should adapt to systems: ,Despite this,

user to makOome editorial changes'in the programs.
. ' ,*,

,,

.There are two points in the.process of entering and running dvprogram
into the computer wher4 such differences will become known. The.following
steps give a genera' outline of the process and. show where system"

:

differences may pop up. .,

Pdge

.. 1. Enter the program into the computer line by line (from a'
Program. Listing). up

2. Store the program under lisgiven name (using a command- Stich.
as "SAVE").

3. Compile the program. The command for this will vary from
' system to system and will, .in many cases, cause the computer

to print out compilAion error messages which will' be the
result of system differences.

4, f.compilation error messages occur, use the system's editing,
rocedures to change the program linescausing the messages.

Repeat steptii 3 and 4 until there are no more compilation'
messages.

5. Run the,program, ,Here again, commands for this step var71,,4:
from system.fb system and what are known as eXecutionerfbr\tAk:
messages may4occur. These messages mean that,further editing
of the prograNwill be needed.

6. ; Upon the elimination of the execution error Messaged, the:
program should run and giVe the desired xegults.

' . ' ,

Some of.the areas more likely to need changingAm e'result of error.
messages are:

1. Input/Output unit numbers.,

2.. e process of calling up data files...

3 The symbols used for continuation and comment lines.
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4. Control characters in FORMAT statements.

5. Line format.

Cr. Use of specification statement's.

A],]. main programs andSubroutines are entered and 'stored( separately. , At
run. time the method of calling up a set of Mkin:Rrogram pltssubroutinea ..
leill.depend.on the rules of the'time-sharing orstem being used. _

"
. .

,, .
.

,

. .
.

.

When running,'each main,progrem will ask to be given data. The f2rmL..._
..

Ofthe-responges to thesequestions is discuSsed both'in the chapiir
)pertaining to the program and in each program's Operation Manual. *. .,4,

Altho the Irograms are written for a time:-sharing environMent 'they
.
may be ,adapted for use in batch systems.

.

If furtheeassistance is
,

needed either in
or in revising the programs to adelot to a pattioular use,contact the
address inthe Freftce.

the running of these, programs
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