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A MONTE CARLO STUDY OF SIX MODELS OF CHANGE

Charles R. Corder-Bolz
\

' ABSTRACT

A Monte Carlo Study was conducted to evd]uate six models commonly used
to evaluate change. The results revealed specific problems with each.

Analysis of covariance and aralysis of variance of residualized gain

scores appeared to substantiaQ1y and consistently overestimate the

change effects. Multiple factor analysis of variance models utiliz-
ing pretest and post-test scores yielded invalidly low F ratios. The

analysis of variance of difference‘scores and the multiple factor

“analysis of variance using repeated measures were the only models

which adequately controlled for pre-treatment differences; however, -

they appeared to be robusf only when the error level is 50% or more.
This places serious doubt regard1ng pubTished findings, and theories
based upon change sco&e analyses. When an investigator is co]]ect1ng

data which have an error level less than 50% (wh1ch is true‘ln most

7\Jsituations); then a change score analysis is entirely inadvisable

until an alternative procedure is developed.
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A MONTE CARLO STUDY OF SIX MODELS OF CHANGE

Charles R. Corder-Bolz

The desire to observe and understand the forces that cause change
is fundamental to educational and social scientists. Change phenom-
ena include such intriguing aspects of 1life as the acquigition ef

knowledge, the reduction of anxiety, positive changes in self-

concept, and the increase of. productivity in human interactions.

“These phenomena are most validly viewed within the context of change.

Therefore, the concept of change is basic to the educational and

social science researcher. The measurement of various constructs and

their change has reaehed a high degree of sbphisticationivahe very

. t

\re]iabi]ity and validity of such measurements can be estimated. The

scientist can choose from a wide array of measurement instruments that

. include questionnaires, interview techniques, and observation pro-
cedureS' The critica]‘issue however, is one of how the scientist can

: eva]uate the observed changes and choose from among var1ous contrast-

ing hypotheses reqardlng the rature of the change phenomena.
" There are two brpad categories of methodologies of the study of
change. The first category includes the various approaches based upon

experimental deS1gn considerat1ons- Characteristically, experimental

design app(oaches ut1112e two or more para]Te] groups whlch receive -

different treatments. The ana1y51s of variance model can then be used

to analyze the post-treatment scores. The infent is to assess change

S
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through tﬁe observ&tion of differencés betweén groups caused by the
various treatments administered to the different groups. Randoh
assignment to the groups should result in independent and equiva]ent
samples. Unfortunately, true randomization 1is difficult in the

" “real” world and, thus, there are often important differences between
the groups prior to the administration of the treatments. These pre-
treatment differences sometimes have profound inf]uenées on post-
treatment group observations. Consequently, researchers have a ser-

‘ious desire to control initial or potential-initial differences: be-
tween.treathent groups. This dQ§1re leads them to the second category
of approaches based upon matheﬁatica] methods designed to eliminate
pre-treatment differences between groups when evaluating changes 1in
those groups.

1

A number of statistical models and computational procedures are

included in this second category. Probably the most commonly used.

statistical approach to the control of pre-treatment differences is

that of difference scores or simple change scores. This approach

involves the subtraction’of a pre-treatment observation from each

szt-treatment observation. Thus, a subject's change score is dez‘

-~

rived by subtracting his pretest score from his post-test score.  The

result is theoretically the change caused by the treatment:,JIf the
measurement tool used.has,glloox reliability, tﬁén'this difference
score §houﬁd be a valid measdrement of the change. The concern arises
‘from the fact that moét instruments used to measuré éducatioﬁai or

i .behaviorallchange are plagued by a dearee of unrelfability. Unre-

- .
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ability is, in effect, error in the measurement process. It fis

assumed that this error is independent in each giVen observatioﬁ.'

Therefore, each observedﬂscore is a function of what can be called a
true §core plus the measurement error associatea with the observa-
tion. .If people are tested, whether pretested and/or post-tested,
then each test score is composed of both a true saore and the

jndepéndent error component. If the people do not change between the

two testings, then the two true scores for each should equal each’
othera In this case, obtained difference scores would contain no.
.really true scbre; but rather be composed entirely of error. Like-

JWise, theoretically, in situations where there is change, a differ-

r

ence score would contain. the differente between the true scores, or

true-score delta, plus the error assoc1ated with the first measure-

¥

ment and plus the error associated with the second méasurement
 Though a measuring instrument may yield data with an acceptab]e»1evel

‘of error, the difference scores resulting from two uses of the measure

could contain a véry hiéh level of error. For example, 1f/g,questioné

naire had a reliability of .90, then approximately 80% of the variance

e

of the scores would be so-called true scores and approximately 20% of
R \ - ] . s » ] ’

the variance would be error. If a treatment increased the true scores

by 101 or accounted for 10% additional variance in the true scores in

“the post-test, then the\$rue-score'de1ta component of the difference

scgre_sbouﬁd reflect the ;b% variance in the post-test true score that ;

s indépendent of -the préteit true score variance. However, the érror

associated with the second as well as the -first measurement are

- » - R 3- :\ -
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independent of each other and independent of the true scores. There-
ﬂore,'the error component of tﬁe difference score Qou]d fnclude, or
could inc¢lude, the 20X error variance from the first measurement plus
the 20% error variance from the second measurement. The error level R
of the difference score would likely be the 20% associated with the
measuring instrument and egu]d be as high as the sum of the error
levels associated with both of the two measurements. Theoretically,
such a difference score wou]d.have a signal-to-noise ratio of 1:2 and
could be as high as 1:4. This is in contrast to the signal-to-noige
ratio of 8:2 normq]ly a550c1ated with the questionnaire. Therefore,
from a measurement theory perspective, the use of difference scores or
simple change scores ?s very questionable. | _

DuBois (1957), Lérd (1956; 1963), and McNemar (1958) have recom-
mended the use oftjgs§jdua1 gain" §fores as a preferab]e‘suﬁstitute to

the use -of "raw gdin" of scores. In this procedure, a gain is
i -7 B
expressed as the deviation of post-test score from the post-

test/pretest regression line. Thus, the part of the ;;st-test
"information that is linearly pnpdictable from fhe pretest can be

partialed out. The residual, or the residualized gain, is then used

to evaluate the change by e]iminéting any preteﬁt differences or
biases in the difference scores. A concenn with the use of residual- ..
. fzed géjnxé§ores is thg consequence of'parfiafing out the p;eteﬁt

information. The informatio;~th?t thé post-test and pretest scores *

have in common is what can be considerggjas the true score component

-
i\ of the pretest score. This true score component of the pretest score \}
~ X, - ‘ "
S - 4
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has predictive value. The error component of thé pretest score has ng
bzedictive value and, thé;efore, has no function in the regressiof
procedure. Ostehsib1y, when the pretest‘is used as a predictor, the
effect is to remove the tryg score 1nforma;10n from the post-test
scores. The concern is that the residual or that which the pretest
cannot predtct is, in effect, the error in measurement plus the
possible gain in true scores. Consequently, as with difference
scores, residualized gain scores run the risk of being primarily
composed of error.

A fourth approach to the analysis of. change is the mdﬁtip]e
factor analysis of variance model. The treatment conditions are
représented as a dimension in the analysis and the pretest‘versus
post-test scores are two levels in an. additional diﬁensibnf The
ef fect is to partit}on or separate the various sources of variance

1; .
such- as treatment effects and pr}test effects. With this model, the

Al

investigator is able to isolate and evaluate possible pretest differ-

ences among the subjects as well as possible treatment differences
between the subjects. If the;e is a difference or change dﬁ; to one‘
or more of the treatments, this will result in a greater pretest to
posf-xest difference for one of the treatments in comparison to the
other treatments. This effect will ba reflected in the 1nteractibn

componén@ of the analysis. Specifically, the change is evaluated by

the F ratio of the mean square interaction over the mean square error.

/

However, the analysis of variance model assumes an independence among

“all 6b5frvations. In the presbnt gituation, prefest and post-test

\\ ™~ \, Q 5
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“ .
measurements ‘gannot be assumed to be entirely independent. Thus, this
particulér model 1is rarely used and is included herein mainly for
comparison pdrposes.

A fifth app;Oach to the analysis of change involves a refinement
Sf'the analysis of variance model which accommodates multiple mea-

surements derived from the subjects. This procedure, which is

commonly referred to as a repeated measures analysis of variance, is

computationally similar to the above-mentioned method of multiple

factor anéﬁysis of variance. However, there are additional sums of
squares and mean squares which reflect the effects of between-subject
differences and the interaction between the subject and treatments.
As with the multiple-factor analysis of variance, change is evaluated
by the pre-post test and treatment interaction term. However, despite
the 4 inctions made in the theoretical foundations, the F ratio for
this int —-ac'ion should have exactly the same value as the F ratio
qeneratew;'by a one-way analysis of variance utilizing difference
scores ! lennings, 1972).

A © xth approach to the analysis of chanée is the analysis of
covariance model. The pretest is.used és a covariate in an attempt to
control for pretest differences between subjects. The variance of the

post-test scores that is linearly predictable from the pretest scores

is partialed out. The model is similar to the angiyxis of variance of
. _ Y, .

residualized gain scores except that the former is based upon within-
/

~’

treatment group regression whereas the latter is based upon a regres-

sion across the entire sample. One of the problems with this approach

)
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s that the traditfonal covariance model assumes an independence of

measurement of the covariate and thd dependent variable. More

spectifically, there is a necessary-assumption of the independence of

the error associated with each of the two measurements. Clearly, the
use of pretest scores aé a covariate to analyze post-test scores
violates this assumption. Furthgrmore, the analysis of covariance
model also theoretically suffers the problem of high error levels.
When the pretest is used as a covariate, the result is the removal of

the true score information from the post-test scores that {s also

\contained in the pretest scores. The residual is the error of

<

measurement plus any change in the true score values. The resultant

informa®¥¥on could contain a disproportionate amount of error.

"

The issues of the evaluation of change remain unresolved because -
the various theoretical positions apbroach the problem from different
assumptions, and therefore have no common ground from which a common

J -
assessment can be made. A particularly important difference in

perspectives is the concern over the proportion of error in change

‘

scores. 'The research community was stunned, if not confused, by
Overall and Woodward's (1975) demonétrqtion that the power of tests of
significance is maximum when the reliaﬁf]ity of the difference scores
is zero. The best advice to date had been not to measure change at all
(Cronbach & Furby, 1970).

In situations in which the uncertainties caﬁnot be resolved in a

"~ theoretical manner, insight can often be gained from a Monte Carlo

study. In this kind of study, artificial data is generated such that
; ,
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) thev conform to aﬁﬂés1red structure. Var1ous data sets are generated.
" to reflect the var1ous differenCes of data ‘.ipmeters that. are of-’
™. ‘ concern. , Fhen one or more data ana1ys1s models are used to ana1yze
the data, to determ1ne the extent to which the\mode1s give va11d ‘
reso]ts% In the case of the evaluation of change, . insight might be
.gainedéﬂyﬁgeqerating‘sets of data with known characteristics, such as
, ] error level, treatment effects, and pretest differences, then apply-
ing. the various appréaches to the data sets. The resu1ts;wou1d
‘provide a basis for a direct comparison of the models.

The basic method was to simulate the traditional treatment
versus control group experiment in which each subject is oretested and
post-tested. The - two grodps were composed of random]y assigned

-?subjects; with an arbitrary nomber of 20 subjects oer group. zhé

group/reﬁresented the treatment group which recéived some kind of
'fexperimental treatment and the other groop represented the tradi-h

tional control group'which either receired no treatment or a neutral
‘treatment. Each hypothet1cal 'subject was measured on the partfcu]ar ‘

.k. _ dependent variable before the. administration of the ‘treatment and was

aga1n'measured on_the same Var1ab1e after the administration of the

R

treatment; Each pretesq observat1on Y, ik can be represented as a

’ - fonctiOn of T, ij° a true Score, plus an ‘error te:m, ijli/such that the
expected value of any Yijl 1s equa] to the true score ?j_ Each post-‘

e | test observat1on Y% can “be repre%ented as a function of T T plus

| the treatment,effect,_Xj,.plus Fijé such that the efgected value of o

~

’ T

13




_ subject.

js equal toi§%+ X,. T represents the -true score associated

ij2 R &

w1th tﬁé particular observat1dn xj répresénts ‘the change in the true

4

‘score assoc1ated with a—part1cu1ar treatment, and Eijk fepresents\the’

- error ,associated with the particular observation of the particular

»

Thé’generq] &esign was to .generate a random‘norma1‘popu1ation
that ‘conformed‘ to specific parameter values. These populations
consisted of 6,560 pbservatidns 'each. Then, for each simylated

experiment,lthere'weﬁe 20 squects or- observations randomly selected

" from the population.

Three basic parameters were explored. Several data sets were
generated such that there were differences in the amount of change
. caused byvthe treatments. Vary1ng proport1ons of error variance were

incorporated in the pre— and post-test scores. ‘Furthermore, dif-

ferent amounts- of pretest dﬂfferences were represented in the data .

5

sets. .

Three treatment levels were explored.” In the first level, there

wés no difference betwéén the means of the parent pdpu1ations. In the

second level, the. popu1qt1on means. differed such that the expected F

rat1o of the d1fference of means oﬁ samp1es taken from each of the two

,popu1at1ons would equa1 4.098, wh1ch would have an assoc1ated_proba-

Jb‘ih'ty of‘approximate1y‘0.05.‘ In the third level, the population

means differed from each other such that the expecl;d_ﬁratio of the

difference of means of samples taken from each of the two popufations

yoh1d be 7.353, with ah associated probability of approximately 0.011

9
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Six levels of enFor var1ance were explored. Samp]es were taken
from populat1ons-of scores which were composed from the fo]]ow1ng
levels of error variance: 0%, 10%, 25%, 35%, 50% and 60%. The
variance of the scores that waS(caiﬁed error variance was unre]ated to

the variance of the scores that was regarded as true score variance.

]

E » was normally distributed with the mean,

p = 0. The magnitudé of OEZ was dependent upon the relative amount of
_ , .

The error var1ance,

error variance in the particular popu]ation. N
In order not to confound the magn1tude.of error variance with the
magn1tude of observed score variance, the variance of observed scores

OEZ was maintained at a constant 1.0. The observedyscqres were a

linear combination of true scores and error components which were

ect1ve1y multiplied by their we1ghts C, and €. If X, is from a

popu ation of true scores, "and 1f X, is from a population of error
then the proportion of error var1ance in observed scores Yij,
wh1c are a linear comb1nat1on of Xy and X,5 can be determined by the

weights of the linear comb1nat1on.

!

\ 2 ‘= 2 ] 2 2' . 2
lhen o Cy oy <+ C, Oy, <

¥ 1 L%y

. ' 2 _ 3 : 2 - 1 A 2 _ 2 2
If cxl = 1:and °x2 1, then 9 C %+ Cye.

: ' ; 2 - 2.4.02 =
Simply, thus if Iy 1, then ol +C, 1.

“From the above equations, if Xy is the true score component.and X, is

the error component in the observed score Y, it can be seen that C12

10 15
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- p]us c.,? shou1d equal 1. 0 in all s1mu1ated cond1t1ons. The proport1on

2
of error-variance, - °E » was therefore equal to the squafe éf the

14

* Hnear weight for the error component, C,. Thus, the weights for the

linear comb1nat1on can be computed by tak1ng the square root of the

s,

respective- pEFcentages of true score variance and error varpance

o

Three amounts of pretest differences of 1n1t1a1 between-group
differences were also explored. wh11e d1fferent mode]s or techn1ques‘
may or may not be able to handle various Tlevels of error ‘or may

4
'
1ntroduce d1fferent E1nds of d1stort1ons at d1fferent probability

\
- levels, the ultimate interest is in how well each procedure 1s able to

‘}\ , evaluatehchange va11dly even though there may be 1n1t1a1 between- .
oroup dffferences. In thev first level, there was no d1fference

between the means of/the pretest popu]at1ons be1ng sampled.’ In_the}

second level, the populat1on means differed such that the expectedlf

. -l .
ratio of difference of means of samples taken from each of the two

populat1ons would be 4.098, with an assoc;ated probab1]1ty of approx-'
1mate1y 0.05. In the third level, the populat1on means d1ffered from
“each other such that the expected E_rgt1o of the d1fference of means?
of samp]es taken from each of the two populations would be 7,353, with
~an associated probabi]ity.of approximately 0.01. |
.In summary, populetions were generated and subsequently sampled
which met the following definitions: |

CoX

. v D ’ -
Pretest control: Yy51 = 6 501 T CE
v . o .
o Pretest treatment group: oY, = C1 121 + T + CZE121
} ‘ - E




where T is a true score from a standard normal populat1on T ~ N(1,0),
E is. thqﬂ'error component from a standard normal population,
"E ~ N(1, 0), o 1s the treatment effect, m 1s the initial between- -group,
d1fferenc€“1¥ is the weight for the true scores, and C, is the we1ght.
for the error components. o o ° \\\\
The inclusion of‘var&ing amounts of error variance is imoontant
‘.in this kind of study.f:Sinoe the/socia1 scientist operates with data
that have;a substantial 1eve of error, it is of consfde;abie impor-'
tance to see how tarying levels of error may influence the.va1idity of
the resu]ts-of various procedures. In studies of this nature, there
are ‘various ways to 1nterpret the mean1ng of egxror variance. In, this
-study, - the pr1mary 1nterpretat1on \of error variance 1is that it
reflects the reliability of the measuring instrument being simulated.
The error levels of 0% 10%‘ 25%, 35%, 50%, and 60% can be interpreted

iy .
as representTng respect1ve1y approx1mate test re11ab111t1es of 1 00,

0.95, 0.87, 0.80, 0.70, and 0.63. o S
Three treatment 1evels, six error levels, and three pretest

difference 1eve1s were ut111zed thus 54 original exper1ments were

~simulated. Each time an experiment was-s1mu1ated, four new popu]a-f

tions, each of s;Ze‘GﬂSDO and each of Which conformed to the above

specifications, were generated. From each of these four popu]ations;

Loy
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a sample of 20 obsérvations were randomly selected to siﬁi{ate a two
group, pre- and post-test experiment.

The data from each "experiment"‘were then ana1yzed using Ssix
models: o : |
1) One-way anaiysis of variance of post-tést scores
2) One-way analysis of‘variance of difference scores.
3) One-way qna1ysis o%lvariance of residua]iged_gain scores

-

4) .Two-way analysis of variance

E]

- 5) Repeated measures two-way analysis of Variance

v 6) Ana1ysi$'6f'covariahce _ !
The appropriate F ratio to)evaiuate thg!ggaﬁﬁe'was computed for each
model for each "experiment."

The simulation of the 54 experiments was rep]i?ated a total of 50
times. Therefore, an oera11 total of 2,700 éxperiments was simu-
lated. Across the Sd'rep]icationgg'%he mean of the F ratios for each
model used “in each “ekperiment" was computed. These mean F ratios were
used to evaluate the performance of the six mode]é. The observed mean
.E. ratios were statistically compared with‘\the expected F-ratio
va]uéif ‘Since the same'"déta" were ana]yzéd with all six.mOde1s,"a]1
models had a common basis of evaluation. | o

 Results |

In the cases in which the observed_£ ratios were anticipated to

bé approximately equal to the expected_E ratios, such as the one-way
'« - analysis of variance of post-test sdores witb no pre-treatment dif4
ferences, the observed mean F ragébs tended to be slightly greates

| . 13 o . '

[
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than the expected value, probab]y because of the high]y'skewed nature
of the F-distribution.l 0therw1se, the resuﬂts indicate that the
random number generator used to create the .populations worked ade-
quate]y. The f]uctuat1ons\from the expected values are within the
range of sampling error. The mean:E ratios generated by’Each ana1ysis
procedure in each of the simulated eiperiments in which.there were no
initial between-group!?ifferences are_presented in Table 1. The meon
E ratios for the simd]ated experiments usﬁng the second and third
level of 1n1t1a1 between group d1fferences are respectively presented
in Tables 2 and 3 ' v'_' ‘ N .

v

0ne-way ana]ys1s of variance of post- test scores. The obsérved

mean F rat1os for the s1mu]ated exper1ments in which Ehere were no

1n1t1a1 between-group d1fferences indicate that this procedure worked

4
as expected Only 1 of the 18 observed mean F ratios was s1gn1-\
f)cantly different from the expected value. However, when initial -
\pre~treatment differences are present, clearly invalid and misleading

F ratios are generated. A1l of the conditions with second end third

1eve1 pretest d1fferences resulted in observed mean F ratios for the

one-way ana]ys1s of variance that were. s1gn1f1cant1y different from

i

the\expected values.'_

Two-wal ana]ys1s of variance. The fact that this model violates

the assumpt1on of 1ndependence amongst pretest/post -test observations

~‘was demonstrated by the 1nva11d estimates of the treatment effects.

" The F rat1os far the treatment d1men51on were relativley consistently

lower than expected. Furthermore, the pretest differences effects
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" were Ebnsist%nt]y underest imated by an even larger margin. However,.

L]

the value of the.E'ratios generated seemed to be relatively unaffected

by the various levels?of error variance. The treatment—pre/pogt

interaction effects proved to he clearly invalid estimates of the

change effects. For thése effects, the F ratios were all signifi-

cantly different from the expected values. 1 S

Twosway analysis of variance ;using repeated measures. This
. < T

procedure does not cause the analyst to make the unwérranted‘assump-
tion'of complete independence amongst all the scores. Ihstead,lthe#e

is assumeq\to be a dependence among the pretest and post-test scores,

'3

and therefore is represented by the inclusion of a subject dimension

in the analysis. The observed F ratios were relatively unaffected by

" the treatment Jevels. For example, with no-pretest differences, ét

the 50% and 60% error levels; only one of the six observed f;ratio

means was significantly different from the expected y51ue. However,

“the amount of error variance vastly effected the Va]idify of the

-

observed F ratios. With no-pretest difference, the simulated experi-

“ments with 0% to 35% error produced 9 out of 12 observed mean F ratios

which wqfé,signffi;antly different fréh the exbected value. Even at
the 35% error level where the expected E_ratiovwas 7.353, the observed
mean\ﬁ.ratio Qé, 11.171. Aﬁ the 50% errof variance. level, the
observed mean_E\{étﬁgifinally dropped to 9.389‘a€q at the 60% error
variance level, the mean F ratio was 7.487. The estimates of change

effecfs'were relatively uhdisturbed*by initial between-group differ-

ences. Even at the third level of pretesf differences, there was }he

-
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same number of observed mean 13 ratios which differed significantly

from the expected value. However, regardless of the'amount of initial

between groyp differences, th1s model was adverse]y affected by error

"levels less thar 50%.. -

Ana]yqis of covariances This procedure was relatively un-'

. affected by differences in- {he treatment Tevels. However, the F
‘ratios generated by this procedure appeared to have been'dﬁrectly

 affected by the amount of error variance in the data. Only at the 60%

4 .
level of error variance were the observed mean F ratios not signif-

| icantly different from the expected values. At the 35% error variance

level when the expected F ratio was 7.353, the observed mean F ratio

was i3.400. At .the 50% error variance ]qif]’ the observed mean F

ratio was 11.713, while again the expected value was 7.353. At the

" 60% error varkagce level for the th1rd treatment level, the observed

mean F ratio was 8.620. When initial between-group differences were
1ntroduced,,thelobserved mean F ratios even furtner deviated from the
expected values. At tne third .level of pretest difference, the
observed mean Ewratio for the 35% error level was 18.568 while the
expected F ratio was 7.553. At the 50% error level for th;;third
treatment. level, the observed mean F ratio was.17.860; at the 60%

error variance level, the observed mean F ratio was 17.667.

One-way anafysis of variance of differences scores. This pro-

cedure produced exactly the same values for the F ratios as the two-

way analysis of variance using repeated measures. Even though the
mean squares produced in the two procedures had different values, the

16
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. final E_ratfos were exéct]y ideﬁtica1‘t%'the tenth deciha] place. An
example of a comparison between the two sgts of results is presented
i jn TaqTe 4;f As}with:the two-way analysis of variance using repeated
measurés, the one-way analysis of variarce of difference scores
%roved to be unaffected by the initial betweeﬁ7group d1fferences.
However, the amount of error variance greatly afﬁected ‘the valjd1ty of
the F ratios generated. ) ’

One-way analysis of residualized'qain scores. The results of

this procedure were very similar to those of the ana]ys{s of covar-
iance, though generally, the F ratios computed by this procedure were
slightly lower than those computed by the ana]ysis'of covariance.' The

- value of the observed mean F ratios was greatly affected by~th//amount

~of error variance and the amount of initial between-group d1fference.

The error variance levels of 0% to 35% resulted in 9$out of 12
observed mean E';atios being significantly different than the ex-
pected value in the no-pretestydifférence condi}ions. At the 50% and
. 60% error 1évé15, 1 of the 6 observed mean F ratios was s{gnificantly
different from the expected value. The introductioﬁ of between-group

differences ‘caused the obsgrvgg F ratios to have even higher values,

‘sqch.that‘even at the '60% error variance level, when there were

between-group-differences at the third level, the observed mean F

ratios were on the order of three times that of the'expected‘frratio

value. At the second and third level of pretest differences,-32 of 36

7 observed mean F ratios were significantly different from the expectéd‘

values.

- 17
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Discussion

.

These results reflect two kinds of phenomenon. The first is the

ability of various statistical procedures to produce valid estimates

-of change effects without being disturbed by possible initial be-

tween-group differences. The second is the ability oﬁ\the various
procedures to validly compute thange effects in the context of error
variance.’

The effects of initial between-group differences, or pretest

Effects, is the ultimate purpose of this study for it is these very

effects that the. models studied were designed to. accommodate and
overcom&i. The very rationale for the measurement and the evaluation

of’change caused by some treatment is béseq upon the supposition that

"treatment effects can be best evaluated within the context of some

kind of universal baseline. It has been urged that even the most

* robust of between-group experimental designs ultimately contaminates

the assessment of the change that occurs. Of the six'procedures, only
the ana]yéis of variance of difference scores and the two-way analysis
of variance using repeated measures -apparently are not affected by
pfetest differences. These two models, which have \proven_ to be
essentia]ly»the same, apparently are able to accuratehy assess the
differences between groupé. The analysis of covariance model is
apparently insufficient in that-‘it' results in highly inflated F
ratios. Similarly, the analysis of variance of residua]iied gain
scores .is apparént!y insufficient in that it also results in highly

18

£y
(V)

i’

~treatment effects regardless of any possible biases as to jnitial



(£

r. - - N /.
/ S
' L e——
Fomy

PSS &~
/

1nf1a£ed.£ ratjos. As expected, the one-way analysis of variance of
post-test scores does not pfove_ to be a valid wéy to estimate
treatment effects when there are prior between-group differences.
ﬁhi]e the two-ﬁay ana]ysis of variance modeﬂ'proves to be unaffected

. I 4
by pretest differences, it apparently produceS low-estimates and,

. therefore, invalid estimates of the treatmept effects.

Probab]y the most important result of this study, or insight

providéd by this study, is the effect due to the amount of error
A 3

- variance. These s%i‘models evaluate treatment effects by using a

-ggenefé? statistical structure based upon two independent estimates of

nonfgreatment variance (error variance) sueh that the two estimapgs

differ from each other as a function of expected sampling distribu-

~tions. These two independent estimates are used to form a ratio..

When the observed ratio is greater than the expected ratio, then the
investigator can interpret the statistic as indicafing the presence
of a treatment effect. In a situation where there is no error of

measurement, the only sources of variance are within-group (indi-

~ vidual-differences variance) and treatment variance.<+ The one-way

analysis of vafiénce of post-test scores procedure is well suited to
this situation. However, the elimination of pretest effects Eesuﬁts
in the removal of individual differences within each group and leaves
’hly the between-gfoup differences. | When data are analyzed by
extracting pretest values on an individual-by-individuah basis, and
if there is no error of measurement, then the resultant values or
scbres for an individual inba given group is the treatment effect

19
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'itse]f. In the absence of error, each individual experiences the same
treatment effect. Therefore, each indfvidua1 within a group has the
same score. Thus, within-group variance is e!jminated. whén there is
no wfthin-group variance, the -necessary secohd indepqrdent estimate
of the error is ﬁndVdi]ab]e. Therefore, there is no basis for a
statistical evaluation. .

In a condition in which there is no error, models such as
analysis of covariance, one-way analysis of variance of‘residua]ized
gain scofes, one-wdy analysis of variance of difference scores, and
two-way analysis 6f variance using repeated measures, thch "control”
for pretest diffbrencé§ and thus eliminate within-group variqnce,
were totally unable to Qa]id]y evaluate the effects-of the treatments.
This weakness in these models wa$ not only apparent when tﬁe érror of
measurement was 10% and 25%, but also when the error was as high as
35%. The analysis of covariance procedure continued to give invalid
estimates of the chghge effects at the 50% level of error. It should
be kept in mind that a'35% error of measurément translates into a
0.806Imeasurement reliability.

The concern for'error variance can be viewed within. a wider
context. The variou5'popu1ations, which were generated and then
sampled, were defined in terms of constant treatment differences and
constant pretest differences. These differences were constant in
that every observation within a population differed by the same vaiue

from the observatf&ﬁs in the other populations. The populations were

further defjned 1n”terms df”proportion of error [though the error had




a mean of.zero) which was randomly assigned and added to each member

of the populations. Thus; the populations had within-population or

~within-group variance that was interpreted as measﬁrement error.

Within this context, there was no treatment error in that evFry member
of the popu]atidn was affected by the treatment to the same degree.
Furthermore, there were no other sources of error variance. Consider-
ation was given also to exploring the impact of treatment error. This
would reflect the more realistic situation in which a treatment
affects subjects in slightly different degrees, more commonly called
treatment by subject interaction. However, the inc1u§ion of a second
.source of error variance would have resulted simply in a higher level

of error variance, something already evaluated by the dimension of

“level of error of measurement. Theoretically, there would be no

interactive effects between multiple sources of error since error
vartance is independent. and has a mean of 0. A possible realistic

exception is the situation in which the trgatments have different

levels of variance. In general, the dimension of measurement error can

be interpreted within the broader context of general experimental
error normally associated with educational and psychological experi-

ments.

* Summary

The results of this Monte Carlo study substantiate earlier

concerns regarding the evaluation of change. The results revedled

specific problems with each of the six statistical models.. While the
behaviorﬁ] and educational researcher may be able to measure various
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change phenomenon, Ehere is now serious question as to whether or not
he or she is able to statistiéally evaluate the change. Analysis of
covariance and :analysis of variance of residualizeé gain séores
}ppear to bé entirely inapprépriate. Mu]fiplé factor anali is of
variancé models utilizing pkeéest and posf-test' scores -appéar to
yield invalid F ratios. The analysis'of variance of difference scores

and the multiple factor analysis of variance using repeated measures

}qre the only models which can adequately control for pre-treatmentv

'differencesyﬂpowever, they appearﬂto be robust only when the error
Tevel is SO%Jb?mere. This places serious doubt regarding published
findings, and theories based upon change score analysis."when an

investigator is collecting data which have an error level less than

50% (wﬁich is true in most situations), then a change score ana]ysis"'

is entirely inadvisable until an alternative aqalysis model is devel-
oped. ,'\\‘
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Expected and Observed Mean F-ratio Values

n

Table 1

With No Pre-Test Differen‘ce

v

¢

-

where t = ’observed mean F-ratio) - (expected F-ratio) )
v, standard deviation of .observed F-ratios)//qY

R ‘Expected One-way Twoéway Two-way AnaTysis ANOVA of ANOVA of
alue ANOVA ANOVA Repeated of Oifference Residualized
;"\\ Measures Qovar1ance Scores Gain Sc0fes
Treatment '
Level
0% Error
1 1.056 0.992 (ol O** o** o> o
2 "4.008 | '4.297 | 1.636%* e i wh 4,190.432%%
3 7.353 | 8.088 | 3.362%* -t - - 4,662.504%
= - 10% Error v
1 1056 | 1291 | cosse | ot | o.ere 0.821 0.868 -
2 4.098 3.654 1.889%* 16.954** 17.171* 16.954** 16.867**
3. 7.353 8.495 3.352% 32.703%* 34.275%* 32.703** 33.396**
- ‘ 25% Error
1 1.056 0.980 0.263w*. 1.020 . 1.073 1,020 1.078
2. 4.098 4.209 | 1661w | 7.664% | B.662% 7.664w 8.653%*
3 . 17.353 7.661 | 2.737% | 15.278% | 17.176%» 15,278%* 17.156%+
35% Error
1 1.056 0.829 0.354** 1.025 0.825 1.025 0.815
2 4,098 4.817 1.882%* 5.229*’> _ 6.355%* 5.229** 6.294;*
3 | 7.353 8.628 4.052* \11.171** 13.400** 11.171** 13,279
! 50% Error - —
1 1.056 1.082 0.600** 1.146 . 1.164 1i146 1.153
| 2 4.098 5.243 2.371% | 4.814 6.229** 4.814 * 6.293
3 7.353 | 9.048* | 4.683** | 19.389* 1. 713+ 9.389* 11.611%*
/ 60% Error - :
1 1.956 0.892 0.737%*. 1.229 -0.977 1.229 0.97
.2 3.098 .4.733 2.212‘:" 3.9 5.008 3.911 4.946"
3 7.353 6.§44 4.796* ) 7.487 8.620 7.487 -8.62§ '
* p(t) < .05
**-p(t) < .0] R




Table 2

Level Pre-Test

‘

ifference

Obéerved Meén F-ratio .Values With

o
( *

" Expected One-way Two-way Two-way .Analysis ANOVA of ANOVA of
' Value ANOVA ANOVA Repeatad : of Difference Residualized
Measures Covariance Scores Gain Scores
. 1
Troa tmeﬁt 7 L <
Level )
0% Error Y
1 0.464 3.;%8'* O** | o>+ O** o** ' o**
2 4.098 |16.618%* | '1.649%* ok ak* okl 1,133.626**
3 7353 |19.452% | 3.220%e- | wew v e 1,433.624%
: 10% Error’ -
1 0.464 5.735%* 0.140%* 1.472 1.787 1.472 1.591
2 4.098 | 15.502** - 1.639%* 16.199** 18.698** 16.199** 16.423%
5 . 7.353 | 20.424* 3.2856** 31.998** 33.593%* 31.998** 28.747**
— : 25% Error .
iR 0.464 4.193%" . 0.232%* 0.868 1.099 0.868 0.978
2 4.098 | 13.396** [ 1.835%* . 7.612 11.288%* 7.612%* 10.220**
3 7.353 [20.021% | 3.965** | 16.508%* | 22.409%+~| 16508+ 20.169%+
35% Error
1 0.464 4.001%+ 0.361** . 1.119 1.753 1.119I ' 1.636
2 4.098 |16.923** \} 2.175%* 6.098* 12.070** 6.098* ©10.414* )
3 7.353 | 19.207* 3.404** 9.459+ }16.560*1 19.459* 1§.082’*
50% Ergor : -
1 0.464 | 3.405++ | 0.8364 1,935 2.824* 1.935% " 2.645%+
2 4.098 |14.421*~ 4 1.867+* 3.994 9.106** 3.994 7.938*
3 7.353 [17.881% 4.145%* 8.737 15.259%* 8.737 14_20z%*
60% Error \
} . 0.464 | 4.445% | 0.626** | 1.062 ‘2.490%* | 1.062 2.326%+
2 4.698 14,924+ ~2.354;* 3.848 10.529** 3.848 9.460**
‘ 3 7.353 | 17.917% 3;571** ‘ ?5.950 14.104** _  5.950 . -12.888*‘
* p(t) < .08 | A

we p(t) < .01

where t =

{observed mean F-ratio) - {expected gfraﬁdb)

_ (standard deviation of observed F-ratios}/«79
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Table 3
o Expected ‘and Observed Mean F-ratio Values, fith N
U " Third Level Pre-Test Difference
-~
Expected One-way Two-way Two-way Analysis . ANOVA of | ANOVA of
Value ANOVA ANOVA Repeated of . Difference Residualized
o Measures | Covariance. Scores Gain Scores
Treatment
Level ‘ ,
0% Error -
1 . 1.056 | 9.027%% | g o** o o= 0%
-2 4.098 [19.371% | 1 697w awn e e 664.:300%*
3 7.353 [29.484%% | 3 51g%e v c awn e 371,070+
— 10% Error — -
R 1.056 | 7.171= | o.tog% | 123 |. 1.489 1.123 1.304
2 4.098 |21.491% | 1.963+* | 18.4520 | 20,833 18.452% 16.588"*
3 7.353 |30.270% | 3.489%* | 347333+ | 34.995%* 34.333% 25.979%
T r : 25% Error - Loy
okl v | v | ssoe | oase 1995 | 2eme Y 1908 (f 2.322
¥ 2 4.098 [21.739%* | 1.770* | 6.959%* | 17.553%* 6.959%+ " 9.082%+. .
.3 7.353 [26.600% | 3.999%* | 16.276** | 23.144%* 16.276v | " 18.854%*
- 35% Error ' ‘
_ 1 1.056" | 8.839% -0.528% | 1,539 | 2.782% 1.539  2.33g%*
\ 2 4.098 [18.473% | 1.506% | 4.944 10.231#* 4.944 8.312**
3 7.353 [27.016% | 3.8s2v | 10.723m | 1g.568v 1. 10.723%% 15,3944+
_ 50% Error '
' 3 1.056 | 7.984%* | o.564%* | 1.120° 3,537 1.129 3.088%
2 ) 4.098 |20.788% | 1.954%v 4.202 11.835% - 4.202 9.502%*
3 | 7.353 |25.636** | 3.720% | 7.96) 17.860%* 7.961 14.932%*
‘ - 60% Ervor -
1 1.05 | 7.679% | 0.61% | 0.73* 3.3 | 0738 1 2.794w
2 +4.098 |19.867** | 2.238* | 4.15] 12,9160 4.151 9.863**
3 I ™ 7,353 [28.135m 3.169% | 5.558% | 17.667%* 5.558%w 13.675%*
* p(t) < .05 .
** p(t) < .01

here t = fobserved mean F-ratio) - (expected F-ratio) |, - . ‘
wher standard deviation of opserved F-ratios)/ .
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Table 4
Summaries of One-way Analysis of Differences Scores and Two-way

Analysis of Variance With Repeated Measures

—_

| One-way Analysis of Variance:of Diffe;ence Scores v
Sum of Squares dpf. Mean Square F
Between - 16.549. 1 16.549 - 15.723
Within 39.996 38 1.052
Total 56,545 39

AN
\,

. )
Two-way Ana]ysig‘of_ygriandg With Repeated Measures

Sum of Mean -
Squares d.f. Square F
Béfweéw L . : . ' ' a |
" Treatment , ~0.488 1 0.488 .327
. s Treatment x Subject .- 56.731 38 1.492
. J - E '
Among b
Pre-Post Test 4,210 ] 4.210  8.000 -
Treatment x Pre-Post  8.274 1 8274 s.728
Treatment x Pre-Post x Subject  19.703 | 38 0.526 h '
Total . 89.702 79 |
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