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Pro

In the

Foundation in

headings. We

ect Objectives

renewal proposal submitted to' the National Science .1

1976, project objectives were summarized under three main

quote from the abstract of the'roposa1.

1. Computer-generated speech.: The previous
research haS resulted in the development of the MISS
system, which generates . speech efficiently from
digitally Stored parameters.- proposed research will

-improve ,the 'quality arid, efficiency'. somewhat, and
,will concentrate on the, deftlopment of methods of.,
prosodic.manipulation.

2. 'CoMplex teaching pioRrams with audio.

Previous. research has _prodUced-

'mathematically-based course's such as logic and=- set
theory. New research will improve-the: language of
mathematicil proofs and apply -the computer-generated.
'audio, to various tasks of., escribing arid explaining
thematerpl to the students.

3. Teaching reading ,with audio. Prpvious
research has resulted in_ the use of computers'in
elementary reading, using, , audio: The prpposed
research ,w111 compare the RISS-produced audip with
thatof four other,syntheis techniqueS.,

%In.this section we comment briefly on" these objectives and the work

,
- done to reach them. In the followinR we report

conducted-in these three areas.
_ -

5

\

fully Om the research

1.1, Computer-generated Speech
r,

.Ae
-

The ',work carried out' in the 'Past- year of the .grant

computer generated slieech has had:two
,-

facilities and procedures-for utilizing the

in the&rea of

principal focuses: iMproving the

speech system software and

continued.the Micro Intoned Speech
,

Synthesize'r ("MISS machine"); and,-

development and. iiiprove.Menv.of sentential

-4
.:cohtouting with ,word Ccincatet*tion. s/.

: .

1

. .

synthesis thfonVI

I

intonation g

'
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For the goal, of improving the speech spftware, we. modulariled the

user procedures for-accessing speech. 'There is now.a bilevel structure

where the User eneed Only be concerned with, the library of programs

available in the "upper .1 level. The lower 'level is shared by all users

;-:,...
.

and contains the_ lexicon of Stored sounds (wOrds and phrases) as well s ,

the low level routines for accessing the',1eXicon. The main word lexicon
,

(named "English"). was enlarged by the recordingand analysis of 2,00 new
.-

words.
--a

We, investigated techniques relating to the compression of'kund

0 .

data and possible :7inte.q,actionl betwen compression and prosodic
J .

manipulation.
\

The. focus. of ,the.'tiork, -in intonation synthesis has been fairly

. linguistic. We have _develofiled pr'actica.1.-methods for utilizing prosodic

.

features so that theut7.eranc,'s will have a natural feeling to the
I-

listener.
0 ..

(

Iriparticular; there are several specific questions which we have

pursued. Within -the context of the.autosegmental hypothesis' which we

haye been usi* for declarative's, we have conducted preliminary

7 eXamination of pitch contours in question sentences. A preliminary

. - -

modification of our pitch assignment algorithm no, accommodates both.

;
declaratives

01

and questions, although the experiments we have .done

suggest. that further work to make the assignment. procedure more geileral

needs to be done.

We also studied duration assignmentand haVe refined and tested our

procedures for "this components of intonation. to -particular, we

conducted an experiment -to compare our duration .assignments to observed
.

utterance lengths which yielded mixed results due to a washout effect.
. \ , '

./
.

.

a

c

/ , d `,.1

1
Cf. Goldsmith (1975), Leber ^75), Levine

f(19,76).

... L
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Another experiment building on the Tirst wag.more useful, establishing a
.

link between text structure and relative utterance speed.

Finally; we have been increasing our understanding of syntactic

bracketing of sUrface strings which are vital to our intonation

assignment- procedures. We have compared several linguistically

justified systems to see which hold the greatest promise in relation to

prosodic manipulation.
,

.4, 1.2° Complex Teaching §rograms with Audio

1.2.1 Logic Course
400w

During' the past Year the work on writing audio and nonaudio

r
(display only) versions of the lessons in the PASS portion of the loeic

course was completed. Also generated were synthetic prosody versions of

each/lesson having an audio version. A number of experiments, including

several examinations of student preference Eor audio or nonaudto modes,

were performed during the winter and spring quarters of the 1976-77

academies year. These experiments are currently being 'analyzed, with

results forthcoming in proposed articles and technical reports.

1.2.2 Set Theory Course,'

Work in the set theory course ithis year has concentrated on

improving the interface with the student at the Terminal by: 1)

-introducing the capacity for producr audio-messages; 2) writing an

online introduction to the'course and the proot'cbecker using audio

messages;-'3) incorporating -helsystem, also using audio, to provide

online assistance with administative or oursecontent difficulties and

4!
gquestions;4) improVing the thedrem prover,rover, andaddin and- improving

n

3

9

e
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inference rules to facilitate the production of proofs with a

mathematically more natural style.

1.2.3" Proof Theory Course

The;work on the proof theory course was begun the autumn of

1975. .During the last year we improved and expanded the curriculum,

wrote correspOnding audio lessons in VOCAL, and supplemented the logical

machinery in the proof checker (seeSection 3.2.3.6).

1.3 Teaching Initial Reading with Audio

One of the most critical components of teaching initial reading by

audio is the generation of individual letter sounds. ,Recognition of

such sounds is difficult because of the absence of context. However,

the recognition of individual letter sounds to tte matched to the

appropriate grapheme by the young student, is an esential component of

beginning reading. We therefore designed a test in which three systems

of computergenerated speech were compared to each other and a human

.,-

voice control, on the task of producing individual letter sounds., The

subjects were all first graders, little olderlder than the anticipated

target population for courses in initial reading. Besides .a

straightfoward statistical- comparison of, the results obtained, a

learning study was conducted, since there _is undoubtedly a learning

component to the task Of recognizing spoken sounds produced by any

unfamiliar source.

Many important 'Sounds to be produced by an audio system for'CAI in

initial reading are not contained in"the sounds for individual letters.

Clearly, a comparison of the three systems on a more Complete list of

ft



\

sounds would be an important and useful additional comparison. A second

experiment was therefore performed to compare the systems on the

production of words in order to test a.fairly%complete list of consonant

and consonant, cluster sounds, both as initial and final portions of

monosyllabic.-words.. The-expeAmntal-subjects chosen-in-this-case-were--

fifth graders; as the list of words the desired sounds as

components required .a wider reeding vocabulary than that possesed by

most first graders.

5
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2 Oomputer-generated Speech

2.1 The Audio.PrOcedures
ti

Modularizatfon of user procedures for accessirug speech was
,

com p feted during the grant period.- The present structure IS bilever,
,..

where the top level is a library of .well documented Sail prohedures for

performing all the typical )actions a speech user is likely to need. In
o

all, there are two hundred and thirty proced res available in this

library, These library procedUres when used bec me subroutines in user

programs. The lower level is the "lexicon fork" which contains the

lexicon and those procedures which heavily access the lexicon separating

theM from user programs and from the upper llbrarylroutines.

Audio Languages

The audio system allows .creation of independent languages for

stored_ sounds.. -The main language for word - concatenation and intonation

synthesis is "English", the language containing phrases recorded for the

Logic course is "Logic::. Other languages are available and new ones can

, be \c\reated as needed.
0

Each language contains a data base ("lexicon") where sounds or

words may be looked up by name and which contain infor6tion such as the

word's part of speech, its initial fundamehtal fiequency, its maximum
. r

fundamental frequency and 1'.a pointer to the storage location for the

sound itself. Si.nce' "se -lexicons are-ver -1-age, they cannot fit in

the same virtual mgmory.address_space with.any reasonably complex user

program, e.g., a sophisticated curriculum drivers Our operatiyi system

TENEX has facilities fon mobs_ to contain more than one virtual address:

r
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I . :' _ - , . '

-

!.,.

,

space ("fork") 'and.for efficient commUnicAions-between'them.%.Vehave

'
.

.. . , J ...

which,used a separatefork for the leFicon and those ptOcedures c:heaValy
. '-'

.:::.Q

access the lexicon. Doing this.has 'the- additional. ..beneficial side';

effect of allowing both the lexicon Band its accessing procedures to be
k

sh'ared-betweendiveriVcurliculum:driverS resulting irr a most effic*ent

. e

iabiolebentation, .Thns, tOlt-1e61 rocedureS/frOm'the'audielibrari such

as SP ("Can.yOu hear me ?), %im lY pass String gruments to the lexicon
.

,

, . '
fork where.all the corriputaiiOi'l retfu6trd. to hal/ ;these. words spoken is

_

not implemented:the intonat synthesis procedures indone.. We have

the: lexicon fork since they". have, been under intensive develoPmenf,. as' '
. -

... .

.
.

described below in Section 2.2.

An additional two thousand English -words were recorded, analyzed
- .

/
andadded,to our=, main lexicon ("English") Which now contains s-a total of

fourteen thousand words representing over three hours of spoken

individual words. -Some ten thousand sentences for the Logic course were
1.

alSo, recorded. These sentences represent seven and a half hours of

continuous speech. This data base Of three hours of words and seven and

a half hours of. sentences is, to our knowledge, the largest digital

speech data base ever assembled,from a single speaker.

2.1.2 Compression-Techniques

.We investigated the application of new compression techniques Which

could reduce the amount of data required for representing Linear

Prediction of a speech signal. The LinearTrediction techniques produce

twelve reflection coefficients which represent the short term spectrum

of the voice over the time of application._: The total representation of:

system includes these twelvea coefficients, as well asa sound,,, in our

F

7

'
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. .f ...- . .

coefficients for'gain, Pith and duration. The MISS ma iiie, Which will

\...,

. *
. .

,

.

syntheSize from this representation,. is a finft worst' length
v

-4,

speech.
..

.

machine and thus each number in the. representation must be truncated to'.
.

.. .' .. .

a small number of bits. Also the gain coefficient must be diVided into
I. .

..

s\.
, --

three separate but 'i1 nteracting boeffictents to minimize the. noise

,

.

..---

.

r ' -

introduced, in .the'calcutations of the MISS machine due to the finite
.

,

iFork/ength.
-

The...literature contains a: number of techniques fpr further

4

compressing.. this type of representation, (Markel. and Gray, 1974),
. .

.(Makhoul and Viswa4athan, 1974). 'One typical technique ins to allocate a

.)! -

different number of bits to each individual parameter La.. the

representation so as to minimize the total number of bit6 needed for a

particular spectral distortion figure. Another typcal technique is to

only update la,parameter whed it has' changpd sufficiently to cause a

certain amount Of spectral distortion.

.We have-simulated, many of these promising techniques to study what

effects they would have on the prosodic 'manipulations. we normally'

perform on our words and we were able to determine, in an informal way,

that techniques which compress the linear prediction coefficients or

which increase the length of time one set of coefficients is used do not

significantly interfere with previously performed 'fttconation

manipulations. However, compressing the fundamental frequency. `,11 gain

4

parameters must be -done in a more conservative way wtken prosodic

manipulations wIll be later performed since 'inaccuracies in' the

b

parametdrS may be compounded by some ofxthe.intonation techniques. We

intend to implement these techniques in the MISS system in the neat

, .

fUtute.

I
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2.2

2.2.1

°

. ,

Intonation Generation

,

Summary' of ourVProSodic Analysis Method

-"?

Our Previous work hisled us to adopt a "tone group'analysis. On

this aylysis 'a simple pattern of abstract (phonological) tones becomes

elaborated through the syntactic and semantic structure until the

specificity corresponding to 'phonetic observation is achieved. For'a

4

more complete review of the to#e group anaiyeis see fLevine; -1979

(Levine, 1977). We 'associate 'peak 'fundamental frequencies.in hen

'(represented by the Tiumbers cOrtesgondingto individual words) With the

'"tone",for each word' in a sentence and then elaborate phe intra-word
D

contouring from there. .16 the earlier years of this gradt

this analysis specifically for declarative. sentences.-

we developed

2.2:2 Some "simple Questions

It is generally accepted that wh-questiOns (or "information"

questions) have pinch contours similar to declaratives while yes/no

questions have a different contour. Below, we Aive short sample

analyses of questions in terms of Our basic tone group method. We will

analyze wh=questions with the tone group (M)HI.2 as for' 'declaratives,

and, the yes/no question with (M)LH.

,,----r!

Z.2.2.1 'Some Wh- Ouestions
*-1%-- . ..' t

. t, .

..,/&

There are some small differences among the pitch contours 'of the '
/

P , \,4

.

5
three recordings of sentence 1, but the, general impression is that.a ad t

'

. ,
t.. 1

tone on ',What' leads 'up' to the elaboration of the rest,pf thetone.Ttroup
,

,--N-,

on the rest of the sentence. From thig'pervasive mid tone op-. what' we
, ,,;,- .

.
_,-

2.
r Parenthesized M is an optional "mid" tone, HTis a "high" tone. and

Lfris.a "low" tone.
IF

9

15



conclude that. (at least in this type of question) the '%.711.-' woireiS a.

minor lexical item and therefore able to receive the mid tohe of the

one groUp.'

a

(a)

(b)

(c) ,

;

[what [is [the answer] ]

[ 196 [200 [169 .196
[ 179 _[192 [182 200 ] ] ]

[ 192 [2d4----,[182 172 ] ]

t;

In recordings and-lc, there is a downstep fro m is (t e verb)
.

to -the noun-phiase,'the 'answer'. The high to lQw tone contour grees

We must say inh the. pattern we saw in the 'short declaratives above.

that the
.

is 'sufficiently important in these clauses tothe cases

avoid receiving a mid tone. In lb does receive a mid tone.:.

'The' npstepS to the head noun in la and lb but not in lc which may

be related to the relative importances of the two words in the noun

phrase. lt=is also possible thaethe'"Word' 'answer' is slightly stressed

in lb. If we lowered the pitch. on answer in 1.b, it would 'show the

same pitch pattern as la.

2.

[ [what [rule [of inference] r ] "[was used] ]

[ [ 167 [ 222 [200 182 1 1 ] [114 - 108] ]

Nt" .

The next example (sentence 2) again shows the upstep (mid to high)

from 'What". to the rest of the phrase even though it -is not adjoined to

the sentence but only to the noun phrase. Notice the large step between
-

the noun phrase 'what rule c)f.inference' and the verb phrase was used';

It is roughly an octave (222 hetz to .114-herz). -This indicates an

isolation of the two phLses. Furthermore, the word 'oC, which would

normally upstep, does not in this'cbsev indicating that the weights of

10

16



different major and minor `lexical 'items differ in isolated (stressed) '

phraset. Further evidence that this is a stressed phrase- is the'fact
4

-

that'222 herz,is above'the normal'pitch-range observed for this speaker.,

We have provided one level of syntactic simplification 'for, example

3 because of ifs length and.complexity. This simplification portrays

the declarative fall pattern.more clearly. Again, in. 3b and 3c (and
. .

. arguably.in 3a), 'what' has. a mid tone ,relative to the rest of the

phrase. The interval of upstep iir,smaller -here than ;in senten2e 2,

since the entire noun, phrase isless promin'ent in the sentence; also. -it'

S

is not particularly isolated in relation to the rest of the pitch

cbntour...

- [ ''[what

(a)':

of inference] ]-]was used] [to infe [line fifteen] ] I

.
[ [ 196 [ 190 [ .169 ]]1[[118 '172)(164 152 1145 152 1111
[ [ 196- 19.6- ]J[ -172, [164 152 152 ] ] 1

r-

(b): . -

r 1,89 [ 196 [161 164 ]11.[[120' 1691 [156 149'.[139 147 3]]

[ [ 189 [ 196 164 ]][. 169 [156 149 147 ] ] ]

[ [ 200 ,[ 217 [182 MI ] ]] [[120 :185] [164''' `159 [152 152 ] ].] ]
[ [ 200 [ 217 - 182 . ] ] [ [ ,185 [164 159 152 1

a

The exact structure of the prediCate ('was used to infer line fifteen')

is not critical to this analysis, since an 1.ternative'structure:

[ was used to,i.n.kzr [line fifteen] J

is also adequate for a. desCripeion-OL.the;pitch contour-in our tone'

grOup terms. We would like to point. out that if the word 'to' had

:received _a mid tone, as we -might expect with the first syntactic

structure, the second structure would-not be adequate.

11

As 'the facts



lie., we need to explain away. the non -mid tone on 'to'. In Sentence 3, ,

as opposed to sentence 2,'we do' see, examples .of an upstep-from
4

'inference' (3a, 3c). We can relate this upStep to the relative ,neutral

,

contour which the'entire phrase takes on.

2.2.2.2 A. Yes/no Qdestion

Suppose that we were forced to choose a tone group for yes/no

questions based oa the sentence presented below. Let IA suppoe further'.
.::

that the choice was between (M)HL, declarative fall,'anAM)LIA, ,

\

4. '

[ doesn't I [thatiobservation] [seem [exceedingly appropriaite] l.c: J ,

,,, ..
5

[ 182 [ [ 189 189 - ] [ 156 [ 141 192 ] ] ]

...,-[ 182 .[ 189 [ 156 , - 192 - r ]

r .

. .

The ChOice seems'fairly-easy 'to make:. the .(M)HI, tone group doesn't:
.

'....
, -

fit even appr ximately to this sentence. We could say that.IdOesn't.',

'seem', and 'exceedingly' all upstep (mid to high) to the heads of their ;

/ respective phrases. While 'doesn't' is believable as a minor lexical

item, and 'seem' could be argued to be some sort of copula, it is hard

to see what argument can be made for 'exceedingly'. If anything, we

..?

,would expect it to have an exaggerated high tone,
..

, a
On the other hand, the (M)LH tone group is easily applied to this

,sentence. The predicate, [seem exceedingly appropriate], shows 'a

I
consistent rising contour which corresponds to the low to high' tbne

elaboration. There is no particular evidence that 'doesn't' receives a

mid tone in this sentence since it may be part of the elaboration of the

3
In reality, there are a ereat' many more potential choices

available, especially if -some theoretical devices'that have not .been
utilized in this research, e.g.-, boundary tones (Liberman, Goldsmith),
are.incorparated.

12
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t A

;

low to: high rontour.far the structure AUXI + NP + PRg0 and not (as shown

.

".:.

here) part of ;a structure" off AUX1 + CLAUSE. , ..

.
.1

.
. . 7,

We are not yet -ready to make'definitile statements about the
: %

. ' -- - %
. _

rikctrire of question intonation, but on the basis of this exampl we

.. . . It

hale begun ,:t6 incorporatequestions into our synthesis:system.
iel

t.

2+2.3 , Duration StUdies. : .
.

.,.

,,,

`'.
. * . \, - -.-

In' what.ifollows,- we .hal'e not attempted to actothitt-, for the

---
:.. ,

-intritaCies of '.English rhythm; hilt, we do think that. we- are 'fairly .--
.

.'1,'-' c

accurate in the'tajority of cases.

2.2.3.1" Experimental Errors

The 1uantitative-duration information 'presented below is Sublect,to

errors stemming fiom the difficulty of segmenting an Utterance

accurately. It is often very, difficult to tell (aurall and 'by using

quantized pitch and loudness contours) where one word stops and another

,

begins, especially when there. are phoneti processes Obs uririk'the
a c).

4

boundary as in the assimilation of-nasal sounds (e.g., "one of which").

Another source of segmenting'error
I-copied

in the difficulty of separating

pause time (the length of silences between words) from stop Closures

-(both voiced. and unvoiced) word initially, ,..ea.nd unvoiced final

fricationsi Thus a word could be given a duration twice as long in one

.utterance as in another6samply because the judgements of where the words

..,,act ally began and ended were different in the different utterances (or

even in the same utterance). An example, of the uncertainty associated
,

with difficulties of measurement is the word "the", which shows a.`".

.

variation in length of up to three times the shortest measured length.

A further difficulty _comes from the fact that a given word may be

13.
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-4-

-r

1

pronounced differently in different'utterances, even when the utterances'

are repetitions of thfsame words (with-the same-meaning)..

1
Some Elementary Facts

----.?,

WORII' tENGTH! (ms)

.
..

Close 642 4 /e4- \

cloak,, -549 107 I /k1/-/n/
/ . 73,65 ''

5

. 569 :/z/= \
i..

_484 65'

. nose
note

phonograph
.graph

. 808 iiPHON07 -(length)

200

*PHONO- (length)
275-

phonological 955
logical 680

phonOgraph 808 /t / - /n/

photograph 868 ' 60
-

whoever 510
293

_ever 319-

observed (e 45)

*-ever <= 135
*who- <= 330

Figure 1. Segmental durations for selected v rds.

"- k

,r

.

1

./Some- f the /inguistIc factprs which are involved in ation
0

include word-level phonetic. effects4 syntactic and serlanti phrasal
i

effects and discourse effects. We can view these effects as

hierarchically arranged, that is, the phonetic effects establish an

isolation duration for a 'given word, the syntactic effects act on thiS

isolation duration to yield .a phrasal duration, and the discourse

effects act on this ,phrasal duration to yield--.:_tihe final, actual

duration.

As an example of he word-level phonetic effects,,we can examine

some' word groups, cOmposed of minimally differen

The four words, 'close'(/kloz/), nose',

14

20

phoneme sequences.

-'cloak' are a good
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-caste.. The Offerencejpetween 'close' and "cloak' is the substitution of

a'-voiced final-fricative for an unvoiced final stop: -Nose .and:noie'

also differ from each other, ' ins these distinctie features. The

7respondenCe is' not, exact, since /krand 4t/ have different points of

articulation, but thi:!' similarity is substantik. We can also paik

(
_ '"-with 'nose' _and 'cloak" with 'note'_, 2-Here the distinctive

Thedifference Is between Oral and nasal stops, ward initially

duration 'of''close' is .624,vis, that of. 'cloak-Is 549, ms, 'nose' is 569

ms, and 'not is 484 ms. The "fricative-stop!' diffprence is 75 ms for

the /k/-initia words,-- and,. 85" ms for the /'n /- initial. words. Focusirig

.on the initial phoneme difference we see an "oral- nasal" stop differerice'

of 73 ms for the fin§l-fricative words, and a difference'Yof 65 ms for

the stop-final words. While furt* examinations of such pairs would be'.

. required to. reach a firm conclusion-, theseodifferencesagree with. the

general facts than fricatives are Longer than stops lin generaWand

that oral-stops are longer than nasals.

We can also see the effect of morpheme concatenation on word

duration by'a similar? examiyation. Besides/nhe cloak/nose words, Figure

1 also shows.the decomposition of 'phonograph' as /phono/ + /graph/, and

'phonological' as /phono/ + /logical/. There we can see that the

(ft

4
There is also the difference between a stop and liquid cluster,

/kl/, and a single stop consonant: in addition, the point of
articulation differs for /n/ is a dental nasal, while /k/ is a velar
oral, but the uincipal distinction is oral vs. nasal.

5Durations in this sedtion refer to recorded isolation durations,
drawn from-our lexicbn.

6Otber researchers have studied and-continue to study this' type,of.
contrast. These contrasts have not-been a focal p-utnt Of this research
and wmention them only in passing.

15



morpheme /phOno/
7
contributes differently to the durations in each case

although the difference between the two 'phono's may be due to error in

the recording. Notice that 'phonograph' and 'photograp
,

_which differ

only in the oral -nasal stop phoneme, differ in duration-1037\69'ms. While

still not conclusive, this agrees well with the.. differences in

cloak/note and close /nose, seen above.

As a final example of this type of comparison we look at the

combination of /ever/ to yield 'whoever'. The rightmost Column

of.that part of the figure gives durations abstracted from a\pitch and

volume analysis of 'whoever'. From these numbers$, it is clear that

some duration reduction is going On in combining tl?e morphemes. A

possible hypothesis would be that durational shortening similar to the

syntactically induced shortening is involved in morpheme concatenation.

We have not pursued this enticing, possibility.

.

Several experiments (LehiSte, et.- 1., 1976. -, among others) have

shown that duration information can be used to disambiguate different

possible syntactic structures for an utterance. The key fact is that

the final syllable in a phrase is usually lengthened from its phrase

medial length. In the hierarchical view of durational effects; the

phrase boundaries_ are seen as modifying the phonetically predicted
,.

durationdfor the syllable adjacent to the boundary. Thus Klatt (1976)
'

gives a formula for vowel length'that involves a minimal length for each.

vowel (in the language's inventory) and a proportionality constant that

varies with the syntactic environment, numbeeof syllables in the word

We label the' constructed morpheme duration with an asterisk.

8The'error of 45 ms is the uncertainty as to the end of /who/ and
the 'beginning of /ever/ which is continuously voiced, but has a :45 ms
region between volume peaks-corresponding to /u/ and /E/.

16
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and the stregs/unstress quality of the vow gives a similar

length. Semantic importance, novelty or focus)can
- ,

from the "neutral!' durationt(or smaller shortening.:

formula for cononant

result in lengthening

from a lexical duration).

Gaitedby (1965) found;that .1:)eech style results in a difference in

"tempp" but not in Orerelative durations of segments. "In general,

slow speakers .tend to\I?e slow'a/1 along the line in their acoustic

segments ...." (Gaitenby 1965, p. 3.6).

2.2.3.3 Simple E eriments

There are several s of testing a hypothesis about duration

modifications. The "ost straightforward involves segmenting a large

number of different utterances sand statistically comparing the observed

durations on a word-by-word basis. Another test would involve

° generating sample sentences embodying the duration contrasts desired and
-.<

having subjects judge the contrasts. A third test is to generate

durations for -an . utterance '(phrase or sentence) and compare that

statistically with an observed (spoken) duration.

The first two tests face error from the fact that duration

contrasts do not exist in isolation. Pitch (and volume) contours

interact with the duration contrasts, creating seeming length

differences where none exist in the acoustic signal, and negating the

perceptual effect of others. The durations from the first test suffers

from the poseibility of errors in segmenting the utterances. The third

test is liable to "washout"; whatever contrasts may actually exist in

the signal can be washed out as a result of the accumulation of these

differences canceling each other in the average.

17
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We have used the first sort of test to arrive'at an estimate of the

necessary duration modifications and we have discussed it elsewhere

Other researchers (Huggins, 1972) have conducted serious tests on the

second model. We have used informal listening test-g'on this model as

1r well to ascertain the reliability of our predictions.- Our testing,of

the third type was the most disappointing of all. We generated. .

durations for about 250 utterances, ranging from one to fourteen words

in length (maximum of 4.5 seconds-long). The recordings to which we

compared our generated durations were made- by the same speaker who

recorded our vocabulary. The recordings were made independently of thiS.

-experiment, for use in the computer-instruction course in logic at'

Stanford University (1976). The experiment measured the correlation of

the recorded utterance's- duration to (a) our duration predictions and

(b). to the sum of the lexical durations of the words from that

utterance. The disappointment in the experiment was that a standard

statistical regression for a linear relationship in both cases yielded

correlations that were ,statistically significant (p<.001).' The

correlation for the generated durations indicated that correct

predictions were made in most cases (the regression line had a...slope of

'alMost 1), while the summed lexical ddrations predicted a too high value.

of about 1.7 times the observed durations. The strong correlations of

both prediction's shows the "Washout" effect -- negating, (in both cases)

any useful information that might be present in the result's.,

2.2.3.4 Utteance Lew:7th and Text Structure

It is fairly_intuitive that key sentences (for

9
See Levine (1976, 1977).

18
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sentences) and phrases are said more slowly thgn the rest of a text.

Since determining which sentences are "key" in a' paragraph is a tricky,

task, we will discuss a different regularity that we have seen which

links duration of utterance with position in the structural hierarchy.

Figure 2_ gives the bracketing for lessons selected from the logic

curriculum. The numbers displayed inside the bracketings are the

difference between the length of the sentence (or sentence group) as

predicted by our current duration theory and the observed length of the

recorded utterance used in the logic course, expressed as a percentage

of the theoretical prediction. A positive value indicates that the

theoretical prediction was larger than the observed; while a negative

'means that the theory-predicted too short a duration for the utterance.

If .we were trying to model the observed lengths accurately, we would

need to shorten sentences which had a positive value and lengthen

sentences with a'negative one. The method used for these comparisons is

;similar to that described above in Section 2.2.3.3, in describing the

experiment where we tested the overall goodness of our utterance'length

predictions.

Lists: Clear instances of the regularity we will discuss are in

paragraphs 7 and 9. Looking at the corresponding values of these-

paragraphs we see the similarities easily. . The texts of the two

paragraphs-. arse also quite similar, both give a. two element introduction

to a list of four possibilities. We can summarize the observations:
I

1) 'The introduction to the, list shows a length'
-contrast between the two eleMents in which the second
`Must be shortened while the first-is either lengthened
slightly on shortened less. We hypothesize that the
first shoulde-be predicted c/ose to normal speed while
the Second is predicted to be slower normal.

2) Irf.the list itself, the second element stands

19
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1.

[-11 -16 21] [[-29- 6] [7 8 0 -6 ], ]

o ,

111 [11 10] . [16 [31 32 32] 11]

[4 6 5] 11' 6]

3.

[4 [3 17] 13] [75 .,17]

[17 ['-27 5] [7 7] ]

4.

[ [10 5] _.[5' [3 ] -7] 7

5.

4[12_ 13] [3 3 1] ]

6.

3 [12 9 [4 7 19] [11 _0 [10

7.

[-4 17] [6 12 1 9 3

[16 123 [12 40, [15 14) 11]

[ [ -2 8] [9 6] ] 4

[9 18] [2- 12 1. 4]

10.

3

11.

fi8

:f15

-5 -4j 15..

118: 0] [6 10. .-20] [2 -14]

[30' [-1 4-8 1] ] 22 20

.

-Figure . -TeXt-triew Structure: .percentag,e difference of
,Obseri.red length, of utterance from length
'prediction using only syntax' and ,lexicon.-

3] ]
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out as being the most proMinently divergent from its'
prediction. It is_predicted to be much lo7ger- than

observed. ,We hypothesize that in general (sentential)
list elements ;are said at close-normal-speed-except-for-
the second element which should be faster than normal.

3). The introduction seems to be- on the whole
slightly faster than the list, and the list speed is

/ predicted approximately correctly;

Paragraph 5, does not particularly confirm the obtervations of 7

and 9, though .the introduction is predicted to be longer than the

observed.by more than the list. This may indicate that the whole-lesson

was read at a_slightly faster pace than predicted.

The last major constituent of paragraph 1 showS the contrast within

the introduction which we are looking for, and the second element on the

list is spoken' faster than the rest of the list except the first

element. This difference from our hypbthesis about list sentence

lengths might be-due to causes unrelated to the textview structure or

to aspects of that structure which we have not isolated as yet or may he.

counter evidence.

Paragraph 10' has only a single element introduction and =tile third

prediction relating the introduction _and the ,list seems to hold. The

list structure, also seems to follow our V. hypothesis_ by shot:ring-the second

element needing to be shortened while the -other elements need to be

lengthened from the neutral prediction;

Footnotes: The last value for paragraph 10 is -atootnote and is the,

sentence 'needing most to.be shortened. There are Other examples .of

.

foRptnotes which also share this characteristic of requiring shortening:

the last two sentences of paragraph 11; paragraph 4; perhaps paragraph'

A not in paragraph 3. Notice that other final sentences 'do not sbOw

the same need' for shortening; so we- would not attribute this phenomenon

_simply to being paragraph final.,
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2..2.4 Discussion of Pare s

We w11 1 discuss here some fairly complicated parsing systems which

seem promising as components. of

ir
Computer -instruction system.

describing our parser.

speech synthesis program fora

start with some J3rief remarks

2.2.4.1. Our Parser -- Overview

Figure 3 gives an outline of our parser which uses linguistic

patterns to decide how constituents are to- be constructed-and combined.

i
.This algorithm uses- certain basic onstructs (here: noun, verb and

prepositional phrase; above: conjunct ons, or, articles,' adxiliaries and-
,

prepositions) to achieve a preliminary, structure for the sentence. It

then fills in the ,structure so established by creating more complex,

constituents: The final step in,this parse,procedure is to assign all.

as-yet unanalyzed words to some-phrase. The basic motivation in this

step issthat English is aright- branching language, i.e., most of the
ce

jcomplex construction- in English occur ',kin some right branch of the

syntactic tree. An example of thiS complex right-branching structure is

a noun with a relative clause suspended from it as in "John, who came

home late last night." The structure for, this phrase is

[John [who came home last night] ]i

r.
one word adjoined to a clause on the right. 'While not every-structure

141 English is right branching, this isa useful guess for the parser to

make when it finds no other analysis:

Still more complicated parsing procedures are conceivable. What is

particularly missing from surface parsers is-the capabilit3;

22
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I. Find.the simplex noun phrases, verb phrases and
prepositional phrases in the sentence.

2. Use these phrases, along with unphrased words, to form more
complex phrases by looking for specified elements and
then associating other constituents into the phrases.

a. Some specified elements are searched for from the front
of the sentence; some are searched for fromthe end.

b. Associated constituents may be before or after the
specified element. - -

3. Complete the structure by including any unphrased words as
either (a) or (b).

'a. their own phrase, if there are enough words together.
b. a lefp sister to some constituent, the created sisters

to be dominated by some single node.

_/

Figure 3. Overview of our surface parser.

.?missing and moved constituents
10 Let us consider a simple-phrase

structure parser, which- is non-recursive; t'here are no embedded

constituents in its parsed structures. Such a parser is not subject. to

this difficulty to the same degree as our full surface parser since the

limited. structures

_ either moved or
\fLi

differences. We

available as simple ?hrases are unlikely to contain

missing. words that make

can tompare the
P

results

important

f the

structural

surface and

transfordationak parsers using the example from our previous discussion

of stress reduction, which we repeat below, together with different

possible p-_ses. Parse (a) would come from the simple-phrase parser,

(b) would come from a- fua ll surface parser, and, (t) could result krom

transformational derivation:"

- 10Missing constituents and discontinuous constituents were a major
motivation. (historically) for incorporating transfoemations and/or

semantics into accounts of syntactic structure..



Eager, though I am to win, I would never. cheat.

(a) [Eager' though) [I] [am] [to win] [I] [would.never cheat]..

-(b) (Eiger (though [I [am [to win]]]]] [I [would never cheat]].

(c) Mager [though [I- bum [to 'win]]]]] [I'[would never cheat]].

.

The focus of attention in this figure is on the different parsings for
. .

"am to win." The simPlephrase parse for those words shows two.separate,.
A

phraseS. In terms of the prediction of contractions
11
, this parse could

(.
. .

. ,
.

agree with 'either of the other two, either incorrectly allowing

contraction as in (b) because of a tonal assignment upsteopAng the word

am to the rase "to win", or not, as in (c), instead, correctly

assigning separate"prominences to the,word and thelphrase. Parses (b)

and (c) make conflicting predictions, with,the empirical consequences

supporting parse (c).

From a purely practical point of view, we note that the bulk

English sentence structures- do nat exhibit these deletions and

movements. The additional complexity due to incorporating derivational

schemes or semantics into a parser must be balanced against the need for

correctness in these limited cases. While the surface parser does not

`alWays yield the. best parse,.. it comes .very close in a large.number of

cases.

0

More Complicated Parsers

TwO parsers which perform more complicated syntactic analysis than

those by Kaplan (1976) and Marcus J1974, '1976).our surface parser are

Both of these attempt t produce structures which would make he correct

11 Gf. Selkirk (1972) and Levine (1977).
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.
-

predictions in the contraction -cases cited above
12

, thl:p is, express,
.

generalizations moved and deleted constituents. Neither' parser
______

------ --,-ty

tries to reproduce the derivational history of a sentence as part of a

parse.
Kaplan's ATN parser

Kaplan's parser .is an 'augmented transition network. A simple

transition-network is a graph of connections ,(arcs) between possible

states. In a parser each state ,represents some constituent which is

r6cogniied when .'the parser arrives at that state. The syntactic

patterns which were the-basis of-our parser are represented in sequences,

of arcs and states of the ATN. Some sequences of states which would

otherwise appear many times in the parser can be factored into

subroutines which are separate transition networks. This transition

'.:network can be referenced by an arc between two states, as if it were a

simple word recognition. In this case, the sub-network must give a

successful recognition' in order for.-the parse to proceed. These sub-
.

networks normally represent phrase constructs ,like noun phrase,verb

phrase, etc.

-.The augmentation of the network: comes from allowing the arcs to

represent eunlimited) computations. These computations can be used to

bracket or re-bracket constituents, to assign labeli tO various

elements, and to perfoim tests besides the simple constituent'

recognition which the states represent. An important augmentation in
1

Kaplan's system is the 'hold cell'. Some of the arcs have the

possibility of placing a recognized' constituent (either' simple or

-
complex and.1SUally noun-phrase) into ..a designated -cell, while other

own.

12
Needless'Needless to say, this expression of their 'aims is totally our
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arcs' are enabled to.use this cell instead of performing a Sequential

sente ce constituent recognition. Use of the hbld cell allows this

1
,

..

parse to analyze Igntences with unbounded movement or deletion, which

oure purely surface parser could not, while avoiding reference-tq-

derivational'

2
istories. Unbounded leftward movement, which is the main

example in English, is recognized by placing the (supposed) moved

constituent into the hold cell
13-

and then Whenever a pattern may require

a constituent of that type the hold cell Is emptied:of its contents.

Ad important difference between the organization of the ATN and

that of our parser is that the ATN completes its parSe-of one (the .

current) constituent and then processes the next word or constituent in

sequence, It is ali:iays building up a unified structural description.

Our parser will create many independent constituents and then try to

combine them into more complex constituents. The difference between

these two approaches shows up with "garden 'path" sentences, such as "The

horse raced past the barn fell." The ATN will initially follow a "garden
c

path" in mis-analyzing a sentence until it can proceed no further. At

that point it has to back up and recreate at 'least some of the parse,

making some different choices from the structures assigned the first

time. In the sample sentence it will parse "the horse raced past the

barn" as ell-sentence and then.have-no analysis for 'fell': Then it

will have to go back and analyze "raced' past the barn" as a reduced.
C

I P.
.

relative clause in.Jorder to fit
.

' ' 'into' the . structure

declarative. Our' parser

simplex

will always maintain the ntegrity of the

structures created in'the

-13
The supposition can be based on the

pattern utilizing the constituent at that point.

earliest part' of the parse,. even` if
s

26.
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higher level structures are difficult to ,form from these .constituents. lr

In the above sentences assuming 'pat' is marked. (or recognized) as

preposition, the simple constituents the horse", "past- ti;te barn",--

"raced" and "fell" will be4parseTin the 4rst run-through. The parser

is then free to create any grouping f complex constituents it can. In

fact-our parser can only create a single structure for -any sentence and

thus cannot back_upn case of parsing difficulties.

OinOther difference between the parsers- is that an ungrammatical

:'sente c ' will. require 'significantly more parsing than a grammatical

one does from an ATN but not much more from our parser. 'This because

the ATN will attempt to, recover from possible "garden .aths" until all

possibilities for parsing. the sentence have-been exhausted. Our parser

,

will simply leave whatever constituents it can find sitting around and

then give up. The ability to give up quickly. is valuable' in a setting
4

where ungrammatical utterances may be encountered. The concomitiant

drawback is that our parser will tend to compound its errors' and. then

'leave them sitting whereas the ATN will try harder to get the right

answer.
Marcus' 'Wait-and-See' parser

The 'wait and'seer. parser, (WASP) has similarities both to our
,-

surf ace parser
14 and to.K.4plan'S.ATN. Like our parser,- WASP depends on L.

creating small, simple' structures and eventually combining them to form

the more complex ones, and, like the ATN, it proceeds from the beginning.

of the sentence to the end, without going backwards and forwards in

looking for complex constituents. WASP works roughly-is follows:

1) The -parser procedds.:Irom the first word of 'the

-..se.nEence and -looks for 'matching_- patterns (sometimes.

--predicting. what.. -. should be_ the ,next 'eleMent in the

-sentence)... ...- - .

14'Out perser.has borrowed. somewhat from Marcus .
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2) If the current word does not seem to form part
of some constituent (does not match, a pattern) it is
stacked on a list of constituents.

3) If it finds a matching syntactic pattern, t

words/constituents comprising that ;pattern are'phra
together and treated as ,a single constituent. Af!.: a

ikconstituent' is parsed, it is put on the of

constituents along with unparsed words.

4)- Forming a new constituent can, y matching
another syntactic pattern, cause already parsed
constituents to be popped off the list (last-on first-
off) in order to he incorporated into some new pattern.

5) A constituent can have various kinds of
information associated with it and its sub-constituenB.
In a-nonn phrase,-the entire phrase might be, labeled ,

and the head noun in that same phrase might be so
labeled. In a sentence, the subject and object(0 might
be labeled for their 'function as well as for their
syntactic structure.

Ina sense the WASP employs a different organization.of practically

the same' basic notions of patterns and parsing style as are used in our

surface parser. We can imagine redastine our s eral- passes across

constructed constituents into interlocking patterns, where the formation

of one constituent allows another pattern to activate itself and try to

find all the necessary components. ,Also there is an appealing sort of

. psychological plausability to this parser (as well as Ron Kaplan's ATN)

in the left-right direction of attention focus movemen, and the single%

pass. through the sentence. There is no good evidence to support the
. '

OppOite view- that attention scanS_batkand,fOrth-through`the'wor:ds-and-%-
-

constituents of the sentence in the way that our parser would have it

done.

I

(3.

could receive additional labels as part o
k
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'2.2.4.3 Semantically Guided Parsers

The parser we 'have discussed here are all syntactically based.

The patterns
i

upon AA, ',recognition depend are independent of.

...4e*t
..t..,_,:-..;..

--....;:.:,;;.,`.
considerations 'of

. t ,-.: - 16.....-.

the structure of the , Stbutse-up to.ih'at-pnInt ----Interesting work on

parsing using world knowledge or r6ference to meaning has been done,

especially by Winograd and Schank. 7 who, despite the differences between

f the words-or sentences involved, or of

' 7

their approaches; 'share the Underlying assumption_ that non - structural,

information is important in structural analysis, that syntax is not

self-contaiiied bdt reqUires semantics (and possibly additional sources

of information) in order to be andlyiable..
. /

We have not closely Looke into the !'use of semantically oriented

parsing for two reasons. One reason is simply'the practical one that

this more complicated parting requires more resources and has not been

implemented. in a general e2ough way, that it could be a candidate for.

incorporaticin into .this project. The other reason for not pursuing

semantic parsing is our belief- that the phonology (intonation) -can

utilize only syntactic structure along with slime very specific.

stress/destress information, but without access to semantic information

to guide the elaboration of tone groups. :tit -the parSeitSelf*-depended
. .

on semantic information any claim in this area would be a vacuous one.

16They are also independent of -the weatherat the time of the
parse, but, we take it as evident that the. reasonableness of ...using

parsingarsing does not..require the-justification that reference to':
the weather does.'

. 17SatpleS of different approaches along -these .lines. are contained
in Schank and Colby (1973).
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2.3 Outside Contacts

During the past year, we have had numerous contacts with Professor

Jon Allen of MIT. He has provided us with updated versions of his text-

to-phoneme programs. His programs are written in the language "BCPL".

The TENEX system in use at our site also has a BCPL compiler but the two

compilers have vast differences both syntactic and semantic. We were

able to convert most of the text-to-phoneme programs to TENEX BCPL and

now have them operational. We currently use his text-to-phoneme program

as one part of our word analysis routine for dictionary storage of a

sound. When a word'is recorded, there is always some silence before and

after it in the recording. For, good concatenation this silence must be

removed. By'using the MIT program to provide a phonetic transcription

of the word, our analysis program is able to more accurately determine
r

the boundary' between silence and word in our recordings.

. We have also exchanged information, through personal contacts and

-regular correspondence, about how our different intonation algorithms

work, including. plots of parameter waveforms both( before and after,.

application of our algorithms and representative samples of.-the

sentences our .curriculums use. We _have- 41So. provided him -with some

programs a general nature and our lent our expertise' on the

suitability, of certain peripherals for the recently acquired computer

system, which is fairly similar to and largely compatihata with our

system.
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3 Complex Teaching Programs with Audio

The Institute has developed three large scale, college level,

-mathematically orientedf CAI courses:- Elementary Logic, Axiomatic -Set-

.Theory, and Proof Theory. All three courses are used by Stanford

University as regular parts of the undergraduate curriculum. Students

receive three to five units of college credit for these courses, and use

them as prerequisites for other, non-CAI courses at Stanford. The

courses also serve as an environment fo, the study of learning and

teaching methods. This section describes the work done in the past year

to further develop and extend these courses, and the results of the

experiments performed during the past year on various aspects of the

courses.

3.1 "Introductory Logic Course

3.1.1 Audio/Display Interaction in the Logic Course

The -irst portion of the logic course to be rewritten in-VOCAL was

that which dealt with translation from prdicate' logic to English and

vice versa,, since it was,initiallY thought that the addition of audio to

the logic course would have the . most impact on such paraphrasing.

exercises. While the prosodic emphasis and the informal explanations

available in audio modl did aid in the understanding of these important

semantic concepts, it turned-out 'that -audio made a greater impact on a

different area of the course.

When the remainder of the logic course was rewritten, we found that

the primary advantage of an audio/display presentation over simple

display was in the dem.onstration of processes, suchias an example of the
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use of a new inference rule. With an audio-suppAmented presentation,

only the material which would actually be -typed during a derivation need

appear on the display, thus preventing a confusion of explanation mith'.

object. For example, rather than using artificial devices' such as

bracketing to indicate text.which is presumed, to be typed by a student,

the author may simply havethe prograM speak "you type the,line number"

. .as a number is being typed, and speak "the compUter will then print the

resulting formula" as .the formula is being printed. Thus, the display

invariably looks clearer and less clUttered when ,comments are rgserved.

for the-audio.

The spoken text also allows one to add,a dimension of timing to the

process being demonstrated, so that its steps can be'done one at a time

as they are explained orally. The author can coordinate a display

action with the time when a student hears a spoken comment (even though.'
i

the student controls the speech rate), but there is no way to know when

a student finishes reading a written comment, except by'use of the HOLD

opcode, and overly frequent HOLD's become annoying. Thus, in the

display. -only versions, we had to type out a large section Of the example,

all at once; parallel with a large'section of explanation, and leave the

student to jump back and forth from one area of the screen*) another as

he reads. The loss of clarity very dramatic, but.it is impossible to

demonstrate this adequately in a report which itself must be committed

entirely to the written page.

We will attempt to convey the effect somewhat by illustrating the-

successive display contents, with . spoken- comments below.' In the

following example, adapted from an actual lesson, double divider lines

(=== ) mark places where the student can have the spoken text repeated



or "hold" the presentation until he is done-examining the display, and

single divider lines ( --)-indicate places where something-changes on

the display. Boldface type, in the display content represents

brightening (display in double intensity), and underlined type in the'

spoken text marks words which haVe been tagged for extra. prosodic

emphasis. Theactual VOCAL code which produces this lesson folfqws the

illustration. The. VOCAL author manual, which was written this summery

contains further discussion of audio/display interaction and several

more samples of lesson code.

SIMULATION OF THE AUDIO VERSION:

=_===========....

P (1) 2 -I- Y = 8 + X & X = 3 + 1 - -X ;

P (2) X = 2

, SPOKEN: "Our two new rules work a lot like Rules R 0 and R Q R,. except
that instead of replacing equivalent sentences,.they repla,ce
equal_ terms. For all four of these rules,"

P
*1

(I), 2 + Y- = 8 + X & X = 3 + 1 q' X

(2) X = 2

14,

.

SPOKEN: "the first number indicates the line in which the replacement
is to take place,"

".--\

P (1) 2+Y=84-X X=T+1-X
P (2) X = .2.

*1,2

SPOKEN: "and the- second number indicates the line which justifies the
replacement. For RE and.RER, this line mist be an equation."
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P
P

*1;2 _

(1) Y = 8 + X, & X = + 1 - X
(2) X = 2

SPOKEN: "To. replace occurrences of the left term with the one on thei ,
right,

P (1) 2 + Y = 8 + X .5,,)(= 1 - X
P. .(2)". 2

*1,2RE
.

SPOKEN: "you use. Rule RE. If you don't put any occurrence numbers
after the rule,"

P
kt;IRE

(1) 2 + Y +X & = 3 + 1 X
(2) X = 2' -.

(3) 2 + Y L 8'+ 2 & 2 = 3 +.1.- 2
.

"all of the occurrences will be replaced." 7,

0

..
======----==== == == == == === ======================

t V

(L) -2.+ Y = 8.+ X & X =.3 + 1 -
P,, (2) X =-2 ti .

SPOKEN "If yau don't Want to replace all the occurrences, then list
the numbers of the ones you do want to replace after the:
name of the rule. !Br example, if we only wanted to replace"

. A

(1) 2 +.Y = 8 + X & _ X = 3.+ 1 - X
(2) X = 2

SPOKEN:' '",the third occurrence of XHhere',"

(1) 2 + Y = 8 +. X & X + lz-7 X.-

(2) X= 2
*1,2-RE

SPOKEN: "then we would type 1,. comma, 2, R E,"

P (1) 2 + Y = 8 +.X & X = + 1 - X
P .(2) X- = 2- .

*1,2RE3

SPOKEN: "and f)inallY. a -three,

34.
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*1;2RE3
*

(1) 2+Y=-8+X &. X=3+1-X
(2) X = 2

(3) 2 + Y = 8 +*X- & X = 3 + 1 - 2

SPOKEN: "and hit escape, of course."
(

P ,

I'

*1,2RE3
*.

(1),r2
(2)-0)-X

(31.1;:2

+ Y = 8 + x
= 2 -,
+ Y = 8 + X

&

&

x. = 3-+ 1

X = 3 + 1

.4

SPOKEN: "If we wanted to replace the occurrence of 2 in line I with
an .X,"

- 2

P (1) 2 + y.;:.=;::8 + X & X = 3 + 1 - X
P . : (2)

X._= 2

*1,2RE3 ' (3) 2 -T- Y;= 8 + X & X = 3 +1 - 2
...

*1, 2RER

SPOKEN: , "we would use the Replace _Eauals (Right) Rule, which is
viated R E R; instead of Rule R E. 'Since there is only one
occurrence of 2 in-this line,=.......

P (1)' + Y .= 8 + X & X = 3 + 1 -
P' (2) X-= 2

*1, 2RE3 (3) 2+y=8+X & X=,3+1-
*1 2RER (4) X+Y=8+X & X= 3 +1 -X

SPOKEN: "no occurrence .number is necessary."
END=OF EXERCISE

THE VOCAL CODE FOR THE, ABOVE EXERCISE:

[EXERCISE 3 "RE & RER: 'Replace Equals' and 'Replace Equals (Right)""
[AUDIO
(TER/ "
P .(1.) 2 + Y = + X & X = 3 +.1 - X X1

xxx A B C

(2) X= 2 22

yyy z w
*I, 2RE (3) 2 + Y = 8 + 2 & 2 =3 + 1 - 2
aXcYRR. pppppppppopppppii E q F Trrrrrrrr G
*1,2RER (4) X+ Y = 8 + X & X = 3 + 1.- X . Z4_
bUUUVVV ttt I utzuuuuuuuuuuuuuuuuunuuuuuuuuu

II

*1,4E3
eSSSSST

(3) 2 + Y = 8 + X & X = 3 + 1 - 2
ssssssssssssssssssssssssssssssssss H
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(HOLD (S 1 2 a)
"Our- two new rule'S work a lot like Rules R Q and-R. Q R,

"except that inStead-of replacing $3 equivalent $2 sentences,"-

"they replace $2 equal $1 terMs."
"For all four of these rules,"
(B X x)
"the first number- indicates the line/in which fthe"
"replacement is to take place,"
((U X x) (T c) (B Y y))
"and the second number indicates the line which"

"justifies the
"For R E and R E R, this line must be an equation."

(S ((U Y y) .(B z B C D))
"To replace occurrences of the left term with"

(B R)
"the one on the right-, you use Rule R E."
(W. 250),

"If you don't put any occurrence numbers after the rule,"

((U R z) (T p) (B E) (T q) (B F) (T r) (B G))

"$2 all of the occurrences will be replaced.")

)
(HOLD

(HOLD (S ((U B C D) '(OE 3 13) (T e))
'"If you don't want .to replace all the o_ccurrences,"

"then list the numbers `of the one. you $2 do want to replace"

"after the name of, the ru, le."

(W 250)
"For example, if we only wanted to re

(B.D)
"the third, occurrence of X here,"
(T.-S)

"then we would type 1, comma, 2,.R30.
(13 T)
"and finally a three,
(W 250)
"and hit escape, of course.")
(W 1000) (U T) (T (B H) (r b)

) (COMMENT . "end of-hold")

(HOLD (S (-(U D H) -(3 A)) .7

"if we wanted to replace--the occurrence of

(B w)

"in line with an X,"
(TT U) (13. V) )

"we would use the Replace Equals -'(Right), Rule,"
"which is abbreviated --sR E R', instead of Rule .R.E."

"Since there is only $2 one occurrence of $3 2 in this line,

(U V)

lino occurrence number is necessary.")
(W 1000) (U w) (T t) (B I) (T u)

(COMENT "end of hold")
(S (U A I)

"The next exercise will give you some practice"

"with these two powerful rules of inference.") -

)11 (COMMENT "end of Exercise")
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3.1.2 Student Preference in -Audio- nonaudio ,Choice Situation

. -\\
During the winter and spring quarters of the 1976-77 academic year,

166 students were enrolled in the logic course. Data was collected on

connect time in exercises, audio choice at login, and. calls to. Browse-

.
;r

.mode.--Students were divided into two groups, each of which was exposed

to audio and nonaudio versions of an initial segment of the course. In

the winter quarter half of the students were exposed to audio in the

first three lessons and nonaudio in the next three; the other half had

nonaudio followed by audio. '-Beginning with lesson 7 and-continuing-

.

through-lesson 18, the :students were tree to. choose, at each,login,

either audio or nonaudio versions of the course. During the spring

quarter, the loiced switching initial segment was reduced Aro two

lessons, and data was collected through-lesson,20. In addition to this

experiment, the .springvgroups were further divided .into` ttqcvArouPs fOr
-

,each original group. Half ofeach Of the origifial groups were flagged
4

for precorapiled synthetic prosody as opposed 'to 'long sounds (see

(Hincklex, et.-ar.,.,1977)), so that if they chose audio at 'login duking

after lesson 21, they would hear the syntheti prosody.

.9uesttonaireS....weteused:7during the coring ...quarter: to-provide some

.

backgroundothe students.'., view of the course, the audio component,

the reasons for their-choices.

and

The data collected from these experiments is still n the process

of being analyzed, mainly with view toward generating a stochastic model

of the'students' prefefence in terms of the choice paths. Forthcoming

'articles and technical repOrts will provide detailed accounts of these

experiments and their analyses.

to the above experiments, a study was conducted on



students' behavior in interpretation exercises. The rcises require

the student to generate a counterexample in the domain of integer

arithmetic "fora an invalid argument, and then proje that their.

(interpretation of the argument is indeed a counterexample. More Complex

exercises of this type require the student to first decide whether a

giNien argument is valid or invalid; then prove the argument or generate

.a counterexample. Another use of this type -exercise is'in.showing.

the consistencyYof a set f_statements.

Data from the interpretation exercises, including use of the 'hint'

feature were collected in the winter and spring quarters of the '1976-77.

academic gear'.. The data were collected fdr two _purposes: first

predict, the difficultya .student would have on a particular exercise

from the structure of tae exercise; second, to find a stochastic model

that would describe the student behavior on the interpretation exercises
. .

- -

where the student has to decide whether an argumentlis voila or invalid.

Data - analysis is now being performed and the ,results of the

investigation are expected to be published summer 1978 in the fdrm of a

dissertation by Inge B. Larsen.

Set Theory Course

01`

3.2.1 Audio Introduction to EXCHECK(Based Courses

The goals of the OVERVIEW program' mentioned in the proposal have

been expanded to. include a historical model of each student's style of

--pro6f building as well as the model ofthe current object dialog. As a

consequent, this program is still in'the development stage. Rather than

wait for its completion before writing an audio introduction to EXCHECK,



t

though, we have utilized a HELP system, which was originally written for

the4logic course, to perforn this function.

The. HELP system is completely implemented. .A4 set 'hefp
'11

modules ' similar to the explanatory exercises of the logic course, are

Written. in VOCAL. They can include derivations and other: types
.

'questions, bait such.exercises are for assistance_ oply. They are not

"Scored"., and the student may skip them if he -desires. The system is

meant to 'contain a help module for each topic which stbdents may need

f:::

O

tutorial.- style assistance on. It can be expanded by the teaching

assistants as they -encOunter 'student problems. The course authors also

maintain a "graph's of how the various modules, in tfie course HELP system

relate to each other.

Unlike the intended OVERVIEW program, HELP does not itself keep

nor does ittrack- of how the student, is performing in the course,

interrupt and svoluqteer information to a student who is having
(

trouble. Rather, the systee is called by the course 'driver when, a

student types 'HELP', and then the student is given of topic

choices intended to narrow down hits particular Area of difficulty or

interest. He may then, ask for one of these topics,, or :any other topic

which he knows the name of, and the requested audio helpmodule will be

-presented. A further list of related chotces (specifies by the

aforementioned graph), is then presented,, and the procedure repeats until

the student asks to return to the outer course.

The HELP program is passed two, arguments by the main driver; the

.

. ,

lesson, number which the student is currently at, and a list of C`opics-

:,

which may need special emphasis. Each lesson has associated with it a-. ,

subset of the helpmodules which are particularly relevant to, the



material presented in the lesson. The special emphasis list

null, but if.the student has recently been given an error message, it

will be set to include any relevant topics, (e.g. to the modules on

syntax when a student has entered a formula which 'will not parse, or to

the modules on .quantifier .restrictions when a student has attempted an

invalid use of a quantifier rule). The lesson emphasis and error mode

emphasis modules are then added to the initial 'list of topic choices.

- -

Thus for the HELP-system to become more responsive to. the, student's

particular needs, no modification of the HELP, program itself is needed; ,

rather, the man driver, with the help of OVERVIEW, need only become

more sophisti d in its choice of arguments to pass to HELP.

. Since EXCHECKIs used for se eral courses (currently.,set theory,-

proof theory, and .the Agrade seque in-probability theory of ,the

logic course), some students who begin one of''these nurses. will have

already encountered EXCHECK in another course.. Others may bet-familiar

with the general operation of our computer assisted' instruction system

through courses, such as- "Introduction to Logic" which do not use

EXCHECK. The. HELP system is thus an especially appropriate vehicle. for:

the introductory,sequence in the use,of EXCHECK and'-the rest'of the

instruction, system. Students can ,ask to view just as much of the

material as is new or-useful to: them.

Therefore, all the introductory material not specific toSet,Theory.

was :Rik-I-into audio help modules:; The following list, taken .from

recording of the topic lists output in a test of the HELP system, is

representative of the gore than 150 help, topics currentIy.included in

the. EXCHECK, sequence. Most have associated tutorial outfiut,.but some

topics (like ADMIN, SYSTEM, and .QUANTIFIERS)- are used only to guide the



interrogation which leads to selection of an appropriate module. (The

bracketed letters indicate the minimum string which a student must type

for the system to recognize which topic name is intended.)

ADMIN
SYSTEM
AUDIO
.REPEAT
BROWSE '

.

SPEED
BACKSPACING
ZAP °

EXERCISES -2

GRIPE
r NEWS
EXCHECK
WORKING.

SORTS
META-PROOFS
REPLACE .

REP-SUMMARY
REP-EG1
REP-EG2
RER

'`
.VERIFY

VER=LLMITS
UNAVAILABLE
REMOVE
.ABBREVIATE..

OWN- FORMULA-

.QED 7

SCOPE.

:BOUND:
QUAg-RULES:
QUANT-RESTR
AMB-NAME,.

fAa]
[SY]

[AU]

[REPEJ
[BR]

[HI]

Es?].
(BA]

(z]

[EXE]

[GRIJ'
[NEW]

[EXC]

[WO]

[SORTS).-

[META-P
[REPL],

[REP-S
[REP-EG1]
[REP-EG2]

[RER]
-EVERT].

4VER-L]
[URA]
[REM]

jABB3

few].
[QE)
tsco]
[BO ]

[QUANT-RU]
[QUANT-RE3

[AM]

Administrative -matters
Communicating with the computer system
Problems with -.the audio-system
.Repeating the most recent material (t0.)
Using Browse Mode (TB)
Getting hints in derivations or questions,(TH)
Controlling the speech rate (TS).
Erasing mistypes with 1W, TX, & the DEL key
Logging out or leaving a subsystem (TZ)
The various types of exercises"in-the course
How to send a complaint or suggestion
How to ask fot news on' the. course
The use of the proof checker
The use'of working premises.
The sorts of variables and terms
How to prove theorem schemata
The Replace rule
Summary of the operation of REPLACE
A basic example of the use of REPLACE-
An example using more'features of REPLACE
The Replace` Equals (Right) rule

,

The Verify rule ,

Limitations on the operation of VERIFY
Rules from Logic 57 which don't work here
Redoving proof lines from the display region
Defining and using your own abbreviations
Proving your own formulas with SETDERIVE
What the QED command does fo't you
The scope-of a quantifier
The definition of bound variables
The Rules which manipulate quantifiers
Restrictions o the 'quantifier, rules

Using variable as ambiguous names

'Irraddition, a short sequence

settheory.accepted:by EXCHECK was

esson...of the 'Set Theory course.

of audio exercises on the language of

written, be presented as the first

Since the languages differ in some

ways from course to. course, this material will not cause repetition'

problems. When -presented -:to .all set. theory students, as wOdld-. the

)

material on inference rules and general- system use. One. of these fitst



ercises explains how-to ester the HELP system, and suggests using it

to view all the introductory material with which the student is not

already familiar.

Formerly; the only place this introductory material existed was in

a course manual. The on-line course contained frequent injunctions

read a given 'section of the manual before 'proceeding, to the next proof.

Now that all this material is included in .a much more instructive,

interactive form in the HELP system, the manual can be purged of its

tutorial-style sections,''tnd made into .a smaller sand. cleaner reference

manual to be kept at ones side during a session at the terminal, rather

than read in preparation fOr such a session.

3.2.2 Introduction of Audio Capability in EXCHECK

When computer-synthesized speech first became available for use in

CAI, a primary concern of the IMSSS research staff was its effective

utilization by course designerg, curriculum authors and students. The

Stanford logic course provided the appropriate environment for

investigating these problems since it had the most well-developed

curriculum (written and extended over a period of many .years by a

-diverse group of authors) and a consistently large student enrollment

(120 students enrolled .in the logic course during the 1977-Spring

quarter.) Therefore the initial implementation of the programs t

support audio and, coordinated visual displays were specifically_aesigne&

for the logic course.

During the past year the capability for computer-synthesized speech

hasS been added, to programs associated with the more mathemitically-,

sophisticated EXCHECK system. This .additiOn represents a maior step
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.away froth the exPerimental usage of. audio in CAI.courses, and toward the

. / :

user of-audio'as a standar4 Sistem component in CAI.

The firjsc step in extending audio capability was to. to allow

lessons for, all the Stanford, CAI courses to be written with an audio

component. i The VOCAL lesson compilei/interpreter, developed for the

Stanford. CAI logic- course, was -extended to-rallow audio lessons to be-

/

compiled and tested for any- EXCHECK7based course. Esseatiallythis :

extension involved 'merely allowing the use of arbitrary parsers.

Howevet, to use this program efficiently under the TENEX operating

system, the program had to be restructuredat two levels: the source

files'had 'a new compilation structure. imposed on.them, and the runtimek

program had a. new "fork" structure added. The resulting runtime program

now has a main fork (Process) which contains entirely shared code, and

an audio fork which is also shared among all users. The only non-shadd

code consists in the parser fork, which may differ per course. The fork

:Structure was not critical when computer-synthesized speech was used.

Vr
only: by .writers of logid lessons since they all used the same

(sharable) program; howeirer, with essentially the same code in use for

-different courses, proper utilization of the TENEX operating system

requires complete sharability of,prograLs.

Additional problems in moving from a purely experimental',design to

a design. admitting widespread application were attacked. -Most important

after proper system utilization was the'problem of producing code which

ran more efficiently than its experimental forebearers. Effidiency in

string-handling and list processing made-strong demands on the extended

TENEX -SAIL compiler, especially on the SAILISP .ext..1.14-on. Design

psroblems in SAIL and SAILISP were found which necessitated :a fewrite,of



the latter. In restructuring the compilation of source files, many

steps were taken to make the code more efficient "(efficiency was

Ancreased. irtboth_ String ands- expression handling) .

In' ;addition, the new compilation structure provides a greater

degree of modularity; 'which makes.' it relatively simple to implement

local program changeS.. The initial logic prOgram with;. audio:

required about '90 minutes of runtime to compile and load: .(In addition

it required extensive and inefficient use of. disk space.) Minor program

changes often required the full 90-minute recompilation sequence. Such

an expensive compilation sequence would not allow us to extend audio

capability to provide-students -with analyses of'their,individual proofs.

With many' individuals now --.vzoiking On program Modules .for. different

courses it is essential to allow "focal" program modifications.to be

incorporated without lengthy recompilations of the entire, system: The

restructuring of the course drivers (which handles the audio and display

components) will allow such local modifications to be made with only

small expenditur4 of computer resoUrces._

An analogous but even more extensive restructuring of the EXCHECK

system to incorporate.audio capability in its driver program is now in

process and is expected to be completed in September. The development

of a dynamic. system for .proof 'explication using audio has been

temporarily discontinued, pending completion of the introduction of

real timeaudio capabilities in EXCHECK, and improved

audio messages with synthetiC prosody.-

3.2.3. The EXCHECK Proof Checker

The.proof checker used in the EXCHECK systemie a general - purpose

generation of



proof checkei' for many-sorted axiomatic theories. A description'of.the

proof checker and previous refinements- to___It_may Abe- found in.

(Smith-raves, Blaine.-andJiaridov, 1975),-($mith,end*ppes,.1976), and
_ .

(Smith, and Blaine, 1976). The 'basic _desip philosophy of the checker is
4

. - . -

to - accept Proofs-. Presented' in the .style of ,(standard mathematical-.

practice. That is, just as the goal of a natural language system is to
ti

understand language as it is actually used, the goal of the EXCHECK -

system,is td understand and check proofs as theY are actually Presented.

We are as yet a considerable 'distancefrom that goal but' in° the Iasi,
_ .

year progress has been made in making more natural the basic commands of

the proof language used by the students toexpress their proofs.

3.2.3.1 'Decision Procedures,

It is common, in standard mathematical Practice simplio state, as

obvious elementary mathematical results rather to construct

derivationsof those results from axioms,and-theorems. The same

freedom can be provided in proof checker*or'ihose parts of elementary

- . -

mathematics or logic for which there is a feasible decision method'. One

such area: is. quantifier-free -boolean algebra or, equivalently,

cluantifier7free set algebra. The EXCHECK system contains an inference

rule BOOZE- based on the :decision. proCedurd: for :. quantifier -free

algebra' an inference rule TAUTOLOGY,based on a truth table decision

A3rocedure, inference rules VERIFY .and _IMPLIES based on a resolution

theorem prover. The TAUTOLOGY and BOOLE-. ruls were described and

illustrated in prior reports. In, this last year a new infervtce rule

-eTEQ was added for use. ih, inferences involving onI; tautology and

identity.
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00. The TEQ rule will accept most inferences 'that can b 'obtained by

- repeated use of the entential rule and 'identity rules I .particular,

it handles the congruence properties of -identity as. can be seen from the

.example below. Also, see the example forthe JREPLACE Ale for another

use of TEQ

*WP- (1) *A =
*WP (2)^ *Pow(A) = pow(C) '7
*1,2teq$ (3) *Card(pow(C)) = card(pow(B))$
Will you wish to specify? (No) *$
Using *.slo
*

a.

Decision procedures, .such as those used in. the BOGLE:and TAUTOLOGY'

rules', if they areto be usedin-programs:for informal mathematics, have

to be easibletand should detide a persPicuous class of statements: The

.procedures'used.iiaBOOLE, TAUTOLOGY,and_TEQ satisfy these requirements

but the resolution. procedure Used-in VERIFY and IMPLIES does not satisfy

,tbe requirement of perspicuity. In the last year the VERIFY and IMPLIES,

rules have been augmented with natural deduction heuristics to make them

correspond more closely to what .users find obviods.

I:2.3.2 Sorts
. -

''Eletentat'y mathemati and.logical facts are another relatedAint.L.

of detail that mUst OIte be handled explicitly in Proof -checking..

program. while they are 1Most never handled explicitly- in informal

proofs. Sorts of 8 mpl x terms are a good example of this kind of

detail. If a program jis to accept natural proofs it will have to

implicitly handle suc41 details as the sorts of complex terms. Sorts

might be unusual; however in that they can-rather neatly 'be implicitly.

handled -- -taken to part of the implicit context as in standard

7



practice. Most of the procedures for the implicit handling* f' sorts

'were rewritten, this past year, with .a considerable gain in efficiency.

In the set theory course there are currently five' basic sorts:

general, set, .functitn, ordinal, and cardinal. Associated with.each

sort is a group of variables that range over that sort. In the current

set theory course, 'A".and.]5 range over sets, while 'a' and 'b' range

over ordinals. Hence,: *e Statement that for every set thefe

ordinal equipollent to it could be expressed: for every A there is a b

such that .b= is ,equipollent to A- The sorts are closed pnder union,
,

intersection, and relative difference and form a set algebra: Hence,

the relation of inclusion between sorts is ..decidable..

Complex terms also_have sorts in, that they' denote objects that are

sets, or ordinals, or functions, or the like. In our version of set

theory, -.Ordinals are 'In:'fact, 411-ordinal is the set of all

smaller ordinals. It follows that thelptersection of two Ordinals is

an ordinalthe smaller ordinal. However,.not 1 sets are ordinals and

the intersection of.two sets might be a' set that is not an ordinal.

Hence, the object dendted by a.compound term formed.. using ',might, for

eXtmple,:be ordinal or it might be a set that is not an ordinal. The

2. EXCHkCK program must determine a-sort for complex terms before it can

substitute them for sor ed variables. Rather Than have the user

explicitly establish t sort of a complex term, the program tries to
St%
AO'

compute the sort on tn basis of information it has available to it. The.

.curriculum authors supply EXCHECK with basic information about the sorts

of variables and,' for each function symbol, informatior about how the

sort of a compound term formed using, that Operator is related to the

sorts of its subterms. For example, Art of.the information for '1 is

47
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that..ifoth subs rms are ordinal,-then the-compound term is an

.

otherwise, if _both are sets then, the compound is a set.

Using. the inforMation 'available to it, the

_ -

compute.4 .sort for any compound term. However,

ordinal;..

WRECK program- ,

will

occasionally -the sort

computed Is insufficient to permit the desired iAferefice. In such cases

the user is required to supply information justiying asdignin3 a more
,

restrictive sort. to the compound term. Once this is done, the

information about the, new sort is saved .so that the student need not

repeat the process each time the term is used. Information about the new

sort 'is stored on--"--one 'of two lists .depending upon whether or not

IXtratheoretical assumptiOns are required tO .establishthe new sort.

no extratheoretical 'assumptions are reqUired, the result about the new

sort -is atheorent.ant it is made 'available as a standard/part:of the'

extratheoretical assumptions_ are. requited,

If

implicit sort machinery. If

the result is only made available in the context of those assumptions.

3.2.3.3 Schemata .

The instantiation. of axiom and theotem schemata isan area where

some effoxt must be .made to provide°rontines that do not involve the
I

user in logical details. The procedures involved in-the instantiation of
>0-

schemata were completely redesigned and rewritten in-the lastyear. They

were extended: to- automatically handle almos0'61.1 of the Idgical detail'

involved when used explicitly by the student and to automatically do all

of the work when used in conjunction with IMPLIES.

'In standard practice one simply says or writes down the appropriate

instance. Using proof checking programs itlivolves less work to specify

the instance and let the program generate it. Further, the -same basic

fF
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So far the handling o schemata is quite straight forward; however

the case where the sort of the parameter in the schema differs from the

sort of the parameter in the desired instance requires more care.

\ -

The approach we have taken is to modify the-algorithm to note the

sort of the variable being used to indicate the parameter places. If

this differs %from the sort of the corresponding parameter in the schema

then it is regarded as an instruction to generate the instance where the

parameter is of the 'new sort. To do this the program substitutes a

formula that'is made up by first replacing the variable-by the parameter

in the ,schema and then forming the injunction the assertion that

the parameter is of the new ,sort. The program then rewrites the-regult

in the new sort where possible. (Im fact the 'code is more sophisticated,'

,

accomplishing everything in one pass.) The following two examples should

make this clean. In the secOnd example. the bound parameter cannot be

rewritten in the new sort.,

t



' *ttAEOREM (Number or Name) *0..1S

Schema:
If (E! x)FM(x) -then= -(E x)FM(x)

Replace for FM * A = pow(B)$

Which variable indicates the parameter pkace):4? *AS
Th. 0.1 Instance.: A = pow(B) for FM

(i) If (E! A)A = pow(B) then (E A)A = pow(B)

What' baS happened here that the .program has implicitly

substituted 'set(x) ..& x = pow(B)' and rewritten the result replacing,
'(E! x)(set(x) & x = pow(B))' by '(E! A)(A = pow(B))' etc.

*aislIOM (Number or Name) *seD$ARATION
Schema:

(E C)(A x)(x in C <-> xe in,B & FM(x))

Replace for.FM * A is a subset of D$

Which' variable indicates the parameter places? *AE
(E C)(A x)(x_ in C x in .B set(x) x- Sub D)

Do you want to specify for B Ari$
A-. 6EPL2AT/ON Instance: A sub D for FM

(1) !A B)(E C)(A x)(x C <-> x in B & set(x) x sub D)

this ,example the . program implicitly substituted

'set(x) & x sub r- but could not rewrite the bound parameter as a
4

set variable because the rewritten foimula isanot a consequence of di4

result of the implicit substitution and the sorAxioms-

In summary then the modified algorithm accomplishes what

desired: it allows the user to specify the instance he wishes without

requiring him to confront distractinglogical detail. The procedure is
.

4 .

best possible in the sense that it is complete with respect to the sort

axioms:" it - will allow every instance that. can be- obtained by

so to speak;instantiation and rewriting sorts=-every instance that

sort consequence of the,schem'a.

is,



3.2.3.4 Let Rule-

During the 1 year a new inference, rule LET was added to permit

the introduction of a object with certain properties provided that it .

has been or can easily be established that such an object exists. Before

students had to'first prove (E x)FM(x) and then use ES-to get (say)

FM(y)..LET-coMbines these two steps. into a single step. To use LET the

student in ..effect types a sentence of the form: Let y be: 'such that

FM(v).'. The program will try to VERIFY (E v)FM(v) from the axioms,

definitions, theorems, and lines cited. If it is successful- it will

generate" a line,of the.form-FM(v) (where v is now, an ambiguoUs.name)..

.An example of the use of LET foli64s....

-Wp (2): pow(A) <=:

*2Let$ (variable) *f$ be such that
(formula) *ini(f) and dom(f)=pow(A) and rng(f) sub A$

Using *def$INITION (Number or Name) *leoSuipollent
Using *def$INITION. (Number or Name) *man$
.Using *def$INITION (Number or Name) *injection$
Using *Alp

The. REPLACE rule
a

The rules for replacing formulas by equivalent formulas and terms

by 'equivalent terms .ere combined into a single rule REPLACE that

replaces expreision by equivalent expressions. Such generalization and

coalescence while far from dramatic makes the system easier to

understand and use. ALso.the system-becomes more natural in that logical

niceties such as-separate rules for replacing terms, and formulas do not

occur in-tandard mathematical practice; there one simpl replaces

* equivalent expressions.

See the examples,; below for the details of" how -REPLACE Is used. The



Intro' and 'Eliza' in the listing of options are Lintended' as mnemonics

for the case in which the equivalence is a definition. In such a case

replacing the left hand side is eliminating the defined symbol and

replacing the right hand side is introducing .the defined symbol.
0

Derive: -

If A sub 3& B sub C then A sub C

HYP ,(1) A sub B and B sub C
*lreo$LACE
FinishoLeft(EliM), Right (Intro), or Print (F,L,R,P) ?. (F)*1$EFT
Will you wish to specify? (No) *$
Usiri *def$INITION (Number or Name) *subSSET
Occurrences (ALT MODE for all), *$

Finish,. Left((Elim), Right(Intro), or Print_ (F,L,R,P)? (F)*$
rREPLACE Using: Df. SUBSET

(2) (A x) (x in A -> x in B) and (A x) (x in 3 -> x inC)#*

*2vERIFY (3) *(A x)(x in A -> x in C)
Will you wish to specify? (No) *$
Using

12Et2g4CE
FinishALeft(Elim), Right(Intro), or Print (F,L,R,P )? (F)*r$1GHT
Will you wish to specify? (No) *$
Using *def$INITION (Number or Name). *sub$SET
Occurrences (ALT MODE for all) *$

Finish, Left(Elim), Right(Intro), or Print (F,L,R,P)? (F)*$
3 REPLACE Using: Df. SUBSET

(4) A sub C



Use of ,REPLACE to prove the identity condition tor. ordered pairs

Derive:
<x,y> = <u,v> iff x = u & y

HYP , (1) <x,y> = <u,v>
1 REPLACE Using: Df. ORDERED, Th. PAIR IDENTITY, Df. SINGLETON;

Th. PAIR- IDENTITY :: :

(2)' [((x = u & x =Al) or x.= u-& x.= u)
&

(x = u & y = v): V'.x = v y = uj
V -

((x = u & .x = v) V .x = v & x =-u) .

&

(x u. & y = ti) V x u & y =u
2 TEQ (3) x u and y = v
TEQ' -(4) If x & y:= v then <x,y> = <u,v>

:CP).,4 LB

,(5) . <x,y>, <u,v>. iff x = u & y v

3. 2. 3. 6 ZFSTART and ZFFINISH

given. conditions,, certain results are. proVable in the object theory.

When working in a metatheory one often has to establish 'that, under

One away to do this is to axiomatize the provability relation of the

object theory in the metatheory and to .establish the result from these

axioms. However, it is often far easier to simply derive the result

directly in the object: theory arid,:then 'use. this fact in the metatheoty.

Y.
Such procedures were recently added to the EXCHECK system for the

proof theory course. Two inference procedures .are involved: ZFSTART- -for

starting a derivation in ZF from the metatheory; -and ZFFINISH for

finishing the derivation in' ZF and returtring to the metatheory. After

starting a ZF derivation from the .metathvy you may reference prior

results trom the metatheory or, the metatheoretic part .of the derivation.,
s

In the second example below, two lines in the metatheoretic part orth

deriVation are referehCed from the ZF part of the derivation. There is a



restriction on the form of metatheoretic results that may be referenced

from inside ZF: they must be atomic formulas of the form ZF I- F or ZF*

I- F. Conjunctions of such formulas .are also allowed. Two simple-

examples of uses of these rules follow.

Example 1:

Derive:
IF Y IS Z THEN ZF* I- IYI = IZI

*hyp$

HYP (1) Y IS Z
*zfs$TART

***************** ZF ****************

#teq$ (2) *IYI = IYI
Will you wish to specify? (No) *$
Using *Elp

#zff$INISH
**************************************

2 ZFFINISH
(3) ZF* I- IYI = IYI

A. *1,3teq$ (4) *ZF* I- IYI = IZ1$
Will you wish to specify? (No) *i
Using *g10

Example 2:

Derive:
IF ZF - x7y AND ZF I- y=z THEN ZF I- x=z

j

WP (1) *ZF x=y
WP :(2} *ZF I- y
*z f s $TART

%
***************** ZF ****************

#1,2teg$ (3) 41cx=z$
Will you wish to specify? (No) *$
Using *T.22

#3Zff$INISH.
;k*************************************

3;1,2 Z'FFINISH
..(4) ZF I- 3i=2



3.2.3.7 VERIFY

The VERIFY :command is designed to give the student a reasonably

powerful method of verifying the correctness of a formula given prior

results. For example, given A in. B. and B in poW(C)ir is Convenient..fcr

the student to be able to verify A in C simply using the definitions of

Abbset-and powerset.' The guiding principle IS that the student' should

be doing set theory (or probability or proof theory) and-not- first order

logic. -Alternatively, VERIFY should be able to prove anything. that is

obvious to. ...student- (and correct) within a.few. seconds to a few

minutes of real time.

A simple use of the prover by' the .VERIFY command would be:

1) x in A
2) A in pow(B)

c 1 2v$. !3) x in
USING.*D$EFINITION.(number or name) *SUBSSET
USING *D$E-FINITION (number-or name) *POW$ERSET.
USING *op.
* .[Fallime.to find a proof. woUld.cause'a message ro,be printed.)-

The student is able to cite prior 'lines by number,. alici pritakioms,

definitions, and theorems by number or name.-- VERIFY attempts- to -Inse

everything cited, and incorporates rather few theorems implicitly, so
. .

. .

. .

the studentsjudiciouS choice of 7these prior results-is essential.to

successful: application of thiS command. SincilVERIFYisintended'ro be

usesi as part of an in:2grated system, see thecsection on sample proofs
-,

for actual examples of in use.

VERIFY.uses what 4s basically. .a -resolution theOrem prover. The'.

predecessor to this prover was written by Tesco Marinov; see

(Marinov, 1973). It is a level saturation prover t)at uses. a merge
4

strategy to limit the'growth in length clauses; After ehefirst-
.



round, as a resolvant is generated-at least-- two of its literals must

merge for it to be accepted. Furthermore, the depth of terms in that

clause must' be at most one greater than the deepest term input.

Equality is dealt with via demodulation. Whenever an equality becomes

asserted, the simpler' term is uniforsily substituted' for the tore
)

complicated term everywhere in the clauses being used, simplicity being

primarily .a measure of the depth of a While restrictions such as

_ these s-eem at first glance a bit severe,-;(tiley are empirically based, a.

have been chosen to maximize the range of "obvious" proofs obtainable in

less than about ,20 cpu seconds. Thus far, relaxing -any of thekhas

dramatically reduced the number .of proofs Obtainable in our domain.

o Faramodulation, for eicample, is hopelessly slow for us. Surprisingly,

the prover has been able -to get more proofs in our domain without its

set of support strategy than with it. The proofs:, we do are small enough

that it is apparently quite efficient to simply let. forward and backward

chai hg meet, in the middle.

some work- has been done to explore the standard logical

characteristics of this prover, the emphasis to date has been upon
.

extending' it to be flexible enough to deal with features such as sorts

and tyries, formula-binding terms; and answer extraction.

Sorts and types present special difficulties .'for. a mechanical

prover. For a resolution vrover, the major 'effect of sorts is to

-restrict the unifications perthitted. In our set theory, for example,
- .

-ordinals are sets and sets are general objects,- so a universally'

quantified set variable can be unified to an ordinal constant, but not

to a general constant.. To help' effect this checking of sorts, each"

atomic term explicitly- carries a lise'of its sort and all higher sorts.



Constants are _given a sort during initialization, variables are

implicitly sorted, and the global mechanism may note that some term is

not in its usual sort. (We may say that A, normally a set, is actually

an ordinal, or'specifically not an ordinal.) Thus, given a "universally

quantified variable and an atomic term, the unification algorithm need

only see if the-sort of the variable appears in the list of sorts

applicable to that term.

This simple scheme is complicated in three ways. First, the

theories we use also have sort predicates. Thus, during the course-of:

an attempted proof, we may. generate new sort information that permits

were previously- blocked. The second- complicationunifications that

arises in that the sort of a complex `termdepends dynamically upon the
.

sorts of its su>stituent atomic term-s. -Thus; if.an atomic term changes

sort, even_ during -unification. itself, the sort of any -complex term

involiiing it may change. TO dynamically sort complex terms, each

-operator is -given. a type during initialization, and the sort of a

complex term is computed each time it must be referenced. Note that to

unify two complex terms the sorts usually need not be computed, since if

the operators are the same and '.the atomic terms unify, then the sorts of

the complex terms must be the,same. A third complication due to sorts

arises when a formula is generated similar to:

(A x)(x isa set > x is an ordinal) .

,

This is very powerful information,and could dramatically speed up a

proof if recognized, yet may yield no resolvants, since the literal

set(A) may be suppressed as redundant. Currently such information is

not very well used:

57
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Another source of difficulty lies with formula binding operators
,

such.as.abstraction (for.example,'(x: x in A and x in

whether two abstraction terms

set theory.- For example, is

i,j,k integers) empty? When

1). The decision

can -unify may require the

(i: i cubed equals j cubed

unifying. {x: FM1(x)) with.

reasonable approach is to attempt a proof of x)(FM1(X):<> FM2(x)).

'Should it succeed, the two.,terms will unify. This strategy has the, nice

property of unifying abstraction terms. which

full power of

plusk cubed;

{y: FM2(y))

denotd the emptyset by

virtue of having inconsistent formulas, even if thoSe formulas are quite

different.

A refinement upon formula binding operaEorS..which we' employ is a

term and formula binding operator, for example the sequence

[ii A(1).(i c.11)], read .the set of all A sub i such that i is less than

n. To unify [x: TM1(x) FM1(x)] with ly: TM2(x) FK2(x)]- the same

strategy is above will work, except that the subproof must be of

x)(sigma(11111x)) <> sigma(F2(x)))§ wheresigma is- the most general

unifier of TM1(k) with TM2(x).

Biconditionals expand into Conjunctive

unfortunate way, yielding from P Of the clauses (NOT P V Q) and

(P V NOT Q). Thus itf P is generated, Q will follow, and then P again,

so that many-duplicate clauses may be generated. Since the formulas may

be biconditionals of biconditionals of ..., schemes to, avoid this

normal form.' inW most

problem by looking at the clauses tend not to work. The effects are trlo-
,0

diffuse by then. By splitting proofs of biconditionals into two proofs,

one for each conditional, we obtained an order of magnitude increase in

,speed (from 80 to 8 seconds for one typical proof), bringing many proofs

below the 20 second ,time limit we impose.
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3.3 Proof' Theory Course

3.3.1 Curriculum

Coedel.'s'IncOMpleteness'Theorems 'are preseded in the course Rp

. ,

formulatedfor the system ZF Of'set'theoiy. The axioms of ZF and their .,

Intended' Mode's (segments .of the cumulative tierarohy>.-a.re; carefulXy: ._ .

described in-'therfirst part of Chapter 1. .In thr second part we.-recall
:. . .

how.inforMal_mathemitical (in.particuiar, number \theoretic) notions, can-
.

be represented in a subsystem ZF* ,of set theory. (ZF* is ZF without the

axiom Of-infinity and of the sale strength as arithmetic.) The logical
. .

- form of these definitions is analyzed. the thirdpart attention is

given to the problem, of representing . :number theoretic.. fUndtionSand

predicates'given by .(informal) recursion or induction. We show that
. .-

- ,

SIGMN-redursiVelunctions can be introduced in a definitional extension

of ZF*.

The informal metamathematical arguments involved in the above

considerations serve as the motivation for a more rigorous description

of the syntax of ZF. That description is actually given in the first

part of Chapter 2. In the second part of the.chapter,-we analyze the

syntactic ob3ects as binary trees and formulate a ,theory fOrtherri

,(analogous to Peato-arithmetic).. The theory is called TEM,.and provides

framewOrk for describing and comparing formal systems. Finally we
. , ,

indicate 40w syntactic notions can be preSented-in TEM.

In Chapter 3 Coedel's First and Sedond..Theoi-enis are proved ---*

.^

assuming. basic representability land derivability conditions. Some

examples of nonstandard representations of the theorem are given; they

show that the derivability conditions aT;e cruciaI to the Second Theorem.



<

;3:3.2 Audio Lessons in Proof Theory.

The material described above formed the-basis of the CAI course in

proof theory. During the past yearsiLe-IOCAL language'' was used to

prepare- lessons in a lecture- style format ,with audio. The display

features of VOCAL were particularly helpful in describing the tree-like

'structure ;:(well-founded) sets.:and syntactic objects. The text of the
,P

lessons was presented7 rosody Mode. That is,',.the text to speech step

,was.achieved- by, concatena.

L.;

ion of 'recorded words. The sYntax of the each

spoken .expression was also automatically. analyzed, and the audio

paraffietees 'Of the individual words adjusted to ;fit the---syntactic

,

analysis. See, (Einckley,.et. al., 1977).,

3.3.3 Augmentation of the'Proof Checker

In the second year reliort. (Smith and Suppes, 1976) we mentioned

that TEM was fitted straightforwardly into the existing proof-machinery,

and that the central results were proved on the Computer. Yet for those
;e

proofs we used (in addition to the proof theore onditions mentioned

above) some metamathematical rules. To dispense with the latter, ZF-and

ZF* were also implemented and a 'switching mechanism' was devised for

---

t latter of these (see Sce.:7-_.m 3.2.3.6). This allows conceptually

h.:

.. ,

cl arer derivations of the main theorems.
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Teaching Initial Reading: Evaluation of Audio..'
e.

4.1 Letter ExperAmen

.This- section desctibes one of the experiments on recognition of
00

computer generated speech. In this experiment the ability of first

graders to reCognize individual letter sounds was--tested.

- .

4.1:1 Experimental Setup
_ .

,48 fitst graders were selected by the teachers'of th e classes at

the Willow School in Menlo Park, California. 12 students from each

class made up 3 treatment groups, 4 additional students from each class

"made up the control group of 12 students. Each treatment group received

7 sessions of taped, computer generated speech and an 8th session with.
.

taped human speech. The control group received 8 sessions of taped

human speech.

le.sessions. consisted of listening to 26 items,_each-consistingOf
. --

the carrier phiase, 'Circle the letter:', foIlbwed by a letter of the

alphabet, and after each item heard,circling the.letter name from 3

ehoices on an answer sheet. The two confusion choices came from two
4

sets of letters which were used on alternate sessions.. Each session

covered the alphabet Without repetition, in one of eight random

orderings. Approximately .6 seconds after each item was presented, the

subjects heard a beep and the correct answer was diplayed on a flash

card. The total time between items was approximately,9 seconds. The

/

duration of the items was approximately "3 seconds,

took 5 to 6 minutes to present.

.

so an entire session

I.

The sessions were presented in groups of two, over a two day
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.. .

'i4period;two sessions' each morning and two each afternoon. The first
:116_

.
.Z1,1

Session in each group. was followed by a short.(5 mitrut,) pause, before
4 ti

beginning the next session, At each session, the suh4ects sat around a

table at the head:oi: which was an experimenter with flash carda and, tape

recorder. Each subject was supplied with an amplifier, headset, answer

sheet andpenCil:

Before the first and fifth sessions the experimeniers introduced

themselves and the equipment to the subjects; and .told them that they

were going - to ar.a-computer The subjects were informed-that

the eXperim nters. were interested in how well the Computer talked, so

that lt wasthe computer Which was being_tested, dot the subjects. They

were then told that the- task' consisted of listening to eachAtem47

circling the letter .they heard on the appropriaterow ,answer

..sheet,..-and fook'Up at the flash card when-theY,heard'thbeep: They
.-: - .

. ....

were told that the purpose'..6f- the flash'cards was to help them
. .

understand. the way the computer talked.

4.1.2. The Computer Systems for Speech Generation

Four different systems for computerized speech synthesis were used

for this experiment,.and the one using-words. One system (referred to

below as MIT) is a sophisticated
,
phonemic synthesizer developed by

Professors Jon Allen and Dennis Klatt at the Massachusetts Institute of

Technology ,under NSF support. The MIT system converts'text,by rule into

the-control parameters for the synthesizer and thusinto-speech. The,

MIT tapes for this eXperiment,were prepared in two stages. Firt, -the'

text was converted.into phonetic commands on.Professcir Allen's PDP-9.

,

Then, these commands were used by Dennis Klatt'a program on a PDP-29.
. ,



which generated digital. regresenettion-: of 4th'e..1,

,

coverted- to an analog speech signal by a digital to analog. converter on

. )
. a.

4/

This was
. ,

1--

the PDP-20, - Two 'other` systems were the' VS6. and the ML1, commercial --
,,--

. . .

systems produced by Votrax, a. i i the. Federal, Screw
,

The VS6 system was used fot the letter experiment,-. and the more

expensive ML1 was used:for the word exeriment:.'

phonemic synthesizer's, similar, in this respect

:control' parameters are. generated by hand,

these: systemi-ate :also

to KIT-;- but .-jthe..:phonetic-

ratker than' by rule, ana,

these systeMs allow eSs control over -the allophones thEa the MIT
'

system. The 'Votrax tapes for both experiments were prepared by Dr.

Carol. Simpson; of the Psycho- Linguistics Reseatch Company. The fourth

,..

synthesis system involved in the experiment was the 'Micro- Intoned Speech:
.

.: 4

Synthesis (MISS) syStd62 developed, here at the Institute under NSF
. _ /

.i. - ., .

support- (referr1d to below 'as LPC).. It uses recorded words, which are

digitized and then compressed for storage on disk using a linear

predidtive coding (LPC) algorithm. Sentences for the experiment,

up of either a letter or word togeper with a carrier phrase were formed

by concatenation from a-,vocabularr of stored words, with Parameters

adjusted according to a syn ic prosody 'algorithm (developed at the.

Institute -), then expanded4uSing the LPC algorithm, and converted to 'an

analog signal;

It should be -emphasizi-d that we. are comparing systems

qUite different, both in, kind and to a certain
.

which are-

extent in purpose..

Neither the MIT system 'or the LPC system iS'commerCially available in

any form While the Votrax syStems are oirtreptly being- marketted. Alss,

.a vastly
sit -

devices.

different amount:. of human intervention is respired in the three::

The MIT system requires no huMan. interventiot once'the
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presented to tel4SySte6; haWeVer., it does not operate in real time. The

Votrax systeMs require a trained- phonetician to ^Manually transform text.

into plionetic,..comminds to
.

drive the nt esizers 4though some "textto
*

Vrotrax" command 'systems are: under

requires initial human interaction

evelopment: Finilly, the LPC system

to record. the individual" words, but

once all the words needed, are in the vocabulary, it, converts text to

speech both- automatically pd real time. Despite the fact that these

systems .require differing amounts of hninan intervention and operate at

various speeds, they all purport to allow computers to talk : o. people

and it is on that basis that we are comparing them.
18

/
-

4.1;3 Como- -i-son of Mean Scores for Letters

..;_f

Although the test for individual leterg' in isolatpun is .not an

one, the students did r/ther well the mean correct- scores for each

easy

session were between 83 and 98 percent; see Figure 4.
n

The variance*

were relatively . so there was .insufficient

scores for session by session 'comparison. The .difference betweeri:mean

cases:,

separation of the, mean

exceedsscores exeeeds the sum of the standard deviations only

controtsover MIT in sessions T-and 4; . control

4;6; and 74 -LPC Over Votrax in session 6.

18
We originally proposed: to test alsO the_ delta modulation system

(developed and formerly used .at- the Institute). ' However,- . the delta

system is not .comparable in qnality to the other systems, and by, not
testing' it, we were able to increase the number of subjects hearing thee nc

systems.
-

Do to the absence of isome -student who began the expernmyrit
9 and

exclusl,ion. of two students who did note, adequately respond to .-t11 ask,
and one ..outlying score; some of the mean gcoresare based on less than
the original 2, iubjects. For the control, rr stores were used to
compdte the means for sessions 7 and 8. For- Voirax4 11. scores were used

to compute the mean -for session 3, and 9 scores' for ,sessions 5 tfirough
_

8. The means for MIT and LPC were computed using, 11 scopes for all

over ,Votra in sessions

sessions. ,

64
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1.00
. 99 .

..98
. 97,

.95
.94
.93
.92,
.91
.90
. 89
. 88
. 87.
.86
85

.83.

.82
.81
:80 C .= CONTROL, L. MIT, V = VOTRAX

Figure 4. Mean Scores, Letter Experiment, by Selsion:

A more salient aspect of the data is the regularity over the first

seven sessions of the , rank of the systems. A .sign test was used to

examine this feature of the data We began with a null hypothesis

the Probability, on, any given session of sysEeci a having a higher mean.

score, than': "system. "ijis one-half. We then used:-a -binomial distribution

cOmput6- the probability urider the null hypOthesia system a 'scoring

higher than system -b in x sessions out of seven., :The

eighth session in which each class heard.:_Ghe recording

scores on the

of 'hunian

voice did not indicate a significant difference between the
, .

the

four grouPs

so we assume. any differences. deteCted..:are the resul of differences in,
_0

the- systems used. The control 7,roup scored highest

seven sessions.. Both MIT and LPC scored higher than

in even out of
. -

rax in seven .

Sessions. LPC scored higher than MIT tin four sessions, lower in two



\
i

20
sessions, and thVtAgo -gr5sups- scored .the same in one session. The

.

, .

resuitSof these sign tests:a e).,thit.evislence for the superiority of the
1 .

hdman voice over any of the computer systems is significant at the .008-

lel.T1,as is evidence of the .superiority: of both. LPC and MIT over
;

,-/-yotrax. The ^ probability of MIT doing as well or hetter than the 4-2-1
a-

antePte,in the comparisonto.LPC,_.under the null .hypothesis of equal

quality, is '.363.

in

The model telected,for ttudy_of the mean learning curve 17s:linear

Kthe ctange in the probability pf, error:

where q is dhe PsAdbabillity of error on trial n, and a is the factor by

which the probability of error decreases iriAa single session. In this

case, g is the mean error probability during session n, averaged over

:students-and' letters:'
.

of ,tthe..=alphabet....-. The p ar aMeters we: need,:

:estimate for this mo deI-Are
,
c
1
ancia

,.
since-fOr-anV_ n- _0;:. a-q .

..r l''' _'''

-''- :..47'
Averages of the error probabilities for the first-two SessioniTgere".

used,as the estimates for the initial probability of error, -fob each

_hecause the results of the initial sessfon,we're affected by the

.S.tudents-unfemiliarity wiIiv the specific- task. ven qi, we then found
A.

2
t
0
In accordance with the assumption underlying thelg.null hypothesis,

we assumed; the probability of an equal score indicating superi ritylfor
either -system to be one half. Thus, an average was taken ver the
probability of LPC scoring' higher 4 times, and the probabili Of. LPC

scoring-higher 5 times.

21
Do to a scheduling confusion -on, the first day of the letter

experiment, the groups hearing the MIT and LPC tapes were switched, so-
that from session 3 through session 8., the group tkat started with MIT
heard instead the LPC tapes; and the original LPC Ccgrodn heard. the ;MIT
tapes. Since the average error brobabilities over the first OW lespns-
were so clOse (LPC: -115, MIT: .114), and the scores on_.the s Cond



the maximum likelihood e

obsrved Caerealues normal ly distributed with variance: 02e .; about the

mate a for a, and

.

&for cri assuming that, the

mean value:-a
n

7TkemaximuM-1IkeIihood:estimateS:.were.computed using

the remaining five dtta: ts. in.thecaseofthe:n.:qMpnter-systems
.

.
.

,

-*

the sedhining six poihts for the control..

,

T`Li)

system

Table 1

Estimated Parameters for Lineir. Mode:

PG -- .
-1791 .115 .012

q1 addi':ional sessions (n)
criterion (q < .024).

n-

.891 .114 -..006

.VOTRAX .985 .14E. .933.

CONTROL .930 .034

- -

115

0.

' . .

An average over the relatively, stable error values in the. final -six
(A- .

sessions with human wts used to set a criferion4Orperformanoe-
--

for the computer systemS. The 'criterion thUs computed was a-probability

of error = .024. The estimates obtained for the initial probability

of error and the decremental factor wre then used ,to compute estimates

-of:the nurnber of additional'ses&ions (sessions:beyond the seven sessions

used to ere the initial, error rate and the decremental factor)

needed for the, given computer ,`systems to reach,the-criterion.

The :linear 'learniag model' was selected for its simplicity and

robustness.. The data seems_ insufficient for comparison Nith_ a more
,

complicated -model. A rough judgement of the goodneis of fit of the

/

session ctly the same, alL-the LPC scores were taken together as a
sess n, and liVewise with the MIT seores&
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.99
t.98

.96

.95

.94

.$1

.29

87

.86

7. 85

-.82

.-- Predicted Scores (Leirning:MOdel). Letters

model-can,beobtainedbYCOMparinvthe obserVed%and predicted scores .for.

the letter experiment; see 'Figure 4 and Figure 3, noting in particular

the poor fitjto°.tHe'Votrax data.-:Also of interest regarding .i-lerfIt o

r.
4 - 0

the V linear model is the estimated standard deviation of the normal

distribution of error about the predicted means. This rameter and the

ther estimated parameters are contained in Table 1, which also contains

estimates of the number'bf additional sessions to criterion. Since each

session is appr imately 6 minutes long, the estimates for the number of.?
_

sessions criterion mean an additional 12 and 54 minutes of exposgre

respecti y for LIK and MIT to)meet the criterion of hqman recorded

speech. The model predicts the need of an/ additional 11.5 hours

exposure forNotrax to meet the criterion. ifiot:rever, the variance of the

Votrax estimate for a quite.high; a value 'of a one itandard deviation
r



below the mean would lead to a prediction of only 3.2 additional hours

xposure , to criterion. Also, a value less than half of one

standard deviation greater

rtarniog is occurring.

/
4.1.5 Evaluation of' Spedif id Problem Sounds.

than the mean would imply that for Votrax, no

-

Several criteri ere used in an attempt to focus on the specific
/ .

problem letters for each of the systems. The first

select the letter for which the sum over :..seven Sessions
- .

percentage of students ..mistaking that fetter exceeded .'67. percent.
.

also -checked; Vlihich of those letters:hid no mistake-free sessions out of.

r 1*.
the first seven. .Under.;-,,the ,titst criterion, ..Votrax had 12- nroblem

. . . .

ers: E, F, J, K,. /1, P, Q, V, X, and Z; 5 of which,(F, K,

). ;were also problems under. the Second criterion..-MIT had 5 first

criterionjprobleth letters:, C, J; _c.:wei-p also second.

:criterion -problems. LPC .had .4, first c iterion .problems: B, D, G, and Z;

-of which. just Z was-also a. second.` cri trion problem. Fat cOmpariSon,

criterion problem 0); and no problems under.the control had one first

the second criteeion.

.

/ < T <-nt-.K

VOTRAX

-nt-> G.

arrows indicate direction of shift
nt = indicated shift not tested

Figure 6. -Diagran of Stop Shifts;_Letter. Experiment



The data was also examined to see if patterns of errors could be

found n terms of human phonetic parameters. Only in the case of the

data fors_ Votrax was there sufficient error -information to, detect some

patterns. There we found a tendency to shift from "unvoiced to voiced

. ,

stcrps, maintaining the place of articul ation, and a tendency to shift

the place of articulation of other stops; while maintaining the voiced

or unvoiced, quality. See Figure 6 foc.a diagram of these stop shAfts,
. .

and note also in' that 'diagram the -shifts from 11 to E. and E to

9

paralleling the direct shift from. P to B Other, problems -for: Votrax

were strong.reciprocal confusions ,.between, K, and J, 'and between

and a strong tendency_to hear S for- the Votrax F.

All systems had diffiCulty with the letter which was in

general heard as V; however, only Votrax had the .reciprocal-conftision.

Votrax, MIT, and the control alr had difficulty- with N, whichi was heard

as M.22 Both MIT and LPC had a problem'with G,-'which was heard as either

B or D in both systems. There is evidence of, vowel confusion in the

case of the J to G shift in the MIT systems

'4.2 Word Experiment

This section describes the second of the experimentS on recognition:

uof. computer generated speech. In this experiment the ability.of fifth

'graders to recognize initial and final consonant (or consonant-clUste)_...-F

sounds was tested.

22N
was not a first criterion problem- letter foi LPC, having a

summed error percentage of 45 percent



Experimental Setup.

8 fifth graders were selected by

the Willow School in Menlo Park,

ci

the teachers of three._ classes at

California. 12 st nts from each

class made up 3 treatment groups, 4 additional student's' from each class

made up the control grouP of 12-students- Each treatment group received

8 sessions of taped, computer generated speech and a 9th session with
.

taped human speech. The control

- human 'speech.

:- _-

Initial Consonant .Sounds; with Confusion Words

group. received 9 -sessions. of taped

Table 2

word confusion words test word _CoPfuSion words

I- b bear -dare pear sink
. bl .blOck ,- frock clock sc -scare
br breathe wreathe sheathe scr screw
.k cash dash .crash sh shop
ch chose close shows t sk skin thin

. ,

cl clean lean - seen . sl \sleeve leave
cr crash_ sash casli i.sm smell.

;'d 'dime time li-me sn sniff

dr drip . grip . trip sp spark
f fast cast past spl split
fl flock block. clock spr spring
fr free fee three st start
g gate date great str string
gl glow 1pw go sw switch - which.

-gr". grade braid trade' t task cask
7h : hand- and --land tr trip drip

1 :j jump "buifip ...... _lump- tw tweed weed

1. 1' look hook = book° th- thosec nose:

1 m march arch starch th thin fin ,':-

n nip rice nice'~ thr three ,. tree
I p post boast toast -v verb curb--7
I pl plank prank _blank w went ,bent ..

-pr
'7.p

ice . rice _ slice ear

I. qu q .k- 4 *crack _pack.

I sr ..rasp =- clasp
--

zinc think,

care stair
threw stew
stop chop

spin
weave

swell fe1.1

s tiff miff
stark shark

flit spit
string sing
part -tart

spring thing
ditch
mask
strip
.reed

shows
spin
spree
herb
meant

y year hear
z . zoo -. -.do sue

(th- 'alv#--ee/ar fricative)



Table 3

Final .C.Onsonant Sounds., with Confusion TIords,

test 'word confusion wordstest word confusion' words ,.
tub, , tug 'tough p shop shot .shock

ch switch swish swim pt , rapt rack rat.
.grain r bear .bend bet
own . rb - verb Verse verge'
leg rch . march ..marsh mark

bird A. birth
turf turk,..,

blot oe j rj 1,argq -.lark lard cz

spark spar
curl
warm war
barn .bark
harp
horse trim
marsh' --march
Start Atarch
earth 'earn
starve stars.'

.pri,sie prize '
cash cast
task C tack
rasp rat
fast fats
gate 'gave
path pas-s
breathe.breeze
gave gaze
chose. chore
beige bathe

= voiced,alveo/ar

d grade great
f oaf oat
ft "left let.
g rug ' rub ,rut rd
j - fudge fuzz ?fund rf

block 84.1.

kst next_ neck.' rk
'1 or '; awe rl.'
lb , bulb Bulk7. bulge" rm
lch mulch mu 5h munch in
if self -sells ip
ij bulge bulk btilb rs
lk mills mink Arsh
lm palniE pond park 4rt
1p help . health. held rth
is false fault ry
It fault 'falls false s
dth health help' held sh
1.v delve dell, deaf sk

. dime dire dine t sp
camp can 't , cam st
skin skiff skim . t
crunch crumbs crutch -, th
hand ham had th'
plank plant plaid
'tenth tent tends z

nt went when wet zh
ng - spring sprig sprint (th

mp
n
nch
nd
nk
nth

'.rONOMOD

spot
'curve,
warn ..
bar
heart
hoard
marks zVj

star
.urge
start
pride 4
camp.
tax
rash
fan
ga
pad
-brief
'gate
choke

-bays
fricative)

The Sessions consisted of listening .to -27 items, each

the carrier 'phrase, 'Circle tire word: followed by a

word, and after each item circling the word heard from', 3

choices on an answer sheet. Thetapled words Came from a. list of 108

items (including-'some repeats -.7ords used to che761Caboth_ arinittiai and

cottsistin

monosyllabic

_final- consonant sound) to pbeck 9ynitial consonants or corrionant-.

clusters (see Table 2), and 59 final consona is or c9nsonant d'luSters

72' r.
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(see Take 3). . The lift was presented

once in the first 4 sessions, again in f e ne
)
t four

sessions: The ninth session we's a control session with letters, which

used the same' ordering as-the eighth ,sessibn of the le;ter Operiment,

and was given shortly after the eighth' session of t.mrds. Apart from
-

' these differenceS, the experimental set-up was exactly as in the .I.etter-

experiment; see: Section 4. i.I F-or a- description of the computer

systems used see: Section 4.1.2.

- .

4'4;2..2 ComParison-of...Mean. Scores for Wordsi..,,

4

The scores on the word-experiment were quit,e high: the mean correct
;

scores' 'foreach session were between 78. and 100 -.perdent;- see Figure

,

23.
7..-- The NarianCes were telatively:large as in the . letter exPeriMeni,

->

so there , we's .insuffiCient separation the mean scores for session: by

session comparison. The difference' between mean scores exceeds the sum

- of the sta ard deviations in only 9 cases: control over MIT in session

; control over. Votrax in all but sessions 6, 8, and 9;,LPC over Votrax

in sessions 4 and 5. A more salient aspect of the data, is 'the

regularity over the first eight sessions of the rank of the_systems.
- .

in the- letter experise.ni a sign lest was used for a pairwise comparison

° of the systems; see ' Section 4.1.3 for a description of the test.

The control group stored higher than Votrax and MIT in eight out. of

eight sessions, and higher than LPC ,in seyen sessions, Both MIT and. LPC

scored hi'gher than- VotFax in eight. sessions. LPC scored higher than MIT

- -

2-3DO . to the abSence ot -some- student'. who began" the experiment, some
r

of e :Mean scores` are based on less- than the -origizal 12' subectt.,.:_ For.

the control, 10_ scores were used to CoMpute the means.. for sessions! 5
.through MIT,' 9-..scoreewere. used to coppute.,the.4rieanf for sessions

5 through 9.= -

ck
73



session number:
/- ;IN 1

1.00
.99.
.98
.97
.96
.95
.94
.93
.92.-
.91
.90
.89
:88
.87
.§6
.85
..84
.83
.82
.81
.80
.79-
78 - C CONTROL, L = LPC; = MIT, V = VOTRAX

Mean Scores, Word Experiment, by Session.

?.t Seven sessions oand lower in one sessioril. The results of these- sign

evidence for the superior-it,* of hUman voice, LPC, andtests are that

MIT over Votrax is significant at the .004' le/3re4' as is evidence of the

evidence for the

over LPC, and o . LPC 'over

superiority -of

superiority

the human.- voice-- over MIT.

f- the human voice

Signific.ant -at the'...035:lever.
.

- -4.2-3. Evaluation of Specific...Protilein 'Sounds.
)

In 'order to 'foots on the specific problem tO onant sounds f r each

system, lists of ..items- :that more than x:peree of- the students 'missed

(on. either of the sessions that the item. was ..temsted) were - Prepared for x

15, 25, 33,, 50; anal .67 ;,-,`see list was che'cked t5-- seg.,
/-

.



.
what patterns of errorcOuld bd cerned. in- terms of human ghonetic

.parameters. For the most part, the 3 percent error- range was most
;

amenable to. analysis.

Error Level:

Table 4-

Number of Problem Sounds /

7 15% e251- -33Z . 7 50Z 67%

initial consonants
VOTRAX 2T 17 13 5 .1

MIT 15 12 '10 ... 4 1

LPC 11 8. c . 5 2 2.
CONTROL '1 4. 1 1 a ,

VOTRAX
MIT
LPC
CONTROL

.

35

final consonants
26- 17 - 7 3

10 . 8- 6. . 2 .0

10 6 2 , 1 0
3 2 '1 1- 0

totals ... -

VOTRAX 62' 43 30 12

MIT 25 20 16 6

LPC 21 .4 14 7 3

° CONTROL ' 6 3 2 2 .

,

The data for LPC indicate, aside from isolated- errors, problems

, -

with : place of articulation. 'HOWever, since. most of these p*ce errors.> .

i .;

concern the .th '(unvciced theta) sound, it may be more appropriate to say

that LPC . has a place.. of :'articulation pic)blem with -the th sotmd,
.. ..

.

confusing it with both ite s and f consonant sounds.
. .:..'

n 1,44.errors,- -the) most notable .e -, hearing the kr; cluster for kw
- __ 1 .° : ,

Of the isolated

, .

(orthographic q and dropping the' Y sound in 'year'.

Most-of the problems for MIT occurrep in consonant clusters, rather

than in individual consonant: sounds. .There was a-tendency for. the 13, t;

and..? s sounds...to be . dropped -from initiaa. consonant clusters j)egi'nnAng

75_7_

;--.; .
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I

j%

>D
MIT

K

v
Int

G

arrows indicate direction of .shift
nt indicated' shift not tested-

Figure 8. Diagram of Stop Sh.ifts Word Experiment

with . these sounds (the effect . did not appear notably in- the-a-final

clusters). There. was a strong tendency to shift from voiceless, to

voiced 'sounds, as in: E. to b, t to .d, and s to z. Place of articulation tz

problems were noted in several stops and with the th "sound: It- would

appear that MIT has -problems with stops and with the's' and thsounds. A

surprising result was the shift from i to k in final clusters where the.

followed, an 1 or. r sound.

Votrax had problems with stops being dropped from an 'initial

position consonant cluster, boti.hnwith initial and final clusters.

There were also place of articulation probleids with stops, and

tendency to shift from unvoiced to voiced stops. There were also
.

problems. with th shifting to s and f, as in the other systems, and a

.surprising shift from th to dz. As with MIT; ther-ewere, problems with

final a and 11, but they shifted in a _less surprising manner, to lb and

rd. There was also a tendency for bath b and d to shift t

pronounced" tendency toward. reciprasalesr<iftitig 1.ds indicatrive of problems

with the overall clarity of Votrax speech, and makes an analysis in

terms- of Patterns of error more dif icult. Qk some help in this regard

. ,

is an .examination of the list of items Fith error' percentages of 50



A

rcent or mor. 'The errors at Or aboVe the 50 percent level would seem

to indicate that for Votrax, place of 'articulation . errors are moret
-

pronounced than _voicing errors.

In Figure 8 we have diagramed the stlifts in stops for both, Votrax
, .

. ,

and- MIT. The voiceless stops haVe been placed _over the , voiced stops,
t

maintaining the. place of articulation. *.-Sounds in both the voiced. an
..

voiceless- serieei are placed with respect to posifion in thC _mouth:

labial; alveolar, and 'Velar. Some corroboration- of the Votrax pattern
. ,. .

,

Can be found. in Figure '6 which- gives the..,4 .,me sort of diagram for
, .

Votrax' stops in the letter experiment..
.

Although we were onli- testing consonant sounds, ther4 were a few 0 _.

.

clear vowel problems for MIT rblock soy ded like 'brack')--and iOtrax

('left' ..soUrrded like li f t ) : .
. , ..

-4-
sp1<._The only ous problem for the human eaker was the th sound

shifting to f. \ .-

4:3. Use of. Computer Generated Speech in CAI in. Intial:Reading.
. ,

The high probability of recognition of .soun as videl4ced in the
. -

;letter and wor experiments indicates that, some. m of computer,-

generated speech is adequate for ,use in computer

initial reading. The scores for LPG and MIT;

above 90 percent correct on both di-4 letter

'strong evidence of , the .*dequacy of thege

'Votrax,. ?generally - between 80

0- impressive. Some . attention; howeve,f,-. will. 'have to be -paid,- to the

si/stect in ruction In

ch were generally well

nd, word experiments, is

ems. The scores's, for

somewhat less

S.

and 90' percent'. are

specific problem sounds any system chosen, and effort made to

provide extra practice on those items by a_Pp-ropriate altering, the
ir



curriculum. Of major impo,reance i this A-egard, is the amount of time

that must be spent in teaching a child .t nderstan& thespeech system

as opposed to teaching reading. lielre again- as shown in Table 1, the

extra time *required by MIT and :LPC seems Sufficiently. small. The.. extra-

-4:

time required by Votrax, -however, bliOt ,lead to the unpleasant result of

postponing or even excludIng -the teac~ words containing certain

problem.*onemes. Cost analysis, will major issue, in that the
'

- .

more adequate systems- of ,computer generated speech, such as LPC and MIT

are, still far too expensive for widespread classroom use.
1
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