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In 1973 we désigned and built the MARGIE system [Schank et al, 1975, -and ;
. . ' . . - ’ <
Schank, 1975]. .. MARGIE dealt,with individual sentences in isolation for the-
N ' . S . : o )
most part. We built MARGIE primarily to test theories about the individual
. - , - " ¢ v R .

parts of MARGIE rather than because-of any desire to create a'useful s&stem.
P : :

We felt tha£ MARGIE was successful because we fbund that we could parse
d1rectly 1nto Conceptual Dependency ftrom Engllsh bypa551ng syntactic analy31s
perlse [Rleebeck? 1975]. We learned a-great deal about, 1nference and memory
;;Q’saw that we'could use thewpglmltlv& actions as the basis of an,inference
organization scheme [Rieger, 1975]. Finally we showed that 1t was p0531ble to

get outkﬁ‘Conceptual Dependency and into Engllsh again without loss of

" information [Goldman, 1975].
)

1

Two main problems were exemplified by MARGIE that we considered
imgortant issﬁe;kfor fufure.r search. One fas the issue of the connectivity
aﬁd ihterrelationship of senteh es in text. It is not always poesible to
disambiguate senéences in® isolation.\ Yet in context, such.sentences often

] » heQe only one obvious meaning. We were conce;ned wi%h hof\ge deal with this
preblem. Fufthermore, parsing texts seemed to be more then Jﬁst parsing the
, ‘ . .
individual sentences that made up the texts% Just as there is implicit ~
information within a senternce, so tﬁere is information implicit within the
conjuhction of two sentences that is net explicit in either of them.
' : Pafagraphs have a coherency to them just as sentences do. The fact that there
~can be nonsepee paragraphs wouldy}ndicate thatwthere is an over-all
‘organizationa; flow to paragraphs (apd'lergﬁy texts) that must be sought out

{ L3
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- in the parsing of those paragraphs. . {
« . 3 . ' .
| » ' , . 7 §
; The secord problem was the seemingly endless expansion of the inference
;‘. , N C S . . f/.'" l\
Eprocess. Rieger [1975] hypothesized thut ‘inference was an unconscious

Bfécess a

éllzatlon )
But the number of 1nferences obtalned from an 1nput in the MARGIE. system was
) A
Y )

!

/ o

Just too large to work with., It seemedvthat there must’ i ’ s
l “ ) ; . ) . . !

e some method by -
which inferencing could be, cut off or focussed such that the 1mportant‘

of expan51on based on the knowledge asspgciated with an rnput concep
= . i

| |
inferences woul& be central and the unimpdrtant ones would be ignored

4
After MARGIE was completed we began ‘to attack both of these problems.
We started by looking at the prdblem of the representatlon of connected text

Schank [1973 and 1974] showed that the principal element in the solution' of

o s
this problem was the causal chain

In order to know when some element must be 1
l“.
> inferred, it is necessary to know that there is a gap in the text

If we have
"John was mowing the lawn

Suddenly he felt a pain in his toe," we must be

able to figure out the connection between these two items

We invented a *
syntax of cdusality that said that actions can cause state chaﬁée; and state
changes can eﬁéble actions We then applieqd a semantics of causality to
relate specific actions and states

e fe

For the example above we know that there
is an, action and a state change

The semantics disallows "PROPELling
something into grass"”

!
@s a way of causing "PAIN in a toe

We are'forced to '
hypothesize a physical contact between sbmething in the story and ~ tor

could cause pain

This causes us to infer that "John pushed the 1
across his toe." ; with all inferences, this particular one could be wrong

The general pri. :, le,, however,

is important. In order to make an inference
about what events are implied by a story,-it is crucial to understand that
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such events are missing and to be ablé to figure out the properties.of'these4 : ’

i . . ¥ .,
missing events. : - ‘ R

e

. B . " q'.
We were able to use causal chains to connect events in entire'sgoriés,

“wpredicting resolutioné of problems posed in a story and so on. Using theéeﬂ ?j '

o : e ) R . ®
chains certain items -got connected more frequently than others, and we created

. -

a paraphrase hypothesis that marked as important events linkéd in more than

.

one chain in a story and marked as "forgettable" events that were without

)

. 4
' »
consequences. -

With ﬁhe pfinciple of causal chaiping established, we then became
4 cencernedeith exampies where the causal chain to be“inferred was simply too
long £é be'gottehlfrom ACTs and stgtes on either end of the gap. Tﬁere comes
a Qeint where unless you have speéific ﬁnewledge abohé\the situation that you Z
are in %t is hard to understand the relationshié betweeh seemingly unrelated
events. Qu{ solution to'tpie problem is what we labeled [Schank & Abelson; Co
119;(5].is‘crip‘ts. ' o | .

A script is a preformed sequence of actions that constitutes the natural

“

~.order of a piece of knowledge. For e&ample, consider the sequence "Johkn went

3 : . . ‘ : ) X
" to a restaurant. He found a table and ordered a hamburgFr. Later, he pafa :

and left." _Unless we have detailed knowledge abodé/;estauranfé (the
A ] ‘o .
restaurant script) we cannat easily conneet-finding tables and ordering. -Nor

could we answer the quesfion "What did John eat?" Any person who knéws about
: iy ' e

restaurants could, however, do these things. Scripts, then, serve to fili in

1

the gaps in a causal chain when they can't be inferred Just by themselves.'

That is, scripts form the knowledge source that we can rely.on in understanding.

(Although the ideas were developed independently, scripts confermlwelI"to one.

-



. ) "5_ V.A . v N \ [
. part of Minsky's frame idea [Minsky, 197k].) o -

y - Al
©

ﬁ' .Scrigts are intended to handle the range of events that are the most
‘mundane. Thus we would expect a birthday party script, a restaurant script,

0

»

éh airplane traveling script, a going to the doctor script, and so on.

i

Sorip£§ will not account for tﬁings about which there is no specifi&igetailgd

' knowledge. We wotld expect that most people do not have a how. to become

'y . N

president script, a what to do when the house burns down script, or a how to

N
.

. . . _ .
fix an oscillator script. On the other hand, some people do have such scripts.

-
Thus, a script is a struciure that describes an appropriate sequence of
events in a particular coﬂfext. A scribt ié made up of slots énd'requirementé
about what caﬁ fill‘those slots. The structure is an intercqnnectéﬁ yﬁole,
and what is in¢oné slot affects what can b€ .in another. Scripts handle
stylized everyday situations. They are'not subject to ﬁuch change, ngr do
' . : ) t
they provide the‘appargtus for handling novel situations..
For our purposes, & script is.a predétermined, stereotyped sequence of
"~ actions that define a well-known situation. A script is, in efféct, a very
boring little stgry. Scripts allow for néw references to objects within them
‘justjas'if these ébjects had been previouslj msgtioned; objects within a
scriét may.take "the" without explicit introduction because the script itself
has already implicitly i;£roducgd them. (This can be found below, in the
refefence to "the waitress" in a ﬂhstéurant, for example.) Stories can

involve scripts in various ways. Usually a story is a script with some

interesting deviations.

I. John went into the restaurant. He ordered a hamburger gpd a coke. He

T

: asked.@pe waitress for the check and left.

) S e
/

.
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II. John went to &\restaurant. He ordered a hamburger. It was cold.when

the waitress broyght it. He left her a very small tip.
ITI. Harriet went to a irthday party. iShe put on a green paper hat .. Just“

when they sat down Yo eat the cake,-a piece of plaster fell from the -

ceiling onto the tahjle. She was lucky, because the dust. didn't get all

r o5

over her -hair. S

’]IV. Harriet went to Ja k's birthday party. The cake tasted awful. Hérriet
left Jack's mother a very shmall tip. ’ / “

. ~ : 4 S -
Paragraph I is an unmodified script. It is dull: It would be even

{

-

duller if all the events in the standard restaurant script (see below) were

included.

~Paragraph'II is a restaﬁrant‘script with a stock variation, a
customer's typical redction when things‘go wrong.
Paragraph III 1nvokes the birthday party script but something who'lly

& -

outside the range of normal birthday parties occurs -- the plaster falls from

“a

the ceiling. This deviation from the'scriptvtakes over the initiative in the
narrative until the problem it raises is resolped, but the birthday seript.is
.still available in the.indirect refefence to the party hat and in the
possibility that normal party activities be resumed later in the ﬁarratife

It seems natural forrgeference to*be made to dust in the hair following the

- Al

plaster s falling, which 1mplies that there is a kind of sdipt for falling
plaster too. (This kind of _script we call a vignette [Abelson,‘1975].) ’ -
Notice that "the ceiling" refers to an uninteresting "room" script tﬁat can be
used for references to doors and wiqﬁpws that may occur. Thus it is possible
to be ip more than one script at a Eime. S to oo _‘:~

,\} Paragréph IV illustrates thé)&ind of absurdity that arises when an

+
”
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action from one script is arbitrarily inserted into another. That one feels

the absurdity is an Indication that scripts are in inadmiSsgble competition.

4

It is cohceivab}e that with adequate introduction” the absurdity in paragraph

IV could be eliminated.-

~

oA

With these‘examples, a number of issues have been raised. Let us at

t

this point give a more extensive déscription of séripts. We have discussed
9 ’ . , ) x Py

previously [schank, 19Zh] how paragraphs are represented in memory as cdausal
. 3 . ] .t

‘chains.’ This work implies that, for a story to be understood, inferences must

connect each input conceptualization to all the others in the story that relate

-

’ \ - . K
, to it. This connectdon process is facrlitaped tremendously by the use of

. . » -
K - . : a )
‘ scripts. , - : . .

v

Eaeh script has players who dssumé roles in the action. A scfipt takes

the point of view ,of one of these players, and it often changes when it is’

-

viewed from another playér’s point of view.

n The following is a sketch of a script for a restaurant from the point

“

of view . of the customer. Action specified in §erms of the primitive‘ACTs

“of Conceptual Dependency theory [Schank, 1973].
. a > :

. oo

¢
‘Ebript: restaurant
roles: customer, waitress, chef, cashier
reason: to get food 'so as to g0 up ih’pleasure and -down in hunger

< . , : 1

scene 1: entering -
~ PTRANS self imto restauiant
ATTEND eyes to-where‘empty tables are
MBUILD where to.sit . '. ¢ . ;
PTRANS self to table
MOVE. sit down = SR
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: scene %: ordering e \ ) ' . . )
- o . . >
ATRANS receive menu g " : //J'

MTRANS read menu
' MBUILD dec1de what self wants
MTRANS order to waitress

"scene 3: sating o '
) ATRANS receive food
. INGEST food

scene.h:. exiting
NHRANS ask for check '
ATRANS receive check
"ATRANS tip to waitress
PTRANS self to cashier *

e

o A money to cashier

: ‘ P S self out of restatrant - K . S '
) ' ) r ’ ’ - . . ' B
. e ‘ . ;

In this script, the instruments for performing an action might -vary

e

with circumstances. For example, in scene & the order might be spoken, or.

“written down with predesignated numbers for each 1tem or even (1h a foreignr

.

s

country with an unfamiliar languﬁge3 indicated by'pointing or gesturing.

v e -

Each act sequence uses the principle of causal chaining Lsghank -1973,

- i and Abelson, 1973] That is, each action results in conditions that enable

~ the next to octur. To perform the next act in. the sequence, the previous :acts

@

must be comBleted satisfactorily. If they camnot be, the hitches must be :
- N . . . 1 BN
dealtﬂwith. Perhaps a new action not prescribed: in the script will be ::2/”//«’fv

. generated in order to get things moving agajn. This "what-if" b havior is an

LA

important component of scripts. It is associated with many of the deviations
- sy '

in stories such as_paragraph 11’

i
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o -In a text, new scr1pt 1nformation is: 1nterpreted in terms of its plabe
+\ in one of the eausal cha1ns wthin the script.s« ﬁhus in paragraph I the first
a- X .
. “s:ntence describes the first agti:n in’ scene l of the restaurant script.“’/
,l Sentence 2 refers to the lasX act.dn of scené 2, and Sentence 3 td/;he first

¢ \:. ]
.

and last actions of scene 4. The final interpretation or/Pafagraph_I contains,

the entire restaurant script"witﬁ'specific statements filled 'in and missing

statements (that he sat down, for example) assumed -

In paragraph IT, the first two sentences describe actiods in scenesv},

- and‘2. 'Part of the th1rd<sentence is~inrthe script as the first actionfof
scene 3; but there -is also‘the information that the_ham%urggr is cold. The
o fburth sentence ("Heﬁleft;her“a Very.snall'tip") 1s . modification of the
: | .

.. third’acticn'of scene h.\'Themedifier 'very ™ small" is presumably related to «
the unexpected 1nformat10n about the \c;ld hamburger ?Even a stupid i%nu "
proces\Br, checking paragraph IT against the standard restaurant sgript could

~cgme_up with/the lowrlevel hypothesis that the small size of the tip must hgle

. SOﬁething to do with the temperature,df'the hamburger, since these two items
) / L . v . . - ' . ' .
4 ‘of information are the only deviations from the script. They must be related

. . - - a ) Y ) .
deviations, because if they were unrelated the narrative would have ﬁ?
. ' B . ~ . - . Y .,_ g .

' husiness ending with two such unexplained features. o

_Of course we do, not:want’ our processor to be stupid.- In slightly more 1
~ O - - 4 - . »
complex examples, adgquate understanding requires\attention to the néﬁure of
3 . ) ; - Ve A
. 7. . . .
. deviations from the script.-;A smarter processor can inferifrom a cold

I

- hamburger that the INGEST in scene 3 will then violate théipleasure-goalifor‘(

’ : going to’a restaurant. The concept of a very small tip can be‘stored-with\the

b " restaurant script as-a'what—ifiassociated with violations of the pleasure goal.-
. N \) N v v 4

4

4 : J oy C
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. ) : : The general form for a script then, 1s a set of paths JOlned t * 4
. * / 7
N certain crucial p61nts that define the script . For restaurants the crucial
) . -parms are the ENGEST.and the ATRANS of money. There are many normal,ways to
B . ' ’ ‘ . . d‘

move from point to pointi Ordering/may be done by MTRANSing to a wa1ter or by
P . C . . TN

. selecting and taking what, you l;?e (in a cafeteria). Likewise the ATRANS of

. money may be done by'going.to the cashier, or. paying the waitress, or §aying;“

"Put it on my bill." ‘There" are al§o paths to take whé; situations don't go as

* planned. Paragraphs IIT &nd IV call up dev1ant paths in the birthday partiy

/' ) ) script. A¥1 these_varlations indicate that a script is not a s1mple list of

eVentszut rather a linked causal chein; a script can branch into multiple

- = , \
. possible paths that come together at crucial ‘defining points.” ¢ .
. ‘ To.know hen a script is. appropriate,. s¢ript headers are necessary. ////,
A\ : . . . . , . -
. Thbse headers define the circumstances under which a script is called into
C - 7
“play The‘headers for the\restaurant script’are concepts having to do with
4 r - - . -
"hunger, restaurants, and so on in the context of a plan of aétion for getting
S ‘, ' ' . .
' fed. Obv1ously contexts must be restricted to avoid calling up the restaurant e

3

scr1pt for sentences that ‘use the word "restaurant" as a place ("Fuel 011 was/////'

delivered to ‘the restaurant").
I ' . R
, Scripts organiZe new inputs in terms of previously stored knowledge.
o

'In paragraph I, many items that are part of the restaurant script are added .to
;b - .
g) - the fihalvinterpretation of the story. We don,t,need to say tHat a waitress

took the customer's‘order or that he ate the hamburger. These ideas are

-

firmly a part'of the story because'the'restaurant script requires dhem. 1In

L3

\\§ " ¢understanding a story, that calls up a script the script pecomes part of the

w

story even when it is "not s peﬁled out, The afiswer to the question "Who served
) - =~
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- John the hamburger?'" seems obvious,
) in scriptsy; answers it. |
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Aruitoxt provided by Eic:
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Aruitoxt provided by Eic:

N

SAM (Script Applier Mechanism) is & program running at Yale that was designed
. . . . . . i _ \ ‘ "

to understand stories that rely heavily on scripts. Below we present three

stories, eachi of a different type. Story I makes references to 'a script and

then stops the script in midstream. Story II is a standard boring story that

adheres closely to script information. Story III calls up more than one

‘

, script as well as having a complicatioén arise in one script as a result of an

cdd occurrence in a previou% one, )

y R N ,
SAM understands these stories and others like them. By "understand” we

W mean SAM can éreate a linked‘'causal chain of ¢onceptualizations that represent

what took place in each étory.‘ SAM parses the story into input conceptu-
alizations Phat are fed to an executive program that looks for script
applicability. When a script seems to be applicablé, the script applier makes
inferences about events that must hé&e occurred between events it was

specifically told about. - When the applier finishes a script (i.e. when new

.inputs do not fit into it) itsends control back to the executive.

The final output is a gigantic Conceptual Dependency network. We could

elaim that this output indicates understanding, but as no one can read it {and
x4
,

for the more obvious reasons) we have developed programs ‘that operate on the

output of the understanding program. We have developed programs to generate

the final output back in English., These programs constitute a paraphraser,

The paraphrases obtained are longer than the original’ because-inferances made

“r

Tt

by the script applier are retained. We also pgenerate shorter paraphrases that

'

are closer to the original and summaries that rely on measures of the relative_

AN
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Aruitoxt provided by Eic:

importance of events within a sgript.

In addition, we.have developed a program that can query the obtainea
reprgsentation éo as to answer questions about the input story.

Sinée we have oftea claimed tha% Conéeptyal'Dependency is in@erL}ngual.

and that generation in English is no harder for us than ip any other language, -

.,we have also written a program to translate the stories we understand into

- \ "
Chinese. The translation program works by taking the output from the script

"applier and using Chinese data in cohjﬁnction with Goldman's pro;Yam. Because

we use the!script applier output, our translation is longer than the original

input in the same way that the long paraphrase expands on the story. It is a

simple matter to make the transl?tion conform more directly to the {input, but

N

we haven't bothered to do this. We feel éhat a translation that elaborates on
an/input text 1s a better indicator of understanding and the use of.knowledge
in translation than one that triés Fo reproduce faithfully ﬁhe original text.
We are'tryihg even in this task to reflecg human u@derstanding processes.
Below we have some examples of input énd the various 5utputs that, OAM

produces : ) . ‘W
/

Input: John went to a restaurant. He sat down. He got mad. He left.

Long "paraphrase:

John was hungry. He decided to go to a restaurant. He went fto one,
He sat down in a chair. A waiter did not go to the table. John
became upset. He decided he was going to leave Lhe restuuruni. He
left it,
”~

Input: John went to a‘;estaur?nt. The hostess seated John. The hostess
gave John a menu. John ordered a lobster. Ille was served quickly.
He left allarge tip. He left the restaurant.

b

¢

A
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Long paraphrase:
John decided he was going to go to a restaurant. He went to one.

He asked the hostess for a table. She told him he could go to it -

He went to it. She went to it. He sat down in a chair. He got a
: \

menu from her. He read it. A waiter saw John was at the table.
The waiter went to it. John ordered a iobster. A chef cooked it.
The waiter got it from the chef. The waiter served it to John

] . quickly. He ate it. He asked thewaiter for a check. John got it
from the waiter. John reﬁembered the waiter had served the lobster
to him quicgly: John‘left the waiter a large tip. John paid the
check. He left the restgurant. , . ' R

Summary: John went to a restaurant and he até a lobster.

o~ ?
In the stories above SAM works by analyzing each sentence intoc a
Concéptﬁal Dependency represehtation. JIf this representation calls a ;cript,
a script is brought into memén&. Fuéure inputs are anélyzed and then matched
égainst the script. If a new input métches, any necessary steps ﬁhat are known
< tq have been skipped between the first input‘and the second are inferred to
have happened.  This continues‘until there are no new inputs or until a new
input does nét match a part of the current script.
If the new input calls another script, then that script’is brouéht in
(see below fo¥ coﬁputer example of this). If‘the new input is unexpected we
try to resol?e its place in context. In the first story we do not expect John
to get,qad. Where we get that input we try to figure ouf why he got'mad and

look for the next expected event to see whether its non-occurrence might cause

‘ ¢

~ .
anger for a customer in a restaurant. Since it does, we make that inference.

Below are questions to SAM and answers that SAM producded after;reading‘

' . . 13

story TI.




»

1‘~
\h

n‘h

-

l

fo)

ngwhyfdid the hostess give John a,menu?

A: So John coulﬁ ask the waiter for: the meal.

Q: Why did John go to a restaurant? 1 .

v x

R {

A; So John, could eat a meal.

. Q: Did the waiter give John a menu? : ’ .

A: John got a menu from the hoséqss. \

{ Why did John leave the waiter a large ip?
.A;JPrdbablx John. remembered thélgaiter sengﬁ a iobster to him ‘quickly.
Q: ' Did J’orhr'm pay the bill? 4 .
A: John paid the che:ck. _ | , o o -

’

: ’ . J :
”&he~Chinese translation differs fJom the .paraphrase program at-the last

' p01an namely the mapping of the. output of the paraphraser into a natural

- ¥
language. It was not very difficult to modlfy Goldman's program to do this,

- -
s

W% would estlmate that we can translate from any English story that we can
: * = i , Y

ns latlon SAM produced foi otory 11 (Harvard Romanization):

7
¢

"ﬁguar chluh ta daw langguar chidh l;. Ta ching daytzuohde
¥4 aw John kee yi daw juotz nall chiuh. Ta daw juotz

lggﬁgﬁ e daw juotz néll chiuh le. John tzuohshiah le. Ta
Fgornﬁ daytzuohde nadaw i Jyy tsaydann John kann le tsaydann. Charfarng

“kann le Jobn tzay ney &?“ dgtz nall. Charfarng daw juotz nall c¢hiuh le. qohm
ﬂean 1e 1 gé lungshia. Dahsh&rfu ba lungshia yuh bei hao le. Charfarng ~
sorng dahshyrfu jiedaw lungshia. .Charfarng geei le John lungshia geei de Hen

/

kuay “Ta chr le lungshia. Ta ching charfarng‘na i ge janddhan lai. John

tsorng charfarng nadaw Janqdhan * John jihde charfarng geei ta ney g¢ lungshia
: . )

geei de hen kuay John geei charfarng lioushiah le hen duo sheaufei. J¢hp

fu le chyan. " Ta tsorng ney ge fangguar chuhchiuh le.

Story II1 was handled by SAM 2, a more advanced version of SAM {

)



. - ~ . 4
. (written two months later). SAM 2 handles multiplel scripts, unexpected events,

/‘ and more complicated constructions in English. ‘ ! o

2
Input: " John went £o New York by bus. On the bus he taiked to an old lady. o
» When he left the bus, he thanked the driver. He took the subway to

Leone's .  On the Subway‘his pockgt was picked. He got off the train
ana entered Leone's. He had sbme lasagna. When the check came, he
4iiscovered he couldn{t,pay. The management told him he would have
tb wash dishes. When he left, he caught a bus to New Haven.

. | & |

Long paraphrase: v; -

- ° John went to a bus stop. He waited at it a fewmpinutes. He entered

< a bus. The driver got the ticket from John. -He‘went to a seat.
He sat down in it.‘ While John was on the bug an old lady and John
talked. The drive& took John to New York. He wenht to the driver.
When getting off dhe bus John thanked the driver. John got off it. -
He entered a station. He put a token into the turnstile. Hé
went to the platform. He waited at it a . miputes. - He éntered a-
éubway car. A thief.went to John. The thief picked John's pocket.
He_Qént:' John went to the seat. ‘He sat down in it. The driver
took Johh to Leone's. He left the subway car. He left the station.
. . ﬁe entered Leone's. ‘He looked around inside it. He saw he
cogld'go to a table. He went;to it. He sat down in the seat. He,
ordered some lasagna. The wéiter indicated to the chef John would
like him to prepare something. The chef prepared the‘lasagna. The
. f waiter got ‘it from the chef. The waiter went to the table. He

-

L vserved the lasagna to John. He ate it. He became full.

He asked the waiter for the check. John got it from the
waiter. John read the check, John discovered he was unable to pay
the check.. He indicated toékhe waiter he was unable to pay the
check. The management told John he would have had “to wash dishes.

He entered the kitchen. .He washed dishes. He left Leone's.

v

,L"' Q' -

O

ERIC *

Aruitoxt provided by Eic:



A6,
He went tb the bus stop.  He waited at it a. few minutes. He
entered the bus. The driver got the ticket from John., He went to
’ ] 3 ; L] ' ,
the seat. He .sat down in it. ,The’ﬁ;IVBr took John to New Haven.
He got off the bus. ’

[Paragraphing has been added to the
computer output.for ease of reading.]
3 - PN .
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III. SAM in More Detail - ’

=3

We will now describe in a-little more detail the components that make up SAM.

4
A. The English Analysis Program: Riesbeck

The first program in the SAM system is the English—to—Conceptual—Dependency

ahalyzer. It. is the Jjob, of this program to take the input text and exiract

from it all the conceptual information conveyed‘by the linguistic elements of

thg text. Later prograﬁé in the system use the output of ?he anal,
"ﬁﬁceptual Dependenéy ?nd never deal wi. ecatures of t?e ianguage. Only the
pulyzér considers p;oblems of word meaning, inflections; ordering relation-
shfps, and other idiosyncracies of linguistic expression.
- The Engliéh‘anal&zer is an extension of t?e one described in Riesbeck
[1975]. That analyzer extracted the conceptual meaning from short texts of é'

few sentences each. The.SAM project needed an analyzer capable of handling

texts of normal paragraph length. This necessitated two areas of work:

~

1. Research into what made.a text a unified structure rather than just a list
. of unreldated sentences.
2. Extension of the analyzer to allow it* to-combine the information contained

in thesé’larger structures with the knowledge it already had about English.
The earlier program was designed according to two basic considerations:

1. The important task for a language pfoceséing component in a large
-understanding system is the extraction of meaning from texts. It should
. ] !

dQ this in the most direct way possible, using tools such as syntactic
/ - ' e

;analysis only where necessary.

' '1'(.'

- e
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2v. The proceé§ of und
‘Tanguage processing, requires the ability to.predict ihtelligentlyg based

on what has already, bheen undersﬁood; what things will be seéh_laﬁér in the

. . ]
- text and what they will mean.. |
} . . s e .

Y

The earlier program worked by using the words in the input text fo

access routines —— called expeétatiohs -- that predicted what conceptual and-

lidguistic structures were likely to occur later in the text. The expecta-—

tioﬁs also specified what additional ﬁeaning structurés should be built (using

! ~

the Conceptual Depeﬁdency'representation system) if these structures were

<

encquntered.

The present analysis program;combines the notion of frames, i.e. static

2

structures organizing sequences of evgnts, with this notion of the expectation

routine.. Frame structures are of various sizes, from the small CD descriptions

of simple events to largé scripts of event sequences:‘ Whe? SAM sees a
reference to a frame-in the text, it starts building an instantiated copy of
the' frame. Parts of the structure are already filled but other parts are not.

The eﬁpty slots !&d the conditions on the values they will eventﬁally have

w

direct the course of analysis.
The conditions associated with an empty slot specify what sorts of

structures might fill this slot. When the expectation routines a¥e accessed,

the structures they
o 4

Each expectation that builds a structure satisfying the conditions placed on

,

some empty, slot is tied to that slot. An expectation is.kept active until

either it ;s triggered or the slot to which it is tied is filled by'somg other
|

. - L
-7 .
. v g

[)ﬁ

are capable of building are campared with;these assumpﬁionq.
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" expectation, D k, St a ' . .
. "By-associatiﬁg the expéctatién routf;es with slots to be filled, thq
analyzer.EOntmois_the expectat;ops, combining those: that serve the same .

function, removing those'that are no lonéer necessary i and handling in a

uniform #ay'not'only/expectationswthat fill out small CD. templates but alse

1
- PRI

. . 7 those that fill out larger.event sequences — 1i.e. scripts. ThiS|allOWS the
< N /

structures predlcted by an exnectationﬁpo be reflned by the hlgher—level
assumptlons placed on the slot that the expectatloh fglls

Cons1der again Story II1: \ o

»

John went.to New York by bﬁs. On the bus he talked to an old lady.’ When he
left the bus, he thanked the driver."ﬁe took the subwa& to Leone's. On the
subway his pocket was pic?ed; :He gqt off the trainland entered Leone's. He
¢ had some lesagna. When the check came, he discovered he couldn't pay. The
- management told him'he would have to wash dishes.  When he left, he caught a

. bus to New Haven. - . ’ o

W N ' :
In this story there are ind%ances where the meaning of a verb depends on the
objects attached to it — "took" in "tdok the subway," "had" in "had some
cheesecake," "came" in '"the theck ‘came,”" etc. There are the various structures

of clauses and phrases that communicate time relationships between events —

- " LA ]

on the subwéy, when the check came," "he would have to," etc. Of greater
theoretical 1nterest however, are those places where the SAM system requlred
more than a knowledge of English in order to assign a meaning to a piece of
"text. For examplei to realize that the phrase "tbe che ck came"J means that the ~
gyaiter Zprobably) brought the check te John required knéﬁing who does what in
~restaurants and that this particular text/is abeut Jehn's goﬂng'to a restaurant:

i

N '.’ Al N 3 T -
/ A ' L% -
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Aruitoxt provided by Eic:

'X,Y" or "after X,Y." 1In the examplé paragraph both uses. of "wh?a”)occhr —

L d A N .

The~structure "when X,.Y" is interésting in that it cay express either "while

, - . . ] } ~ -
"when [while]‘he left the bus, he thanked the driver" and "when [after] he
o N L ) . -

left, “he caﬁghf a bus.to New Hayen." 1In order‘'to dssign the,likeliest tiﬁe
. ! ¢

relationihip; SAM needed to know where ;he driver of the bus is when'people
£ ' '

. < ) el - i
are leaving and that buses normally do not pass through restaurants. - .

Besides allowing knowledge from various sources to interget, the

-

. expectation approach makes long’texts mdnégeablé because word senses are

decided on as they are seen. Meanings for very ambiguous words, such as

‘o

prepositions, are sép up in advance by expectationé attached to the verb and -

2 v

other elements of the sentence. The approach used in some purely syntactic

systems of keeping all possible analyses leads to generation of an awkward

o

number of possibilities with simple sentences and becames unworkable for texté

7
of paragraph length, where the sentences themselves may be quite l%ngthy.l

This is because each ambiguity multiplies the number of pOS!!ble interprbta—
. - /.

tions that must be kept. . A text analyzer must be able to make intel&fg;nt

assumptions about word meanings as it goeSValbng if it is to avoid combina—

torial explosion. By embedding expectation routines within CD forms, which
are in turn embedded in larger script structures,-ti? current ahalysis program
is able to use general world knowledge such as scripts together with language-

specifie knowledge sabout glish to make intelligent gﬁesses about the meaning
p ge |
. N ‘ .

of a text in a straightforward one-pass manner.

: The new version of the analyzer is wnitten in MLISP and runs on.the

. «

PDP-10 comptter at vale. - In interpreted form it takes approximately MOK\Sf

core to do teﬁts of several sentences\and'SOK to do the longegt texts that the
' . J . ' . N -

§ .

\ £

\ ' ’ 2 k! .
. . v

4
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SAM ‘system has- tackfed.» Sentences take between 5 and 10 seconds to be
: Id

° [ “ s N '

. analyzed, not'iﬁcluding garbage-collecting overhead in the LISP system
- . : " " #
- (between O and 10 seconds).

B. Overview of the EXEC: Mechan and Proudfoot
N - .. L N ’

. When stories contain more than one script it is nécessary to decide when a

. ) »
script is to be called in and when it is finished. SAM has an ‘executive
N ] . ’ -
N program (EXEC) that decides which script is required for each input from the 0
parser. The applier mechanism works in one "script context' at a time; when

3 .
it is running, it is not "aware" of the other scripts. One of the chief
S .

' .
AT

functions of the EXEC is to set up the correct script -context befor ’calling ‘
ns o , re o “

the»?pplier. (This means that Ehc»agpliér’s.contrdl structure is'equi;alént
to a set of corputines.) “y// K ‘v ,
How dées the EXEC know what®script should handle a given ipput? -
Sometimes. the parger has explicitly specified the name of the script, as in
the representation of "John went hunting" or "while JohnIQas on the bug.”, But .

at other times the EXEC must inquire of each script whether it can handle the

present input. Part of the context of each script is a list of expected
“ B

' A pattern match is doneawith each element

inputs, aalled ﬁhe."seardh queue.'
of the search queue. If the match sudceeds, the applier is called ?n the

context of that script. Initiaily, the search queué bf a script contains

. . - those events that could reasonably be assumed to "introduce"” the script, such"
as "John went to & restaurant." 7 \ . ’ , -
i ' RO " There are.two sets of problems that the EXEC must handle. The_fiﬁst‘/

3

set includes actions to be taken when all or part of Q\Fenience-is "weird" --

-
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Aruitoxt provided by Eic:

4 . Co- ’ . ) N - t
that is, not‘ﬁnderstddd by any script. A weird sentence is méigzd as .such and
N e ' : - !

is otherwise ignored by the EXEC. Future versions of the EXEC w1l include

pfbgfams_to make inferences from weird inputs. (The appRBper makes the

inferences for the nébn-weird inputs.) Ih,a story in thch\John gets his | 5
’ ) . ‘ 4 \ B e

'pocket pieked and iater has to .wash dishes to pay for a meal, the applier,

. l ~
U
working in the context of the restaurant scripty will want to know whether the

concept of John'!s having no money has been seen before. Thatg%ould be an

inference from the "weird" pocket-picking event. ‘ . 5
b b -

A weyrd part of a non-weird sentence might be a reference to a’

) - .
character outside the- active script, and since the EXEC has access to all the

scripts it can 'resolve such references. For example, if John is eaéing in a
re;taurant;gkﬁerfestaurant-script is active. But if during the meal John
feels i1l 4nd gets the waitreés to bring him é glass of water for his pills,_
thenvthe senﬁence‘"The waitress brought John a glass of water' has a weird

part from the perspeétive of the illness script. The fact that someone brings

.
John water makes sense in terms of that script. What's weird is "the waitress"
since there's no waitress in the illness script. So the applier asks the EXEC
o

whether it knows who the waitress is. The EXEC looks at the script contexts -
7

of nll the scripts and fin \waitress" mentioned in the restaurant script, so
it says yes. .
X

The second set of probklems for the EXEC is the interface between

scripts: How do they start and s@o?? When is a script finished as opposed to

bl

being_inte}rupted? In theory, there are (at least) three'Kinds of script

.

interfaces: sequential ("John tooH o bus to-town and went shopping"), nested

("Johr made a phone call from the resféurant"f; and parallel ("John and Bill
. - . -{ .' .
» -

¢ .
7/

2



swapped old stories over a 1 1g lunch"}.  The curdent EXEC” can handle some

examples ‘of all three cases, but more work remains to ‘be dong in developing

w

the theory of script intefches: | T . - o
} o _ ‘ . )
C. -Script Applierx Cullingford '
-

Constructlon of a story representatlon from CD 1nput supplied by the pa(ser 1s

' the. job of the scrlpt applier porg}on of SAM. Under control of the EXEC, the

appller locates each new input in its data base of 51tuat10nal scripts links

1 -~

.it up with what has gone before, and updates its predictioﬁs about what is
. ) i .

| i 4 —
likely to happen'qﬁxt. Since the SAM system as a whole is intended to model

human undérstanding of simple, ,script-like stories, the applier organizes its

output into a form suitable for later summary, paraphrase, and question-

4

3 . .
answering processing ' -
Situational scripts: As impleﬁented in SAM, a situational script
[Schank & Abelson, 1975]) is a network of CD patterns describing the major

paths and turning points of a common situation. These patterns are of two

~general types: events, which we will construe broadly as including states and
]

state-changes as well as mental aéi}ﬂwsical acts; and causal relations among

htheselevents [Schank, 197ka].” Patterns are used in the script not only

because of the variety of possible fillers for the ré&les in the script but
also to provide the minimum amount of information needed to understand a story -

input. Thus, for example, the applier uses a pattern like: !

((ACTOR (&X) <=> (*PTRANS¥) OBJECT (&X) TO
(*INSIDE* PART (&RESTAURANT)))

to identify iguts like: -

o
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John .went to'Lindy's. _ // . -
, John walked into Lindy's. . — s
P John came into-Lindy's from the subway. ™

(&X and &RESTAURANT are dummy variables.) » This allows the applier to 'ignore

inessential features of an input (like the Instrument’of the undetlying‘ACT or

the place John ceme from in the examples given abo and thus provides a v

E}

crude beglnnlng for a theory of forgettlng

>

At the present time, SAM,possesses phree;"fggular" séripts,.bne Por

riding on'a bus, ene for fiding on a subway, and one }of going t6 a restaurant.
. - - N .

These script§‘hgvg been ,simplified in variouslways. For exaﬁple, all of them.
assume thét there i; only a single main actor. The buéhscript'has;been L>
resfficted to a»singlé "track"ifor a long-gistance bus ride. The'restéuraﬁt
-does not héfe é’ﬂquonald's"fﬁrack o;\E'"Le Pavillon" track.” This was done
primarily tofhéve a data Base cgp;blé 5f handl&ng seééralaspecific'stdries of
inteiesﬁ availabié {n-afreasonable tiﬁ;, sécondarily to lim;t the amount’ of
stprége neéded. ‘Nevertheless, the scripts presently implemehéed»are a
reasonaﬁle first pass‘at the dualjproblems of}cfeating'and managing this type
of data structu?e. 7 ' ' . , +

Goals, predicf&ons, and roles in sc;ipts: "Each situational_script
supplies a default goal statement that, in the absence of planning input, is
assumed to bejwhat the script is about. It may be the case that two people‘go
to aArestaurant to discﬁss Busi?éés and,oﬁly incidentélly,to eat,vbutufhe
<

he implied sequence of mutual obligations that mos%t:scripts
' -

seem to entail. Invoking the bus;script, for example, implies the contract

script assumes t?S:‘the INGEST is the‘central act nonetheless. Related to the.
s

goal statement i

i

. h'4
between the bus management and the rider. of a PTRANS to the desired location
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in return for the ATRANS_of the fare. While this. obligation network is not
explicitly built into’SAM's scripts, it has a;powerful influence on the

~

- prediétions'the applier mages about new input. " In the‘restaurant conteﬁt, for
ekample,’fhe applier dpeé;not initl;lly expect'fo hear about an input‘beyénd
r orderlng, or perhaps eatlng, the 1n1t1al statement of obllgaplon, although 1t
| will eventually 1dent1fy a sto;y sequence llke "John went to a diner. He
vr/ ) 1eft a large tip." Hav1ng heard about_ordering, its horizonp widen to g;pect
1npgt about'preparing, éerving,\eating, paying, but noﬁ,-initially, about « t\

leaving, since the qther half of the obligéfgln ‘has not been sfulfilled.

The bindings of nominals in the story input to appropriate fillers in

-

the script templates is accomplished in SAM by means of script:variables with

associated features. The script variables are used in conjunction with a
« pattern-matcher.’ In the rather Crude\System of features currently used, each

« . . ‘ . 2 v
script variable is assigned a superset membership class; certain variables are

*

also assigned to roles. The former property would provide the dlstinction

between "The waiter brought Mary a hamburger" and "The waiter brought Mary a

»

-

check." The latter identifies important roles in script contexts, primaxily
'’ those‘to which it is possible to refer with a "the," like "the driver," "the
‘cook," b}_"the check."
‘ Fach script used.by SAM is organized iﬁ a top-~down manngr.as follows:
‘into_tracks, éonsisting of scenes, which in turn consist of subscenes. Each
track of a script corregponds to a manifestation 9f the situation differing in
- B minor'bu§ importéntifeatures of the scrlpt %oles'or in a different oréering’of

.’ the scenes. So for example, eating in an expensive restaurant and in

McDonéld's share recogniiablé seating, ordering, paying, etc. activities but




* ) o - -
contrast in the prinqityﬁhe food, the type of food served, the number of

restaurant personnel, the sequence of ordering an&’seating, and the like.

Seript ségnes are orgapized around the main top-level acts, occurring in some

definite §eqﬁencé,thét characterize a scripfal situation.In general,

sub-scenes are organized around acts more or less closely related to the main
o . . o

act ofvﬁhe scene, . either contributing a'preéondition for the main act, as

gglkihé to a table precedes sitting down, or resulting from the main act, as

” - ! ) )
arriving at the desired location follows from the-driver's act of driving the

bus. All paths .prough a scene go through the main act (except abort paths,
. - - i . .

@

discussed below), and only a few events Are at'sceng edges. For example, in

J

the restaurant's orderjingiscene, the main act of ordering has many paths
- a‘ . ‘ .,

through it; at the boundary between being seated and ordering, the main. actor

can‘eithef’know what pe wants; read the menu at the table, or ask ;hé'hostess
. . . F | )
for- a menu. « ' ’

The discaésion,aboye should indicate that certain events in a script
are distinguished: Scripts, their tracis, scenes, and subgcenes all have
maihcons, for the main event occurring in the.associated eqtify; entryqogs,
for the first events; and exitcons, for the final events. Scfipts and tracks
also have associated suﬁmariés, which correspond to inputs that .summarize a
" script or track.

In general, there is only one path thrdugh a subscene.' In SAM scripts,

these paths are given a '"value' to indicate roughly their "normality" in the
AN

script context. Several pathvalues have been found useful in settiné up

“

1"

applier output. At the lower end of the normality range is "défaulf,, which

designates the path the applier takes through a scene when thevinput‘does not

[N
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‘explicitly refer to it. For example, thelgnput sequence "John went to
Copsiglio's. He ordered lasagns" makes no mention of John's sitting down,
wosch would commohly be sssumed in this situation. The applier, using the
default péth, would fill in that John probably looked around inside the
restaurant, saw an empty ﬁéble, walked over to it 'etc Next on the normality
scale is nomlnal ! deslgnating paths that are:usugl, not 1nvolv1ng errors.or
opstructions in the normal flow of the script. A? example of a nominal path
would be one-involving the waiter's coming ta the‘table in a restaofqnt during
the ordering‘scene. Finally,:there are the "ihterferegce/resolutioh" paths
in'a_script. These are invoked-wheﬁ‘an event occurg that blgzks the.normai
functioning of the script. In a festaurant, fo;‘example, having. to wait for

a table is an- example of a mild interference; ;ts resolution occurs woeo ohe

\

becomes available. More serious because it interferes direetly with the

»

goal/obllgatlon structure of the :eftaurant scr1pt is the maln actor's
.d1scovery that he has no money to pay the bill. ' This is resolved in the -
current scr1pt by his doing d1shes _An extreme example of an interfefence in
this context is the main actor's becoming irritated when a waiter fails to
-take his order, followed by his leaving the restsurant. Wten this happens,
the script is said to‘have taken an-"abort" path.

* In addltlon to the paths above, certain 1ncomplete paths, i.e. paths
having no important consequeoces within the serlpt have been included in the
SAM data base. The most important of/these partial paths are the'fnfereans
from and preconditions of the events in the direct caﬁsal paths. Lumped onder

"

the pathvalue "inference," these subsidiary events identify crucial

resultative and enabling links that are useful iﬁ pa;ticular for question-
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answering [Lehnert, 1975]. For exahple, the maih'path‘event'"John‘entered

the train" has attached the precondition that the train must have arrived at

the platform, @Fich in turn is given as the result of the driver's bfinging

<

‘the train to the station. Similarlyiea result of the main event "John paid
. e,

the bill" is,that'he possesses less mbney than he did préviously. Both of »

v

. . ' S S
these types of path amount to a selection among the vast number of inferences
-v & -’
that could be made from the main path event by an inferencing mechanism such

ds the conceptual memory program of Rieger [1975].

>

D. Paraphrese, Summary, and Question-Answering: Lehnert
. \
o

Expansion par@phrase: When people communicate, it is natufal to omit

§xpression of any actions or states thatnzan readily be infef%gﬁ:\,wﬂén a
narrétive refe?sbto a common scriptdtypé'activity, the majority\of script-
related actions go unmentioned because they are easily inferred‘¥rom the

context of the script. In acé, the only script-rélated agtions that are
- likely to be stated exﬁlicitiy are those that déscriﬁe variations within the ‘
script or unusual departures from the script. It is enough to say, "John went

'to a restaurant and had a hamburger,"

té‘convey ﬁhe standard restaurant scfipt
activities involved. When a narrative.spelis out standard script-bgsed
inferences, it sounds boring: - "John went £o a restaurant and sat down at a
table. A wéitress:came over to him and he ordered a hamburger.ﬁ Thé waitress
géve the order to the cook\and the cook prepared the hamburger. Then theé

4

Ve v
waitress served it to John! After.John finished the hamburger, he paid the

‘check and left the restaurant." This sounds tedious and uninteresting because

L]

nothing is said -that couldnft have been inferred from the context of.a

-



. . restaurant scriptﬁ'
mh%,expans1on paraphrase expands the input story by inserting those

scr1pt—related actions that would ‘normally be 1nferred. The_paraphraser takes

0 by
<, .
as input the causal chain generated by the script applier. It then deletes

from this seduenceoof states and acts those states that follow from preceding
. : . X . 4 . - .
acts. . What remains is a sequence of events describing (in glorious detail)

the activity of the story; e.g. part of the causal chain might be:
, " © . The waitress walks to thé table.
| The waitress is at the table.
The waitress gives John a menu.
John hag the_manu. . «
john'reads the menu. 5\ P

e

. - :7 [
. . . 4 — " ?
The paraphraser would return from this the first, the third, and the fifth
conceptualizations, so the paraphraser outputs an expanded event list that

-

fills in the inferred actions of the script(s) involved. This list of °
° c¢onceptualizations is passed to the generator.

Short paraphrase: When a\story is processed,'the'EXEC keeps-trac&_of

what scripts are triggered and what kind of time relations exist among the

1

scripts activated. A record is kept of sequential and nested script ~
occurrences. This record is used to generate a short paraphrase of the story
For each scr1pt that is activated, the scr1pt applier generates a summarlza-

tion of the script activity. The short paraphrase is constructed from those

- script summaries, comblnlng thgmiaccordlng to the sequential of nested

t
relationshlps . f . '

A
£t ’
Summary : The sumary program. uses the scr1pt appller output as well as
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. t . - . *

output ffom the EXEC. In a story where just one écript is tiiggered, the .

summary‘isia"script summary; as in shért pqpaphrase. in qtofiés wﬁere moré‘]
than one script s,- the program builds a’ summar'yt baseid on piot components..

" Plot compoﬁents are key coéceptu;lizations th;t'are recoénized by the
script.appliér and the EXEC. - Basic pldi_compo@ents rgcognized by the EXEéjaré
thé m;ingoal, unusual occurrenceg, and imgediate consequénées of unusual ‘

“

: PR ¥ . . L3
occurrences. The script applier recognizes pairs of interferencefresolution

¢
f

'_conceptualizations.\“;?e summary program is basically.a disciimination net .
o# the occurrence of various blot components. The net

N : Qith nodes that test

terminates at various. generation templates that combine the pIot‘components

o v . R
with conjunctions and punctuation. The appropriate template is. instantiated

with the plot'cbmponent,conceptualizapions and then.passed to the generator.

-

P - ‘ [—,
Question-answering: The question-éﬁawering techniques .designed for SAM

\are oriented to sc¢ript<type data bases. Therefore the SAM system can answer
. P oo . . - '
ﬁ\\r/fjd,only those questions that rely on information in a script. Given this

cLn " restriction on content, SAM proces§?§ four types of questions.® For a mgre

detailed discussion of the processingiandiﬁheory'involved, see Lehnert [1975].

“a ‘

1. Fill-in-the-blank questions

Thesg are questions like "What did John eat?" or "*ho gave John a " .
SAM searches the script applier ogtput for the rele&an@ conceptualization
gnd returns the answer’in oﬁe of two possible moéz;; The, i;;g answer mode
réiurns an entire concéppuglization, such as "Jshn ate aﬁhamburéer"'or "The

waitress gave John a menu." The short answer mode returns only the missing

information, as in "A hamburger' or "The waitress."




2. What-happened-when questions,
: ]

a
’

\These are questions like "What happened when -John jordered’a haﬁburger?" In .
. . this case SAM examines the causallchain'generatedj;y'the script applier and
. . \

extracts that portion of the- cha1n that beglns w1th the questlon concept

- (John's orﬁérlng a hamburger) and ends)w;th the next codceptuallzatlon that

>

T was efplicitly mentloned ;n the input stofy. SAM then deletes un1nterest1ng
i
states from this subchaln and passes to the geneﬁjtor the” remalnlng.llst of

actions. Once the'subchain_is eXtractedb_the processlng is the same as‘in

e

.the expapsion paraphrase program. = _ '

' 3l Why questions

Whlle there are many ways to answer a why questlon reasonably ‘the response
. most natural in a script context is & goal—orlented\answep All script-

'rglated;activities exist in a hierarchical‘structure ‘of script sub-goals.

..L . . . . .

Here is the goal structure for the restaurant script:
) . A}

[1] : - . Tl >eat meal -

. — - - I
5 ° i ——— T e T b
o [2] go to .restaurant s;t down ;grder e ) ,b8y check — leave
¢ [3] ..;.}f.look for table....ask for menu...serue meal. .ask for check..........

(Not all third-level sub goals are shown here.) Once the questlon concept .
” ) is found in the goal structure, AM returns the first goal found to the 7~
right of the questlon concept on.a’hlgher level. If no such goal exists,
SAM takes the goal immediately to the right of the question concept on the

sale level.




. ’ b

‘./3/ John7a$e anQAleft the'resténraht. ' -

. : ‘s
&

Why did John ask for a menu?
80 he could order.

" Why did John pay the check?
So he could leave.

> o Pt o

Noticé'that’these goals are so standard that such goal-oriented answers

make sense even when asked without reference to a specific story.  The
only exception to this apﬁroach occurs when the question coﬁcept is the .

K . - . .
causal result of a script variation. Then the answer should be mot}ve-
v, N . : i ‘
oriented. - Suppose we had the following &tory:

-

o —

John went to.a restaurant,//The host seated him and gave him a menu. ,rdJohn’
‘*  ‘ordered a hamhurge; but the waitress- sald that they dldn't have any. So
A /gghn ordered a hot dog instead. The waltress brought him the hot dog.'.

) Why did John go to a restaurant?

\ So he could eat a meal [goal-oriented]

S0 he could order. [goal-oriented] _

Why did John order a hot dog?

Q
A
Q. Why did the host give him a menu?
A
Q
A Because the waitress told g}m they didn't have any hamburgers

[motive-oriented] ¢ |
. Did questions . : : ‘ : L
These are yes-or-no type questions liké "Did John pay the check?™ “Phe. \

interesting thing about yes-or-no questions is that thef are often answered

with more than a yes or a no. $Suppose we had the sfory:



/ o ’ o \ ‘
Johh went to a restaurant. The host geve him a menn and hé ordered a

“hamburger. But the‘hamburger was so burnt that John lIeft withou paylng
the oheck. ’ )

v

Q. Did the waitress give John a menu? .

A. Nojzﬁherhost gave John a menu. ' T e

Q. Did John pay the check?

‘A. No, because the hamburger was burnt.

L ‘ i . .
-The elaborat%ons in these answers are script-dependent responses, which SAM

‘canvhandle. If an 1n1t1al search of the script appller ~output returns the

banswer no, ‘then SAM examines the questlon concept to see whether it is a

¢

, script constant or contains a script variable. ‘
A script constant is an eipected act of the. script that cannot'
- 'embody any variations. The patron S g01ng to the resiaurant the patron's

'

eating, the patron S paying the check are examples of constants in the R

‘restaurant script. If any of _these fails to occur,'ourfexpectations have* *

been v1olated and we try to account for the deviation by asklng why that

. :

constant dldn't happen. So whep "No" is returned for "Did John pay .the

\ e
check?" we then go on to ask "Why didn't John pay the check?" . This is a

»

motive-oniented why onestion,twhicgbis processed as in (3) po arrive at the—
elaboration "because the~hemburgef was burnt."

. ,Some expected actsvof a script have }oom for variations. In the
-restaurant script we know that the patron is going to get a menu. But

there is'a variable involved because John may get a menu from a waitress,

»

or from the host, or he may Just pick it up himself. Similarly the patron

\é?illeget a ck but it can come from %hehﬁaitress or maybe the host. When

.
'

. ’ ' - N Y . N .
’ ’\ o &; oo -




¢

‘an expected g?ript act con;aining a given vgriable does not occur, we:look

. > <

for the'expected act -with some other value in the variahle component.~ Thef
" wariable in "Did' the waitress give John a menu7"-is the waitress.- When the

1n1tial search of. the scr1pt applier output returns no, we 1dent1fy the

. varlable component and search-the seri‘pt applier aga1n. Thzs time we look n

2

»

for the'act without trying to match the spec1f1c var1able component
v b /

We return whatever,conceptualization matches the remaining

__waitress.'

.9 . -
concept: '"The host gave John a menu." | ' o B

¢

E. The Generator' DeJong and Stutzman
4

Goldman s--generator [l975] from the MARGIE system has been- 1ncorporated in

SAM. Goldman s program (BABEL) handled 1nput of Conceptual Dependency and

produced an English sentence as output.* Since SAM deals with more complicated
sentences, the generator had;to be modified in certain ways. In addition, the -,
use of scripts presents some lexical problems. The basic modifications were:
LY . )
' ! s
. ‘.
1. Intersentence, pronominalization BABEL originally had a facility ﬁpr

pronominalizlng successive occurrences of a syntax node w1thin a sentenee

P

We added a routine to handle crogs-sentence pronominalization. The

decision to realize a given noun phrase as a pronoun was based on’identity
Vith»the last-mentioned NP carrying the relevant feature. The controllfng‘
feat;res were masculine, feminine, or neuter gender or'plural number,
indicated by conjoined nouns derived fromr *GROUP* actors in.a conceptuali-’
zation. ’

2. Time atoms:‘ BABEL was modified to acceptltime-role fillers of a relative:

nature such as ."after" and "quick." This was done so ‘as to be able to

3 . . .
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_»' ¢ B IS St . R o . ': ;/ .
“generate adverbs such as "quickly' and time relations such as "After
ntering the restaurant John went to the table.
N ’ - L)
3. ‘§cr1pt words We observed that Englisn/pas canned" expressIons for.
“>

- .

E expressing cogurrent ACTs, one of which is 2 script For example, we have )

"While in the restaurant, John ate a lobster,' as opposed to "While on the
o ~

- I
subway John sat down." The choice of preposmﬁion is dependent on a lex1ca

itém associated w1tn a script name.' We modified the routine thag,resolved
conceptualizations to verbs‘to select appropriate phrasal expressions.

4. Adjectives:. A routine'to express REL links ds agdjectives was written.
. /oL,
"An old lady" is derived from ' T

. (*LADY® Reb ((ACTOR (¥LADY* IS (®AGE® VAL (6))) R (DEF)).

) . /o ) . o ‘ .
verbs by evaluating fiscrimination rets was modified to accept a new

: . . - .
termina}-node structure. Terminal.nodes may now centain rames of routines

as well as pointers to the concexicon ("verd dictionary"). These routines

1

A1

A

.. : , . -
'5.4£ncreased capabilities/for discrimination nets: ?he routine that,K selects

may return,concex1con pointers or set global variables for later use in the

"~

‘generation. It is this latter function .that permits selection of phrasal

°

’

expressions for script acts. a

6. Optionality of syntax-frames: The routine that matches syntactic case-

frames. with syntai—net nodes was altered to allow frames with no

corresponding node to be disregarded..CEor example,

((AGTOR (*MAéY*))<£> (*PTRA&S*) OBJEQT (*MARY*);TO N
( *NEW-YORK*)

. is realized as "Mary went to New York" while

N

)

P



' glve another example of a phrasal expression

-~

[

- é’ ) * N -

]

AT . (LQEIOR (*MARY*) (*PTRANS*) _ OBJECT (*MARY*ﬁ‘IO ‘
< (*NEW-YORK*) INST ((ACTOR (*MARY*) =, (*SDO*) OBJECT
($8US))))) , .
is realized as "Mary went..to New York‘by bus." - Only a single concexicon

‘entry, with optionaI‘instrqmental frame, is required. TheseveXamples also

; for a script act. In this
case, the script-name "$BUS" leads us to choose the expression "ﬁy bus"
-instead ‘of "by taking a bus." ‘ . o SO

’ Y, - : ‘
Dependence on scripts to choose words: Scripts have associated nouns and

verbs. MTRANSing tLat receiving food wodld lead to increased happiness is

F.

Goldman [1975]. The modifications,fell into three

which will be discussed in tyrn., -

.

/

this purpose were easily adspted for this program, and vice versa.  For

"ordering" 'in restaurants and asking for" elsewhere. A new predicate was
added ‘to the discrimination neE\repertor§ that allowed;interrogation’éb the

script. This extension.works only for stories in which a single script’is~

active. A high—priority extension to the generator is building an

interface to the script applier to’ allow determination of the script and
. 4t . .

scene for any'conceptualization;

Generation of Chinese Stutzman < v .
| A . . ~

o

The Chinese generator is a modified versior) of- the BI,\BEL program described by

’

ajor categories, each of

L

The first group of changes enabled.the generator express multiple
s

sentences as connected discourse. . Chang%s made to the English generator for

»

/example, the alterations to the discrimination-net applier were originally

4 . c L

»

N N - H a N
madfjfor_the Chinese generﬁior. This routine was- then used to implement

-
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i h P 3N » !, . P . .
; 5-s%lect10n of phrasal" express1ons 1n Engllsh The optlonal frame-handler, the

. . . ,“ . . . .- AR r.
new t1me—role evaluator, the 5cr1pt 1nterr0gat10n pred1cate and pronomlnall—.

< 5

-~ "' zation scheme were written first for the English generator The first three
changes were 1nco§porated.d1rectly 1nto the Ch1nese program, whlle the

- pronomlnallzatlon routine requ1red minor alteratIons
Y

_ Rewrlting the d1scr1m1nat10n nets was the second step Ln the modifi-
‘ ..r R } . ) . N
’ cation. Some nets are v1rtually 1dent1cal to the1r English counterparts (1 e

! -‘pINGEST) Whlle others dlffer s1gn1f1cantly For example, the ATRANS of the J

ulobster to’ the-walter and to Johm\are both expressed by the. Engllsh "received."»

'

. ‘In Ch1nese, ‘two separate Verbs, "jie" and "na," are requ1red The choice is

A .

curxently based on the relatlonshlp of d9nor and rec1p1ent John is the .- 8>

'consumer, while the waiter is part oY ‘the preparer-server-consumer ﬂhain
&
W1th a more soph1st1cated 1nterface to meqpry, the actual dlfference could be

' utlllzed ' Th1s dlffereice is based on the 1nstrument, now absent from the

. Y

conceptuallzatlon In the case of the cheg;walter ATRANS the transfer 1s
1nd1recta fThe chef is assumed to leave the lobster on the counter, where the
‘waiter will'later pick it up (verb = "3ie"). In the'case of the waiter-John
transfer, John is assuﬂéd to be present at the table to rece1ve the food (verb
= "na' ). If he had stepped away from the table, 'na" would be used. Thus,ya
’ revised vers1on of the executlve, able to produce 1nferences about 1nstruments,
would be necessary to select the correct verb.
‘An interesting point—ofﬂuiew problem was encountered | SOme verbs »

reallzlng ‘PTRANS acts requ1re a complement 1ndlcat1ng motion rel?tlve to the

v speaker Thus, the conceptuallzatlon
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, (ACTOR (*JOHN*) <=> (*PTRANS*) OBJECT (*JOHN*) FROM - -
(®*INSIDE* PART (*LINDYS*) .

wiil be realized with the verb "chuh"»+ directional complement. %g the
nérratof is assumed to be inside the restaurant, the complemént_ﬁé;iuh" ("go")
i1s selected. Expressing this céncepégaigzation fr;m the poin£ of view of one
outside the restaurant requires the "come" ("iaiﬁj complement . Thg'English
verb "leaﬁé" is neutral with respect to point of viéw. The phrases "went out"
and "came out" pqrallel.the."chiuh"—"lai" distinction. The correct solution
to this problem’rests with a future édditipn to the geherator, the ability to
generate texts from én arbitrary point of view. |

’ The Chiﬁese generatpr‘uSes discrimination hets to select the proper
realization for’ some nouns. Money ATRANSed to a waiter in the context of the
restaurant script, ig/a fip: while money ATRANSed to the‘management is reglized
as the object '"chyan" &money) in the verb-obJect compound "fugchyan" ("pay a
ﬁill"). Chinese réquires'some &é}bs,derived from PTRANS acts to folloQ

, v .

locative NP:ﬁ;£h'a direqtional complement. This complement is realized as
zero for certain nouns, essentially places, like restaurants &nd cities.
Thus, the Chinese generator has a discrimination (sub-) tree for "fROX."

)

Chinese differentiates between express (= long_di%tance) and local buses. In

the cufrept system, the memory interface is bypassed and the correct lexeme

. » ‘
for bus chosen by evaluatibn of predicates constructed to be sensitive to,a

particular conceptualizatijon.
The modifications to the surface generator were the simg}est part of
. 4 N ' :
the pro.]ect."{‘he optional syntax-frame modi;fication allowed a simple

treatment of coverbsh Ahy syntactic frame could specify a coverb by means of

v

Y
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°

a "special action." Other special actions include routines- to insert

prepositions and make a literal the value of a giveh frame. Every concexicon

entry specified the coverb syntax relatlon but this frame was processed for

only those entries with an object for‘which’a.coverb was specified. This

-
-

eliminated .having to define several new frames, the only feature of which

K

would be the prefence of a coverb)

. i ‘
o ) ! ,

The discrinination net.input,routine was redesigned for the Chinese
program. Nets are retrieved on a sentenee-by-sentence basis, instead of
loading the entire cellectipn. This moddfiéation permits the Chdnese
genenator to run in approxdmately AOK words of storage, representing a léK
,sdrings over the current Engldsh:generator. A similar modifieatden“is planned \
to permit dynamic accession of concexicon entries.

. Perhapsothe most important obserVation‘msde was thét_very little of the
original BABEL design was changedi The bas1c algorithm of applying dis-
crgmlnatlon nets to conceptuallzations to. obtaln the verb from Whlch the
dependent cases vere llnearlzed, remains 1ntact Apart from thefrewritrng of ‘
the,d;scrlmlnatlon nets according to the Chinese pattern of exprossion and
syntsctic reformulations, generation of Chinese.looks essentially like

. 8]
' .generation of English-.m o
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IV, S8ignificante’ : . . .
Co ' : v
Why have we done what we've done? SAM represents, in our opinion, an

\
important advance in the area of computer understanding of natural- language.

SAM understands more‘}han MARGIE because it knows more than MARéIE;, It knows
about certain situations aS‘Wéll as knowing about how events reiate to eac
* other. | %>
But, as always, one of our principal motivations in this work reméins
psychological. SAM is iﬁportant becauée it provideéja test for a theory of
understanding based on scripts.
Of course, SAM is Just a beginning. It is imporpant to point out Jjust

where we feel the problems ahead lie. SAM handles boring little sfories.

Theory must be developed to detect the point of a story; to determine when a

»” s

brobleﬁvhas been created and to look‘for its regolution.' It is necessary to,
establish an understandinglof the individual characters in‘a story so as to
know when they can be expected to do what. That is;lit is necessary to
detefmini gharacters‘ goals aﬁd motivations and to understand how a given
action oﬁ fheir part fits in terms ef‘a plan to acﬁié;e a'giyed goal. Wei
still need to account for non—sériptlike'knowledge application. Often in
‘understanding we need to bring in ; rule abouF why people do what £hey do that
is more general than any particular situation;.GWhét.tHese rules are and how
ﬂthey‘arg applied is something we have Just begun to work on. One of the most
important problems ahead is algood theory of forggtﬁing. Just what people
choose éo reﬁembér,of a novel they read ignsignificant towards‘télliné'us what

is most important about & text and what can always be filled in later. Scripts

2 .
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obviously provide the key to some of that. All that need be remembered when a

'script occurs is that it occurred. From then on the scriptscan be retraced
‘fairly accurately as long as the weird deviations or highlights of the

scriptlike event are remembered sepafhtely. Thus in story III we could
‘ ' ’ A .
remember just "bus script, subway script, robbery, restaurant script with

ho-pay default path, bus script." But much more comes into play in forgetting

and we.need to determine that too.

What we can say, theﬁ,-is that SAM represents a step past MARGIE on the

"road to understanding.

/
'S
S
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