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in the:r papEF on ”Alternsttve CDﬁCEptlDﬂS of SEmEHtIC Memary,” Glass : .
;land Halyaak (1975) raise a number of |mpcrtaﬁt issues COﬂCEFﬂInQ the pSYﬁhG'.
. P .
]lecal representatlmn of meanlng Maﬁy ofﬂéhese ISSUES ravalve araumd,éﬁ

< j. .
-distinction bé%wean set- thEGFEtIC and netwark madels (RIpS,vShﬁbEn S Smuth,

| a

1973), where the former.class of made]s tréats Ganceptg as Sets QF Semantvﬁ

eiements, Whl;E the la?tgr-classfrepfésEnts ﬁgﬁzepts as nades within a .
, neiw@fk of iabe]ed reiétiéné w:th régard to thls distinetion, Egefméjér 
pa|nt5 of Glass aﬁd Halygak seem to be (1) getwork mcdeh5=may belsuﬁeﬁiar
éa Sét’thééfetlé .ones, as suggested by é comparlson @F a SPEEIFIC set- |
S . . - | M L s
thhegretnc Fﬁﬁﬂu]attiﬁ, na;ély Lﬁe ?equre Campari;on mode | (Sm-?thi Shoben &
s

Rips, 1974), wnth_a speslflg network praposa],gthe Marker Séargh“médelar*ffff

S

(G]ass and Ho]yﬂakygg(Z) This alleged suﬁeriérfty of hétWOFk models has 'ig;

dEF!ﬂItE lmpllcatloﬁs for a numbgr of we]l-kncwn xssues in the Study of

Y

‘f@rmal semantics--suﬁh as whether the dIStInEtIGﬁ between ana]ytlﬁ and : %

. "synthetic truths is VISb]E“bSCEUSE the Set—theore;ic vs. network dichmtemy

is intimately related to these distinctions.

We wish to challenge both Of these -conclusions’® tn the next section of

- : .. LT e e o , .. -
this paper, we will argue that the '"set-net' distinction’is basically orthog-

5 = . - = “‘ Tt e, g - oy : - = L= [ - ' =
oral. to issues in formal §emanti:$t1|ke the d!StiﬂCtIDﬁ\bEtWEEﬂ analytic and

synthetic truth. We will than go on tD pFDpOSE a dufferent sort of taxoncmy
) : i u,\ . )
" of semantic memory models. In the thurd section, we w:“] éxam;ne in detail )

. . . ,=: ) - "y
/ ; o \
B 1

i
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GIE%S and Halyaak 5 contention that the Marker Search model is superior to

the Eéaiarg Caq@arnsgn_mcde]. we will Fnrst offer same_critiﬁisms of the

5 | =

general characteristics of the Marker-Search model; and then address our-

: 6 \ . B i oL
Feature (omparison model.' In the fourth sectior, we will ‘consider the

éxﬂérfméhté of Hﬁ]?nak and Glass that, on théffaﬁéféffit,'DFQVide?éfitjial'

dusganflrmatrpﬁs DF the F&sture Ccmpar;san\made\ He%eéwéfwiil ﬁféséht some

s

new experlmEﬁta! F:ndxﬁgs that seriously qualify the Ha?ygak and’ Ela§5

results and lessen some of the maJGF emplrlcal problems QF the Feature

C@mparlsgn m@del A fiﬁal EEEthﬁ provides a summary éﬁdfdlSEUESIG@ of

ifuture directions. BT
Tﬁ%igét?NEf:Qfstfn;tiDh"REQQnéidEf§d v
[ = \ - T i = £ - - LT - =
Whal the Distinction is Not About : : o
A Y T : $ _ "
3 F . "A.‘Q,:,:‘- L . L . . < . R
-\«ngféSEntatifﬁE] difféféﬁzgﬁg In surveying the semantic memory litera-
_ ture>7; 1373\(R|p5 et al. )3 we found that a simgle rspresentat?@ﬁal distinc-

'tngn seemﬂd to capture many of the fundamenta i duFFerencgs anong Eﬂﬂtem*
i

”pgfaﬁyymodels;_ Thus .the models proposed by SchagFFéf and Vallace (1970) .
_ ~ < v - i v
and Meyer (1972¢) had a set-theoretic structur&, while the theories @F'%Gllins
“and Quillian (1969):and Rumelhart, Lindsay, and Norman (1972} u%ed a network

of labeled relations to represent meaning.' Updating this list, oné would

add the Feature Comparison modefl as another example of a'set’ model, and HAM
(Anderson & ébweﬁ é1973)=and the"Marker Search model &s new insténées of
ne twork méﬁeisx But while this diSLlﬁCEIEﬂ served¢§n=grgaﬂuzat|@nsl purp@sah

?:E ;GDA ecame. C]EaF that th& contrast béthEﬁ sets and nets mlght be a
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relatively superFi;iéi indi:§t®r @F more impﬂrtant7uﬁdariyiﬁg difFEFEnéesi

This. point was dam@hstrated by Ha]lan (1575) whﬂ snmply ated that set models

" can be recast as natw&rks by connecting each élement DF the set ta a common
7 .

n@de stanaiﬁg for thé set itself.
What thén_caﬁrbe'said about our Driginai partitiaﬁ of mcdeié? .As‘we )
have argued éPEEWheré (Rips, Smith & Shoben, 1975), we still believe this

‘partition is useful since the set-net distinction correlated with. some

important substantive differences agong models. The task now becomes one

‘of specifying these differences. G ass and Holyoak, who accept our distinc-
tion, have prapéggﬂ two pgggiﬁi]i ies. One is that set models have considered

’

'ﬁathef simple representations ard Have not speéified any relations among the

; in contrast, network theories are capable

meaning campéﬁgmtsiw%éhin a céhéep
of pégitjﬂg Feﬁf&éént;tians tﬁatasﬁipgf te eﬁtéi]meét relations am@hg a

concept's igﬁggﬂéﬁtii We(d@gnét wishfta deal at ]Eﬁgth with this proposal,
but th’péjntS mgﬁi; ;Qmméﬁt. SEE madélé’dg{kﬂt necessarily have to assume

" simple semantic representations, and indeed we have introduced some additional
structure {nto set-theoretic representations (Smith, Rips & Shoben, 1974).

4

) ) ] - L . g
Similarly, while ﬁetwark madels are capa

le of stipulating entailment rela-

tions am@ﬁg meaning campﬁngnté not aTl HEEWQFE‘ 'ééig.inevitgb]y do so, as

w:tnessed by aspetts of Ander%aﬁ aﬂd Bower® S HAM mg' Thus we think this
d|gt1ngt|gn is of limited Vé]ué in capturing the substalt;ve drFFerences

‘between set and rfetwork theories.

= : o i
0f greater concern

EADalyt[cfty'and:fgﬁmairy§:!p5y;hgfégi§§[ sgméﬁ;1§;.

to the present paper is the second distinction proposed by Glass and Holyoak.

T
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i gradeditruths=may be orthogonal to those. substantive psychological - dif-
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This is their claim that.set models are consistent with the view that cate-
gory membershipfané sentence truth value are continuous or'graded, while

network models view category membership and truth as di:h@tam@&s. hGiﬁEﬂ

his assumption, G]ags and Holyoak praceed ‘to align set mcde15 W|th b@th

[

Lakoff's (1972) advaca:y of fuzzy s mantlcs ahd Qulﬂe s (1953) skeptiﬁlsm

regafdlng the dlStlﬂCtlﬂn“bEtWEEﬂ aﬂa]ytlc and symthetuc truth net m@dels,

in iontFaSt “are seén as cons istent with Katz' 5 (1372) defense of aqa]ytlclty

aﬂd\DF twa va]ued truth ,WE disagr ee. As we see It, thésé impor tant dis-
tincti@nslfram,FoﬁmaTvsemanti§§§sénélytic‘vs, synthetic truth and binary vs.
ferences that exist. between the theories we have classified as set ahd net-
work models.

=

The distinction between analytic and synthetic statements comes . from

:aphEIéssphical seﬁahtiCS; and it is béng on the relations among meaﬂiﬁg

: - r B 5
7 - 2

éhtiti&s. A statément may be classified as analytic if the meaning asso-
cnated w1th the pradliaté is contained in that GFfthe sentence subject, as-

in A bachelor is unmarrued Dtherwise,‘th ‘Statement must be classified éé

«synthetic. The analytic/synthetic distinction, then, rests on the nature of -

3

ngs and their. interrelations, and .not'in any djfecﬁ wéy'cﬁlpzyahologiia]

mean

representations. To make this point clearer, consider FFE”"S (1892) dis-

tinctions éhonglthe sense, reference, and idea of a word. While the sense qf;

some abstract meaning entity, its reference is- the set of real-

(Vg3

ord is

world entities denoted by the word, and its idea is raughly tﬁe‘psychaiagicai

tepresentation of the word. Clearly the referent and psyzhalggiﬂa]'represengb

. L
i . .o . : .
tation of a word are distinct, since psychological representations are by
. : . r!é‘
L , R
T iv‘ = ¢
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" fonly with’sense féiatiéns” (p- 335)EX’WHi1§ pSychaiagjsts'méy’try to construct

is concerned with fEFEFE%tié] meaningi ‘This point has no force at all Siﬁé%

o, - R e

5
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ﬁatureﬂinté}ﬁali Simi]ar1y;!p§ychélcgj§ai representations ;gﬁna; be aéuatedg'
with §§n32§:éithéri;at 1§aﬁt a@éfrgge:siatﬁéunt; Té<ﬁ56~Ffé§E'S éwn.ana}qu;x
the sense of, say, Eégg‘is'T%dapendént éfggﬁyénéls representation of the mqon
in,.t:.hag same way thétrthe o?ticé] i;ﬂégé r:i;:’{;th?:f: m;ién'.in a EEESﬁGﬁ;é i-s _iﬁdépéﬁ"

‘dent éFTDEEEFVEfgi.F%tiﬁE1‘imagéSf By. ﬂétUFE, thén, ‘theories of pSYEth°QIEa1

.
e,

semantics must deal primarily with3|ﬁdiv;duals répFe5§ntatans of meanings,

~and not with the'féféréﬁts-éf senses th§m§§1va§ (Smith, Rips & Sh@ben, JB?A)i

Thls trlptych GF FeFEthﬁe SEﬁSE; and Eapr35§ﬁtatian'has impiizatioﬁs

“for a ﬂumbar éf the argumEﬂts ﬂade*by Glass and Holyoalk. - FIrSt we iaﬁ

- reject their claim that our Festure Comparison madsl as presently stated,

! = .
our model is clearly about representations,not referents. (Indeed it is B
- v e ’

‘difficult to imagine how any ésychafagiéaT model could bé'géie]y'édﬁiérﬁed

= = ’ - i

with reference.) - ‘Second, we can questioh their assertion ‘that the Marker
i * .
_ i ) . \ _

Search model, unlike the Feature Comparison model, ''...is directly concerned

T

representations that capture only gense relations, current ‘semantic-mémory
models, including the Marker Search model, have noti done this. For example,
Glass and Holyoak have used their model o explain the confirmation of sen=

- v

v ' 3

" tences like Sama women ére wrlterE, and such sentences clearly cann ot be,

=

verified hy a consideration oniy of sense rekatians, on anypne's accoun

[ sl

of .

" sense., That isi the truth of our Sampievééhtéﬂﬁé is surely an empirical -

matter, For there is ﬂDthlng sbout the abEtFaEtAméahlﬂgS of women and writers

v 3

that'prshibits the sentengg framzbeing false, and it is EESY'tE,ImagiﬂE a

set ‘of ;?r:&mstaniés that would make- thjs very sentence a false one. Third,
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:i?ﬁle, then, one gén endorse binary truth va]uesrinvfcrmal seméntiﬁsgfand
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our distinction a among Feference, sense, and representatijon al'lows us to make
. . . - .

some gédefai;p@intsﬂabgut;ahalytic?ty'énd dicHotomous truth in formal vs.

psychological Séﬁéﬁti:si- For éxamp]e, work in formal semantics indicates

5t

that the truth.value of . a _sentence can be dEtEleﬂEd by means DF relations. ¢

between expregsigng of a laﬁguagé and their referents without meﬁtion Qf*

5sychological representati@ﬁs (Térski, 1956); it is theﬁefore possible to

adopt a b|nary truth-value system wnthaut lmplylng that the psychclaglcal
TE ® ﬁ}%‘

representations of these truth-values are also ﬂéCESSarlﬁ; blnary, In pfiﬁe,

.= )

continuous truth in psychological semantics. Jimoa similar way, since the
"notion of analyticity can be defined in terms of the relations between the

senses of expressions in a sentence, without mention of psyihoiegicai factors,

one can ac:ept the aﬂa]yt!C/SynthetlE distinction without lmplylﬁg that such

a diétin:t|ah need be psychclaglgaily reprasented In ShDFt, the questions

of whether truth values are binary and whethef the sﬁalyt{z/synthetig_di5+i

tinction is tenable may be éﬁtalé@jﬁai-qﬂestians, not psychological ones.

A margApSychgiggj;alrapp;pagbrg; éﬁgjyt?;ﬁtyi While the tenability of
the aﬁslytiﬁfsyﬁtgetiﬁ d?stinétioﬁ,may ﬁét-be a psychéicgiga] questicn, there
is at least one aspegt of - thls distinction that is psychal@glzal and Qf in-.

Iﬂt&rest tc semantlc memary Craﬁtiﬁg that formal semantics prcvades a basis
LY

Far-clasSnfynng ientencés as aﬁalytic GF»SYﬂthEtEE, we may ask whether there
isré7éénta1 pr@ceéure thatgFe]iab]y‘pfcks out all thOSE“$Eﬂtéﬂ§éS and only
thogekgeﬁtenéés:tﬁat have been cglassified as aﬁaiyticsl]yitrue.> ThiS‘WDQ]d
constitute a psychological distiﬁétiaﬁ between analytic and SYﬁtHEtiC state-

. . & ] . - . .
ments.’ ‘But even given that such a procedure exists, the question arises of



~ thetic, as well as analytically true. statements 1ike Samgfbaehéiﬁrs are gﬁ?
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whether it is a critical difFéFaﬁ;e between set and ‘network models. - That is,

L

only if all net.models maintain a_péyﬁﬁal@gjgal distincﬂ%cniﬁ3EW§éﬁ aﬁaﬁitiﬁ

and synthetic statements and all set models blur this distinction would there!

then be support fot the G]éSS‘and Holyoak pr@pasai“thét theuéetfn&t distincs .
tion iS;ﬁhieFIy about analytiﬁity; However, an examinatiaﬁ éF\esfstgnt model s

. R . f} N Ed
|ndicates that the set-net dlStlnCthﬁ is not carre1ated WIth thuS ;s

Vﬁsychclcgnaal analytiinty |s§ue o - o ' : o .
Fir ty a]l semantnc memory modeis to our kﬁ@@?édéé have beeﬂ app1|Ed
to both analytic and synthetic statements! As we have already ﬂated ‘

model s, ]|ke the Marker Search thegry, are |ﬂtéﬂded as Exﬁ1anat|@n§ of thé

way we verify statemEﬁts like Some wgmgnﬁgfe_wr:teri Wthh aré pure]y %Yﬁf :

married. This is also true of the set theories proposed by Meyer (1970) and

i

mEﬂts is not equivalent to one. between pr@pQSIticns Céﬁélqgfedégaft ﬁF-%?WéﬁtlZ!

mémary and those thought to be a part of EPISDdIE maycry (Smlth Rips & Shobeny

i TS?Q)EV Second, one may go.on to ask whether an ana]ytlsfsynthétlﬁ dlétlnﬁtlﬂﬁ

can be Farmu]éted within the framework of set éf'net models. This cap cer-
tainly be 'done, and .it seems to be no more difZichlt Fgr one class of models

than for the Dthar.' In the case-of network models, angiytic statements mfght

Le F?savkrsble by restrlctlng the Felatlans in the network to thDEE whlth éFE'

- =

true snlely by virtue of the meanlng of the CDﬁEéptS they connect, 5|m!1ahly,'

for set modg]s, aﬁs]ytig statgments are those-that can,ba confirmed by means.

of the semantic elements of features that EFE'dgF}ﬁitionaiiy true of the

Smith, Shoben, and Rips=(1§74), This aspect of Semaﬁtig?mémGF9 models 'is a re-

“flection of the fact that the:djstinctian between analytic and synthetic;§tat§%,.

3

F

£



x?g‘ S ; | -‘Issues in égmaﬁtic Memory
<l \ : R | : _ SR 5;
o @§ 1“‘ | i;} -‘ : , \ = =
El§ssogiat3d terms. Exactly the 5ame,arguménts can be applied to the‘relatiaﬁ
g ) , E ..
betwean blnary tru;h va]ues and the. EWﬂ classes DF mode]s we are CGHSIdEFIﬂg
‘ | Héncé ﬁElthEF aﬁalyt| ity nor b:nsfy tﬁuth can be used té dlstanU|sh betweeﬁv

5 : N =

N Set and nétwaﬁk mcdelg as Glass and Hﬂly@ek have" prapased AS a consequEﬂce

ne:ther type of mode] can be chstrued as eVIdEﬁCE prD or c@n part:cula&

T llﬁgu|5tlc thear|es of semantlgs (e. LI LakDfF 1;72 Katz 5 Bever, 1975),tﬁat
:B take sldgs gn ISSUES CDHZEFnlﬁg truth va]ue systems These lssueé in
phl]asaphy gﬁd 11hgu15t1c5f'wh|ié |mpartant lﬁ thenr own. Flght, are not at’ ‘
this' time helpful lﬁrdjgtlng%lshlﬁg‘gmpﬁg rival psy;hc]agnﬂai the@riasi"
co : o : . v - :

what the Set-Net Distinction is About - N -

.tgmpgtaticﬁ vs. pre-storage madé]s. what then are the crutlga] dnfﬁ

:‘Ferentes that dIVIdE set and netwgrk madels7 Tc get a grnp on. thlS prab]em

let us take a look at two simple semantic memory madels.‘ Figure 1 presents

!the Attrlbute theary, a set model descrlbed by Meyer (1970);.alang'hﬁth

Cal]lng and Quillian's '(}SES) Hiararzhica] thgary, a-t}piéal netwark ﬁéde]’
B;th Here intEﬁdéd to account for the data abtalned in a veFlFlcatlan task
s~ In suﬁh a task subjects mus t decndg on the truth or falsity of simplé;state;-
| . ments éf the form An S is a F,(whéfe S,déifgnatés a subject noun and P é
prediiate rmoun) , and the.data DF intergét arevfﬁé reaction timéé,and e%rcf

ratésg ThesAttribﬁfe model Qanfifms a statement like A rabin’js a‘biﬁd by

c@mpaﬁlng fﬁe festureg af the pFEdlcate category to tho%e of the SUbJECt iat2e

ﬁl&

B ’ggry,'whlle in tha HlEFEFthﬁé] mmde] one VEFIFIES thlS statement ‘by Flﬂdlﬂg

an aiceptablerpath that 1inks sub;ezt and_predi@ate ¢ategories_

C . o : A
P ' o

o
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[

Note that in addition to their obvious representational differences,

the two models differ in a ratheristriking respect. In the network mode ]

the praéosi&ian that a robin is a bird is represented dfrectly in memary,;

1sﬁdAthFirmaﬁiDﬁ,oF-the sample statement Tnvolves finding the iarréSpoﬁding

PFOpDSItIDn in mamaryi That is, the subset ra1ati@ﬂ between robin éhd:bifd

is nct _represented dlrect]y, and g@nsequently |t must be c&mputed dUFlﬁg the

{
all set'and network mo ? els, it seems that a critical difference between the

v

two tlasses of theorlef_:s this: Network models posit that vefif{catiah of

5ubsét‘ralatigns can éécur=by Searﬁhing,far praﬁsarted prapbsitiéﬂs,,WHiie

_set models azsume that verification requires the Cﬁmputatlan of that relation.

PR - . X j
We now ﬂeed to spacpfy a couple of baun ary CﬂﬁdltlDﬂS on. this Computa=
N ® . \ F B
tian/Pre—stcrage;dlEhétpmy! First, no current ﬁetwark/ﬁade] of semant:c

memory assumes tﬁét all verifiable statementS'ara cgrfirmed by find?ng thé

2§DFresandlng propasntIOn StDFEd in memary Far ‘such a position wauid |mp1y

that f someone can verify that 4y]ju§7Caesar was af]ivjng,th[qg, he i st

. <

have at some time stored that exact proposition in memory. To avoid this

claim, network modelers allow some room for computations. They posit infer-

3ﬁf?_roﬁtihes that, when given stored propositions Tike»lejysﬂCée§§r5w3§7§,

%

pérsbn and'A;PEFSGﬁ is a]ive, use thé’traﬁsitivitY'éf subset re]atians'ta'j

- |nFer that Jullus Caesar was a_ I|V|ng _thing. Thus Tn'the netw@rk'madel in

gg;;f

Flgure 1, while the stateménts A‘féb]ﬁ is a bird.or A'bird is an animal would ..
, — — Rl .

e
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'Ee ggﬁfi;med-py-éearihing fér th%'pr;SﬁDFEd prapésiﬁians,:génfirméfio;VQF
A,rq§i 7is aﬁfaﬁ}mgjrﬁéuld.inVQIVe aﬁéédditianai inference. ngnéé, éii' | i
Sémaﬁ}iﬁ ﬁemary modeTls }nVGIvé:some camputétioﬁsg fBaE?ﬁe Qi?l cantfgug to
- . Lo 7 - L
‘ hald to Qﬁr CgmputafiohﬁPEEEstqrége distiﬁctiﬂn since all network models
| assumerthat\at ]east S0me subset statament; are Staréd as Slﬁglegunltﬁ ;ﬁ
‘memary;> , L ' . ? ' ‘
' '_A A sec né baundary'candntlon ‘concerns CDmputEtlDﬁ deeI; In Sucﬁ m@défs,";
not a]f reiat?@né are computable, for samé’mgéniﬁg éamppﬁents %ué;vbé pre- o

stored if the model is to compute éﬁ?thiﬁg. Asran Ekam;’:lei in the Attribute

; xmaéei the,featureszare pre- stored with. thEIF FESPECtIVE QatEQOFIES’ these
-féaturgs ‘can then bé used to campute ctﬁer ra]atnans, like the subset DHE- 7
5%RE]atéd distﬁzﬁti@ns. There are other dfstinztians‘thét are éorreléted
; > : ¢
‘Wlth Qur\Computazlan/Fre stcrage d|chctamy From our dESﬁF!ptlQﬁ of the madela

g
-

“in Figure 1 ~it seems. that the natnan of a camputatngn prgcedure leads to two

Cﬂnsequencesi “First, since one cannot operate on the terms fgﬁjﬁ and ‘bird

B

,d?régtTY; one must V,I ially expand these terms ?ntd components that Faﬁbe'
Qperé%ed an‘kRips, Smith & Shaban 1975)! In the‘AttriEdte ma&éigfthg tegﬁs
 aﬁe expanded iﬁtg sets of gémaﬁtig features befaré gﬁy_subéaégeﬁﬁ processing is
é@ﬁéé' The :Dmpuﬁati@ﬁ models of SchéeFﬁer and Wallace (1970) and Smith, Shoben,

“and Rips (197#) also assumevan jnftial expansiéﬁ into semantic féaturesilwhfie
some of the éomﬁutatién models considered by Meyer (1970) aégUmeitﬁat sgﬁjeét;
. _ and prédisaté te%msfare first éxpaﬁded iﬁt@ a iisﬁ éfrexeﬁplﬁrs §f these terﬁsg
or else into tﬁé nameéxgﬁméthﬁr,itéms that share Exemélars-with'thé subjéét .

and predicate terms. In any event, all Computation theories assume some sort
, - : : - | , as .
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of semantic expansion of the terms presented, apd this is in contrast to most
PTE*StDFégE models. : , & C

‘The second consequence of positing a .Computation procedure is ‘that com-
. N L] . :’
parison processes are given.a major role-im verification (Rips, Smith & Shoben, =

?;1975)l -ln the Attribute model, once the subject and predicate terms have

been expanded into sets of semantic features, these two sets must be compared

F

to confirm that a subset relation holds between the two §8ﬁcepté. The notion

Qf comparison prgeesses }s igntréi to all Cpmputatién—thearies; and most of
_them further assume that vériatians in comparison pracesses are res§0ﬁsib]é
for many of the empirical effects obtained in experiment§ on VerfFiCétiGﬁ!
While Pre-storage models also require iompafisan prc;ésses (so that the
relations in the retrieved proposition can be checked against those in the
test sentence), such processes play little role in the explanation of most
empirical.findings. Rathef; variations in search processes are thought to.
underlie most findings of interest.
A third factor that correlates with the éOmputatiQﬁ/PrEEStﬂragE dicho tomy
has arisen as simple semantic-memory models, like those of Figure 1, Have been
revised to incorporate recent experimental results. For example, Rosch (1973)
lamd Smith, Shoben, and Rips (1974) have found that thé speed with which true
seﬁtenias can be canFirEed depends on how typical the subject category is

of the predicate category. Thus, if apple is judged a more typical fruit

than strawberry, An apple is a fruit should take less time to verify than

¥

A ;tﬁgwbgrryfi§”§ Frqjtj To cope with these results; network models have been

broadened to allow pathways té”be differentially accessible, where accessi-

bii?ty is determined by the co-occurrence freQﬁeﬁcx of the connected terms

CoEe
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(Collins & Loftus, 1975; Glass & Holyoak). Set models have also been revised

features of a term to include those which charac-

by allowing the Sghant

=L

terijze the.concept as well as those that stﬁiétly!defiﬁa it (Smitb, Shobeﬁ‘g

Rips, 1974). ‘Typicality ef%ects are £HEﬁ'éxplained on the basis oF!shaFEd

characteristic features between subjéét and predicate concepts. Thus, ih

éxplaining the;E typicality effects, a Cgmputati&ﬁ model e;phasizes a EtFUC*%
TH ‘ ' ' - ‘

tural aspect, featural similarity, while a Pré=5tcfage model stresses a func-

iﬁtianai aspect, co-occurrence frequency. Although it may be possible For Pre-
storage models to iﬂcérporate a more structural account (see, E.g;; Narman &
Rumelhart, '1975), most ofﬁthese mode1s éftributeatypicélity effects to go-
écéurrence frequency (Anderson & Bower, 1973; and the Marker Search model
of Glass aﬁd Holyoak) .

In summary, we have proposed Foér digtiﬁiticn5§? For two of these--the
CCOmphtétiOﬂ/FfEEStPFEQe contrast and the distinction based on semantic expan-
siDﬁE‘we know of little relevant data. As for the relative emphasis;ch com=

-parison vs. search processes, this is a difficult issue to address directly,
: S

false statements. We will consider phe relevant data in the section entitled
i...‘ _ cj;{f» =

"Experimental Studies of Disconfirmations'' below. Lastly, we raised the issue

of featural similarity vs. co-occurrence frequency as a means of explaining

typical ity effects. Here there are clearly pertinent data, and they will be

discussed in "Criticisms of the Marker Search and Feature Comparison Models"

;belaw.

=,
i L
o

[
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Ehara;ter:zat:ans of the feature gcmparlson and marker gkarth models.

We now want to describe the Feature CDmparlson and Marker Search models in

detail and show how they may be characterized by the above distinctions. Let
us start with the Feature Comparison modet. |ts representational assumptions
areﬁiiite simple. Each lexical term carries with it a set of semantic
features. These vary cgntjnuougiy in the degree to which they confer category
membership, with features at one extreme béiﬁg essential for .defining the

. ) i ) Aii
concept, and features at the other extreme being only characteristic of the
concept. Thus the term bird wouTd include as defining features the notions

that it is animate and feathered, and as characteristic features the notions

that birds are of a particular size and have certain predatory relations to

other animals (Rips et al., 1973: Smith, Shoben & Rips, 1974). More re]evant
to our proposed distinctions are the processing assump%ions of the model. It

is assumed that performance in a verification task is based upon a two-stage

process. The first stage compares all of the features of the subject and

predicate nouns in the test sentence, and assesses the degree of featural
similarity between the two terms. In this stagé, no considerationis given
to whether the similar features are daflnlng or only characterlst{: is

next assumed that if the featural similarity IE either very high (as in robin

and bird) or very low (as in pencil and bird), lhen one can decide immed- |

iatély whether a subset relaticn exists between théétwo nouns. .That is,

subject-predicate noun pairs with sufficiently high or low degrees of featural
similarity will be classified as true or false, respectively, without going

\"s

on to a second stage of processing. However,. a second stage will be necigsary

for subject-predicate pairs that have an intermediate level of similarity

Wy
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(as in penguin and bird, or Eig and bird). The second stage cons idérs only |
" the more defining features, and’deéermiées whethe} %I[ of the aefin}ﬁg
features of the predicate term match those QF the sl

QEject term. This stage
is thus identical to the simple Attribute model.

Clearly this model is a Computational ‘one. The model essentially pro-

&

poses that people have two ways of computing, subset relations, where these
two ways correspond to the two stages

Decisions based on only the first =~/
stage involve a heuristic c@mputaticn, far such Qcmputations are rapid but

r N

may sometimes be in error (i.e., when many of the similar features are charac-

v
/ L

teristic rather than defining). Decisions based on the second stage involve“

an algorithmic computation, for such computations are slow but consider only

logically sufficient conditions. Both types of computation--heuristic

and
algorithmic--are alike, however, in that they require expansion of the

lexical
terms into underlying semantic features, .and subsequent comparisons of these ﬁ
feature sets. The two types of computation differ in that the heuristic

3
computation deals with characteristic as well as defining features. And it
. 6 : N

is these characteristic features that allow the model to explain E%fiiglity
effects. That is, given th%t robin is jddged to be a typical bird and

/

chicken an atypical one, robin will presumably share more of the character-
istic features of bird than will chicken. This will permit one to confirm
= —_— 1

A robin is a bird by means of only the heuristic process whereas the confir-

. . i
mation of A ehicken is a bird will also require the time-consuming algorithmic
computation.

In sum, with regard to our distinctions, the Feature Comparison
model has all .the aspects of a GDmpZtati@n model, and these distinctions

serve to elucidate certain of its key aspects.

. : S

Aruitoxt provided by Eic:



b K

A ., \ | ;
- - ) ) S : . o N
. JIssues in Semantic Memory
it

= ¢ ] 3 )

N = J . - -
SR ) J ,' i. ’ 16 'ks ) *
, v ® L iteE Ve

§

£
'

\
i

- As for the Marker Search model, its representational assumptions are
. - ¢ s ’ ) ] |
more complex than any we have considered thus faFiﬁ:ln'the present model’,
each lexical term is represented by markers, a notion'horrowed from Katz's .

(1972) theory of semantics. While Glass and Holyoak suéggst that ﬁarkerg

can he thought of as properties, in ‘their own examples common words_are

i

};lreitly associated with only a single marker. Thus the terms bird, chicken,”

and iEELEJ are represented by the defining markeﬁs‘ﬁaviaﬁ}; <chicken>, and
<robin>, respe&t#ve]y, where, for exampré? the marker <robin> wduid be |
ihafaﬁtefléédﬂési“pQSSéSSiﬁg the essential properties of a robin.'"t "A Eécénﬁ.
- ‘ . . ) ,
ﬁepregentationaf%éisumptiéh is that markers afe_interﬁEIEted 50 ﬁhat one

marker dominates or implies a set of other markers. “As an example, <robin>

impl ies“<avian> which in turn implies <animate>, where the latter is the
[ gjr

marker for animal. This implicational structure, which is intended to capture

Katz's (1972) idea of redundancy rules, is ullustrated in Figure 2. There it

can be seen that the upshot of these assumptions is a semantic network similar

to that of the Hierarghica] made];! Hawevar;,Further absumptions serve to

distinguish the present theory from the Hierarchical one. The third repre-
-gSEﬂtat%Gﬁa] assumption of the Harkef Search médél,fs thét the hierarchical
connections ﬁgy sometimes be shortcut by direct pathways between nonadjacent
%arkgfsi This is exemplified in Figgreiz by the shortcut path bé@waeﬁ ,
ichi;kEﬁ% and ’éanima%eég The final FEPFESEﬁtétiDﬁE] assuﬁptigﬁ is that

,information about contradictions is represented directly in the Samantjﬁ

Q ' ‘ ’ ; 7
o . : . \ .

ERIC L
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network. Specifically, a contradictiori arises whenever twoepdths with' the

same label meet at the same markefi e.g., in Figure,2 <chickern> and <robin>

;%%Q . R o

contradict ‘at <avian>.

The processing assumptions of the model are based on the notiori that

performance in a verification task is determined by a search of the semantic

network. . When a statement of the form An § is aPis préégnt%d, the subject

accesses the defining markers of the two nouns and_all other markers, they

imply or are implied by. In essence, this specifies a target section of the
semantic network. This Seétién is then searched, and the subject responds

* . . . - ) 7 . \ -
True as-soon as he. finds an acceptable path betweeh the markers of the subject

and predi;éte terms. Hence the time needed to confirh a true statement

was in the Hierarchical model. However, unlike the Hierarchical model, if K
: L 4 ' ’ z
the shortcut path between <chicken> and <animate> is searched before the ﬁath{
i\ ' . B L. i . .
between <chicken> and <avian», the subject should be relatively quick in
. i*:'fl

confirming A :hi;kén{jggégraﬁjmajf but relatively slow in confirming

A-chicken is a bird. Shortcut paths, thefjy.provide a mfang of accounting for
typical ity effects. In a similar fashion, thk subject Responds False as soon’
as he finds a contradictory path between either (a) the defining markers of

the subject and pagdicate terms (as in A robin is a chicken--see Figure 2),
) i ) - - K

7777 g

* El

or (b) the %efiniﬂg marker of the predicate and a marker wh(gﬁ impl ies th%ﬁ‘

defining marker of the subject (as in A bird is a robin, where <chicken» both
* : ’ i - - - - \I

implies <avian> and contradicts f;@bin§EQS§e Figure 2).

it

‘The above model is basically of the Pre-storage variety, as may
) Lo .. \
propositions are represgnted directly in ‘the network. Little expansion of

- W\

g

¢

T .

depends on the time ‘it takes to find an acééptab]e path. This is just as7iti-

s
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2 . 4

terms is needed for verification; rather, verification is a matter of
searching for direct or indirect connections, or of sesrching for two connec 4
- . 7
, , A ) N . . ,
tions that contradict one alother. In all of these cases the critical deter- .

2 H
a

minants of verification times are the number of 1inks in the pathways between
P ) : _ N

markers and the order in which these pathways are‘sgﬁrchéd, Thus, typicality S—
and related effects can be explained in-terms of the order in which certain
shart;gtppaths‘aré segrched. That is, the pragaﬁflity that a particular

, . ] . e e e & . .
shortcut exists, as well as its priority in the search order, increases with Lo
the co-occurrence frequency of the terms involved. Hence this theory differs

| N
= y V.

from the Feature comparison model with respect to all of our iproposed distinc-

tions. The two models, then, should lead to. different empirical consequences,
’ ' ( Lo -
and the next two sections of this paper are Iargeiy concerned with a com-
I

=

parison of the models with respect to certain empirical findings.

=§§1ti§i§m5 of the Marker Séaﬁéh and Feature Comparison Models

The Glagg‘%rd Holyoak paper contains (a) a,detailed critique of ‘the
Feature Comparison model, and (b) a presentation of their own Marker Search

model. . In this section, we will first point oef two potentially serious

7prgb1em§ with thédﬁéfkéﬁ Search model, and then attempt to rebut some of the

criticisms of our own theory.
9

H

A Criticism of the Marker Search Model ' ;-

in essence, the Marker Search model accounts for the existant data on

disconfirmations by its notion of & contradiction, and for the data on con-

u

firmations by its ideas about the role of co-occurrence frequency in




m

sentences,
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i . “i. F ,‘b‘ .
determining short=cut paths and search order. We think bﬂth‘SF_tiﬁse notions., .

~% ;*

have their difficulties, as detailed below. . /
P : . , : Vi
informatizn. The most impor-

Contradictions: The encoding of negative. inf 2
, Lo ofs:  TNE encocing of ;

tant contribution of is the way it handles false

(

the Marker Search mode -
traditionaﬁiy a problem for Pre-storage theories (see, e.g., Collins

& Qui]]}an; ]S?Z;jAﬁdersoﬂ & Bower, 1973, chap. 12). As wé have noted, the

Marker Search model-disconfirms statements by searching for tags an pathways
that indicate two or more markeraﬁare’c@ﬁtradiztafw; Although Glass Ehd™
% ) . . .

Holyoak have been hesitant to say exactly when two markers are contradictory,
. ¢ o :

the only reaganable assumption seems to be that contradictory tags indicate

which subsets of a common superordinate are disjoint (see Collins & Loftus,

and <robin>

5

1975). For example; the identically labeled paths from <chicken>
} . s B N
that intersect at <aviany in Figure 2 indicate that chickens and robins are

disjoint subsets of birds. To see how this contradiction mechanism works
in detail, it is convenient first to translate the language of GIaSgiand
Holyoak into more standard termin@loéy. Aﬁcardfﬁgiyz there are two ways of -
diéconfirmiﬁg 7

statements in the model, one for sentences in which the subject

‘are chickens), and

categories are disjoint (g.g., A]I,fp?if

and predicate

another for sentences where either the subject category is a superiéf of the
. . \ .

predicate (e.g., All birds are robins) or the subject category partially -

birds are pets). Disjoint statements

&

overlaps the predicate onei(eig,, A1l
are disconfirmed by searching for identically labeled links to a superordinate

shared by the subject gnd predicate. For example, in disconfirming All robins °

are chickens, the subject locates paths from <robin> to <avian> and from

L]
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;Chiiké%}fé éév?én; that ha&érfhe séme‘tég (see Figure 2). lﬂ'zaﬂgraﬁt;_' ~
. : ) e 5 SIE )
superset or overlap statements are disconfirmed by searching for a subset
catééaﬁy éhSt is itsefF~disj@int with the predicate category. For example, ;
.in disiﬂﬁFrfming All birds are robins, E»%Efagﬁ mﬁst,iégata a subset of
| {bifdg (e.q., géhiiﬁénE);.aﬁﬂ then determine ghst this sﬁbsef»is disj@%ﬁt
withiirébiﬂ%,‘just as in the pfeviaus example. |
Whi]E)SUEh a Pregstafageéﬁedei for false sentences is a clear advance on
;)rfier“prapcgais, it iérstii1 possible to sék whether it is é@mpie;%ffﬁ the
%an%e §F<E§fﬁé able to disconfirm all those saﬁfénées that fe know to be false
on semant’ic %ra%ééggz Aycansideratigné?F'seme 5pegiﬁj€rca§e§ sgégesfg itois

not, and the simplest such example is illustrated it Figure ‘3a. Herc we have

fayr?éubsetsi(ﬂ, B, C, and D);QF’é‘giﬁgle superardihats; S, such tﬁét A and”B

partially overlap, as do'C and D. We indicate these set_relations. in :

Ja o . \
Insert Figure 3 ébau{'hére R N

L N gt x . r . !
& H ® " ) .
’ E RS T e ek D T AS SN S SR o e SR T e S o e MRS e
..
f
f

e

gﬁ‘e’?"’""“"*’“""’E_"’*“""*"F‘ﬂ"” %

L s
Z“Figurg_Ba by a Véﬁﬂ'diagféﬁ superimpD§§d on the network structure, Given
SLéh a sfru@fuéé'wé°can begin to label theipaths, following the,pr@;eduré
;fhat muﬁualli exclhifive subérdinates of the same suﬁerardinéta héveit%e same
‘labels. Since A‘éﬁd B partially overlap, they must have differently iabeia&
gpathﬁutamtheir SU§§FQrdiﬁat%§; for if the tags were identical we would have
;eqidencé t%at A and Bfwgrs disjoint. VUe inii@ate the overlapping status of
;TAi%ﬁd B by placing a on the hfS path and § on the B-S path. Now however, we
mus; decide how to label C-S and %ﬂsg_ Using the rule that digjéinﬁiiétég

gories are indicated by the same tag, C-5 must be labeled o since A and C

w

N
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are disjoint by hypath%§g5; But i f 50, C-S and B-S will now have different .

labels, which indicates that B and C are not disjoint, according td our

our original assumption about

labeling .procedure. This, however, contradicts
%%é set relation beé@eg% categories.

C]garfy Saméthfﬁg 55 w#éng{with the original labeling rule, and we
must consider other ;Itefﬁatfygs,A Dﬁeiway out for the Marker SEEFZH model is
ta.!eFine away such a 5ituat}oh, Fe} example, the model might posit that,
for' any overlapping ;ategaﬁi§s (e.g., A anthB), a new Eupefcrdinaté node,

Drions A-S', B=S', and $'-S, and that

s', is formed f@gethér wfth!the con,
connect ions between A or B and § are disa]]éwedL The‘résultiﬁg structure is
illustratéd in Figure 3b, labeled in a way consistent with our procedure.
“HQ;EVEF,'thEFE are two maja} disadvantages to this mgdificétiﬁﬁ. First, it
posits meméfy nodes for no other reason than to bail out the model. We woyld

‘ - =4 ) -~
need some evidence that such nodes actually represent concepts that play some
substantive role in semaﬁtgc ﬁem@ry! Second, the proposed mﬂgifiﬁéFiDﬁ
ﬁréhibits‘tha use of shortcut pathways in sucﬁ s%tﬂat%éns, But we have seen’
ithét these shortecuts are wakyanted on other grounds, and are in fact a mgjqr
structural assumption of the model . |

However, there ig & second -possible way out of the present difficulties

that we can explore. Suppose vie allow muitiple labels Gﬁ-é single path, so
that C-5 can be tagged by both a and B. I'f we assume that paﬁﬁg shafi;g at
1235§ one tag indicate disj@int’subgété, then the structure.in Figure 3c
.correctly ref;ects the relationships among A, B, and C. But we still have
the CES path to éaﬂsidgr, If we ]abé} {ﬁ with-a or B, in order to show tﬁaf
D ?§§disjoint with A or B, then D-S will also share labels with €-S. But .

[

= A
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this means that,D and C are disjoint sets‘aigérdiﬁg to our rule, and this
cantradlcts ‘the original hypothesis that C and D part|ally overigp.  Our

second way out ‘has thereFore led to only deeper difficulties, and 5o we have

come up with no way in WhlEh the Marker SeaLch model cam provide an é}pFJQri

basis For deciding when two paths have the same iabel, B .
In the course of our preceding arguments, we noted that the Marker

Search model's provision for shortcut paths may, under certain assumptions,

" cpnflict with the method used to store n;iative information. A second way

i A L . Y o ) . :
in which this conflict may arise is depigted in Fiqure 4, using an %xamh‘é
: ) N

Insert Figure 4 about’ here

along the :lines of Figure 2. In<this diagram we have indicated the shortcut

¥

L - v N B .
pathways between. the nodes <canary> and <animate> and between <chickep> and
faﬁimét§> by dotted Tines. What is crucial here is the labeling of the paths

. i / L . . . , , ) .
terminating at <animate>. To indicate that <chicken> and <canaryz depote -,

disjéiné subsets of animals, we have givéﬁ both shorteut paths the label .

I't folléws that the <avian>-<animate> path must possess a differept Iabel

1

(here, B) since neither <avian> and <canary> nor <avian> and <chicken> are
=) X Y

M"I\

disjoint subsets. But, then, what label should be useéffﬂr the <mammgl ian>~

.

<animate>,path? The prablem’is similar to that raised with respect to
fiqure 3a. For if we use a in order to indicate that <mammalian> is disjoint

from <chicken> and <canary>, we can no longer represent the fact that <avian>
Y g

and <mammal ian> are disjoint. Sim?latly, if we use B, we lose the ability
td indicate that <canmary> and émammaqian} and-<chicken> and <mammoliagn> also

-F

& -
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represent disjoint sets. Finally, as we have seen in the previous paragraph,

using both o éndeﬁ for the émaﬁmalianéﬁianimété?;path ]eadsvdirectiy to
further praoblems. ltigppears, thgréfafeg that we mys t either prohibit

- diSCanimetiGﬁerﬁ%the basis of ;g§r£§ut paths, or restrict or eliminate
Suéh paths entiﬁelyg Both possibilities vi@]ate the structural aséuﬁptians

7

x

nf ghe Marker Search model.
The pFDb]émS associated with‘tha structures in Figures 3 and 4 should

not be takeq to mean that it is imp@gsibTe to stéﬁe information about which

subsets fEtersectsand which are di;jaiﬁti Réther:@uﬁ demonstrations show

only that -the storage of negative iﬁFarﬁaﬁiQn may not be as simple as markers

<" on paths, as Glass and Holyoak's formalisms seem to suggest. It remains to

“can be incorporated. into-Pre-storage

be seen'whether negative information
models im a way that is both theoretically parsimonious and coﬁsiste?ﬁ with v
experimental evidence. \We note, by way of contrast, that such probﬁ%ms are

not encountered by Computation medels, since here the storage of negative

| -

information.is unnecessary. Rather, negative decisions are made whenever
defining features of predicate concepts mismatch those of subject concepts,
as we’have. seen in terms of the Attribute and Feature Compari son models. We

‘count this theoretical parsimony as a virtue of Computatidn models iﬂ'genaF§1i3

The-role of co-occurence frequency. As we have noted, co-occurence fre-
: e Fed _
quency plays a central role in the Marker Search.modél, as in other Pre- .

storage theories of semantic memory. Co-occurrence frequency determines

what shortcut paths are formed as well as the order in which paths are

H

searched, and these two factors, determine all of the empiricairprediﬁtianﬁ
' from the model. That is, given co-occurrence frequencies, one should be able

El{l(j _ ' L.

Aruitoxt provided by Eic:

o
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to deduce the ordinal relations among reaction times for the verification of

any set of true or FE]EE*SEﬂtEHEESi However, ‘no norms of co-gccurrence

=

frequency have yet been published, and for this reason predictions from the

Marker Search model have been generated from other, more readily availabie
data.!xln particular; Glass and Holyoak rely on the frequency with wﬁiih

- subjects produce a predicate noun when given a sentence framé containing the
subject noun. For example, raters may be asked to complete the frame All birds

‘are 7 with a noun that will make the sentence true; the frequency with which
a group of raters produce a particular predizatein@un'(a.g., animals) is then
' |

taken as an estimate of the co-occurrence frequency of the subject-predicate

pair (e.g., of the bif§§f§ﬂiﬁéj$,Paif)! J

.In an earlier paper (Smith, Rips E’Shaben, 1;???§?§Eargued that co-
occurrence frequency may not offer a satisfactory explahgtianzaf 5eméﬁ;i;'
phenomena béﬁause é@saggurrEﬁée ié itself Egtermfned }n part by semantic
factors, T%usg the wcrd% which appear in the present sentence EG’EC?Q;
Qegause‘af the meaﬁingzreiatians they bear éo‘éﬁe another and not because of
thévfreqﬁengy wi th which they have beeﬁ-gréuﬁed, Frequency, .therefore, may
have thg S;EEUS QF an_eéiphenamenan_

This anti*FreéQEﬁcy argument s strengthaned\by reaction ‘time effects
with unfaniliar stimull where co-occurrence f%§quéﬁcy cannot be a factor.
These effects must be attributed to‘structural aspects of the”étimulus;dqmaiﬁ "
Ttself. . Evidéﬁce on this scafe caﬁé5 from a series of ekﬁgfimEﬁts“by Rosch ,

Simpson, and Miller (1976), who used sets of dot patterns, stick figures, and

letter strings as stimuli. To i]]uétrate the critical findings, consider the

case where letter strings“ware employéd. Subjects first learned to classify
- ; T * . . ES :

T

i
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12 |ﬁd|V|qual strlng Atwo d|543|nt EatEQDFLES and then were given aszf'
G Meeny .

i - : . NS
N

reaction time task in which Ehey pressed Qneiaf two butt@nS'depEﬁﬁfng on the -

category‘oF a preséﬁted Ttemgl Flnally,,the subjects were asked exther t%

.=
s

. .
rate the typ|callty of each Dﬁsthe instanc;esi or to pr@duﬁé as many ltems asy.

possible From EaEh category. The strings themselves had been generated by

: | h

('varynng th§ number of Ietters that a glven string shared with-other membEFs

of its*category, and this variébie (number of shar ed Ietters) determined all

performance measures. Instances with more letters in common ere learned in

& *

4

fewgr'ﬁrials,:wefe c?aSSiFied-FastEF?'and had highéf typiial%Ey ratings and
production frequency than their counterparts. Similar results ﬁgré obtained
eveﬁ when- the less typical items w&ré'pFESEﬁtEd.EELEZFféﬁuéhtl§ éLr?ng initial
learning. fn this Qay, Rgsch et afi reproduced the ususl tyéjca]ity effects
varying only the internal properties of the stlgylug damann, and thyg‘glggestg

that co-ogcurrence ‘Fraquency may not be a necessany, fat:ta'r‘ in déter‘mj ning

typica]ity eFFe&ts even in semantic-memory studies.

Co-occurrence frequéncy may not be a sufficient cause of .typicality

effects either, but to investigate this, we need a reliable index of co-"

The problem with the usual indices*—praéu:tianifrai :

occurrence frequency.

quencies, as in Glass and Holyoak, or ratings of how often two terms seem - to

occur together, as iﬁ“AﬂdEFEGﬂ and Reder (197é)=eis_thé€‘they’may be deter-

miﬁed by\semantic ?agt@rsr as we ﬁ@ted earlier. There is, however, one ihdex

avallab]e that has the patentna] for prQVldlng an objective measure of i@'

occurrence Frequenay, tha Kucera and Francls (1967) corpu5 of wrntten Amgrncsn

L

English (not to.be confused with théiF simple word -frequency counts). From

this corpus we can tabulate the number of times an instance and its appropriate



K _ . Issues in Semantic Memory

S L ’\f"vf, L 26

v ﬁatggary term appear together,'whlch glves us a re]atlve1y d réét'méasure of

-the klnd of frequen;y we are |nterested in. lﬁvwhat;ngiQW' Qe Wjj]\refgr"’
to‘thrsfmeasure as the KF ;ount;

Thevexiéfehca of the KF count éiioWs‘qs to assess éertain-clafms about co-
occurrence frequency aﬁd:typ%caiiﬁy effects. Supposgrthat:"(1)'go!occufren;é
.frequengyiis inégéd a sufficient cause of typicality éFFéct5§ éﬁd (2) pro-
duction Frequencies and zéfoccuEEEﬁce ratings are good estimates of objeétivg |
. cO-OCCUrrence frEquency Then it f011§w5 tﬁét: (3)!ﬁhé?KF count sﬁauid cor=
relate with typ|¢a1|ty effacts, and (4) the KF count shauld gorrelate wi th
production Frequencnes;and co-occurrence rétlﬁgs. Suppcse lnstead that:

(1') co-occurrence Freéééncy-{s not a détermfﬁaﬁt'of typicality effects, and .
(Ei)‘ﬁroductian frquen;ies and co-occurrence ratings primarily fafleg;
semantic Féctors ‘Then it Foiiéws that: (3') the KF count should not
éorrelate with typlcailty eFfectS, and. (4') the KF count should not correlate
wuth either»pr@ducti0ﬁ frequencies or co-occurrence ratiﬁgs, th@ugh the la:tEr
tWQgiﬁdiCES shouid-:@rrg]atg with thémse]ves as well as with tYpi:a1ity
ratings? : - s ’ .

To test these Qéntfagting séts of pfedi&tions we used the-data previously
collected by AﬂdéFSOﬁrand Reﬁer,(iS?é)i These investigators coifectéd re-

action times (RTS) in a task where SUbJeEtS were pr ed word pairs (e.q.,.

*ﬁurﬁip=ygggﬁagje), and had to decide whether the First item was a subset of

t.e second. In addition to the RT data, Anderson and Reder also collected co-
! . _ : ) ' . . 3.
) .

occurr:nsa’rat?ngs (“how Frequentiy dojthese two'terms co=occur together?“)

and typ:callty ratings (”now typlca] is the instance of the zatagmry?”)

ThIS list of factors gives us everyth:ng we need to test our comtréstlng



_production frequencies, we used the norms collected by Battig,

- -(1969) ;" who had subjects produce as many instances of given(cate

‘the KF count) supposedly determines typicality effects, as well as co-

Issues’in Semantic Memory

predictions, except for production frequencies and KF counts. To obtain

hd Montague
‘rfes,a; §hey,

could in a 30 sec interval. .Thirty~six of ﬁhe,ho category terms used by

‘Andeﬁson,ané Reder correspond closely to éétegories in the Eattig'and~ﬁontaguez

D ¥

norﬁs, and wé'hifl caniﬁé our SUbSEqUEﬁtréna]YSjS,tQ these éommén categoriééi
Finally, wé.abtaiﬁed our KF ééunts‘by:dgfininé an iﬁéiaﬁce—zatggﬂfy 20— 
chuFFEﬁ;e;as'§§% apﬁéaraaia of both'te%%slwithin two ]fﬁe;';F coded text

(70 charaﬁteﬁs ber‘1ine)f;§ | |

. To test the éontrastjﬁgvsets of predictions, we simply ;afried'oUt

correlational analyses on the five factors mentioned: True RTs, typicality

.=

‘ratings, co-occurrence ratings, production frequencies, and KF counts.

Consider our first set of predictions, where true co-occurrence (estimated by

Fl

occurrence ratings and proéuction frequencies. ‘Contrary to,prédigt?ons,'the

— =

"KF count did not correlate at all with True RTs, r(70) = .00, and iorreiéted

only -margjinally with co-occurrence rafihgs, 2}70) =;i23, aﬁd~prbdu§ti0ﬁ

.22, .05 < p < .10 in both cases. Thus the results offer

frequencies, r(70)
little support for our first set of predictions, and are in far better agree-
ment with our second set. Recall that in the lattef, the KF count was'not~A

expected to correlate with RTs, co-dccurrence ratings, or production fre-
quencies, while all subject-generated measures were expected to be inter-.

correlated. In- fact,*all three-%ubjeét;ggneféted measures werg'sﬁbstantial]y

" intercorreldted. Co-occurrence ratings correlated highly with production

frequencies, r(70) ;“_gé'Eéi .01, and with typicality ratings,4£(70)‘= .70,
23, -
) . é“{



'mine typicality,;aﬁd subJectégegeféted éstfﬁétes:of*this factor reflect
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Eﬁ{ QD1 whlle productign Frequentles and typlcallty ratf 95\were themselves~:
lntercarrglated r(7D) - .63, E_g

The above Flndlngs; then, Favcr our second set oF predictions and the

,

hypotheses that generatéd tham true_;g—aﬁcurFence Frequency does not deter- .

‘semantic factors. But there is reason to be cautious in drawing these con-

clusions. For our KF Eduntslmay be Timited by the relatively small number of
times éur inétanQEégatEQOFy pairs actually appeared together -in the Kucera
and Francis corpus. Hawever theré is an-additional resuit in the ]itéfatufe

suggesting that the KF count is not pDSltlvely corra]ated with True RTs. This -
is the flndlng oF Rosgh et al. (1976) that for ‘a gompletely different set of .
items, the KF count was ﬁegatlvelz QDFFE]Eted with Fatlﬁgs of typlﬁallty,
given this, and the-fait'that highly ;yp{cal "items are responded to quickly,
it seems. most unlikely that Eh‘@ﬁéU;FEﬁéé Frequenzy is the -ause of rapid |
responding to typiza]‘items, vBut St?iigjgntil more work is dOﬁe_wifh thé KF
count, we shall have to settle Fér a cautious COﬁE]uSiOﬁ:; There is no

ev dance that typicality effects are caused by co=occurrence Frequency when -

5

this factor is measured by a ré]atively abjective index.
Even this weak égﬁclusian Teaves’the Marker Search model (and all other

Pre-storage models) without a theoretical explanation of the wel1-documented

.

. relations between RTs on the one hand, and typicality ratings and production

FFEqUEﬁEiES on the @ther.‘ This is in contrast to the Featuré'EQmpaﬁisaﬁ model,

mode], where Featurai similarity is. ésgumgd to be responsible for the effec 5

, ' , . n . L
of typicality ratings and production frequencies on True RTs. On this view,
all oF‘the'éubject=gaﬁerated‘measurés we discussed above are based on featural

similarity, and that is why they are a]i correlated with True RTs, as well as

20
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- Criticisms of the Feafﬂr24§§@9§fjsqniMadel

" Holyoak, thé‘Feature Comparison model is inherently unable to encode relational
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 .witH“oneianatheﬁ-3 ?urthermcre; there are two' pjeces DF’EVIdenﬁe that

directly link featural Slml]arnty to typicallty ratlngs : FIFSt Rlps et a]
(1573) ShowedJﬁhat the Features dEFIVEd Fram a multldlmeﬁslonal sca]|na of
set of animal terms can predict typicality effe¢ts‘in_5émaﬁti; memory tasks*

(see'alsc'Shbbenis‘Subsequent scaling work, ai$§u§55d“iﬁ.5mith; Rips, and

',Sh95Eﬁ,.19743i_ Second, there is the Rosch et al. (1976) Study described

earlier, where explicit: variation -in featural similarity induced con;omitant

.variations in typicality ratings, as well as in production frequencies and

In their paper, G]asé and Holyoak refer to several sources of difficulty

‘with the Feature Comparison model, apart from those problems associated.wi'th

the Holyoak gnd'E]ass data;__Some of these criticisms are concerned-mainly
with the evidence in support of the model preseﬁted in Smith, Shohén, and Rips,
(IS?A)! However, other remarks are addressed to the;more general question of

whether the Feature Comparison model is, in principle, able to account for

verification anthenﬁesather.than subset statements.. -Both problems are

obviously important ones, if they canebe.substantiated,_and we deal with them

=, =

sin the following.

Can ;hé Fga%ure’CDmpgfjsonimodgjfbgﬁgxt@nded? According to Glass and

i

~information such as the notion of possession expressed by have'in Elephants

have ears. |If so, the model could not ex?]ain how such statements are verified,
and in addition, would have difficulty in accounting for the meanings of words

that have relational components as part of their definition. But this supposed

39
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llmltatlﬂﬁ ta non= re]atlonal components has never been part. Gf‘tthFeatu%eli“ v

_Comparlsgn made] Indeed in-an earIIEF papeﬁ (Smith: Rips & Shoben, 1974), ffi‘

we d|5§u555d sentences' ]lke the ébOVE examp?e in some detali "as well as other

sentéﬁﬁe types EommonTy used in semantrz,mémary (eigii An ostrizh is large);

To rehearse our prapasal EOHEEFHIHQ has, a pred?c te 1|ke has ears can be

+
',

represented=by an ordared panr \where the .first membar iﬁé]udes the semantic

‘features of the verh (perhaps a Slng]e Feature, ha gs ”pi re), aﬁé the second

contains .the feature list oF the pradlaate noun. - Jn verifying such a Sgﬁtéﬁcég
L : o r

one wou]d gompare the feature F the subje;t;Eateg@ry1torthe‘répfesentati@n of

St e e < “ .
the predlcate jgst described; if the subject category’s features.contain those

of the compound predicate then the sentences will be true, and otherwise false.

‘oded and, further, relational campanéﬁts can be part of the analysis of indi%

viduélltermsi In fact, in a new series of experimgnts, we have shown that-the

g

nechanics of the Feature Comparison model can be used to predict reaction times

for the verification of sentenées cOﬁtaiﬁing has (Rips Shoben & Smith, 1975).

v

éhegretiéafAdiFFicuities_ \L t is'mera]y that the problems faced EyAthe mode |
are nbﬁ different in kind from those surrﬁundinésthearies']ike the Harker Search
model. As Glass and Ho]yaak acknaw]edge, these dlfflEUg\les concern the way

such models can be constrained so as to pFOVIde a prlnglp]ed account. of

semantic phenomeﬁai For Pre- starage mode]s thlS comes down to specifying

[

- boundary conditions on permissible nodes and relations, as well as limits on
- -the types of search procedures that can be emp1ayéd' Fér Eomp ion models,

similar tonstraints must be established on the semantiﬁ components and i

Thus, according to the model,’SEﬁtencéE containing relational information can be:

Y
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B ;/;;mQar?ébn prpgésséS— Thus the prab]em is not one of the generallty aF these

fﬁédeis but rather one aF azcouﬁt|ng for experlmenta] data in other than an

f A
AR ﬂ‘ad hoc fashion.

_§§ . The empirical status of the Feature Comparison model. After é rgvieﬁ of

i{%fhe.feievaﬁt evidehéé G]ass and Holyoak cOﬁc]ude that there is ]itt]a exper|-
méﬁta] evnden:e to support the processing assumptlcﬁs of the Feature Camparlson
‘model.. Their reasoning is as_fci!owgi; The Feature comparison -model identifies
two Faﬁtafs that shouid, tﬁééretiia]ly;!fﬁf]uenée RT; these lﬁE]udE ra£|hgs aF
semantic Fe]atedness, which should aFFect the Flrst stage “and iategory size,
which should affect the second stage. Neithervfactér, according to GIaSS and .
g : : : : X = S
Ho]yoak has béen shown unambiguously to determine RTs, and therefore, no

Thése variables afe impoftaﬁf to:the‘modei,:aﬁdJavlaﬁk‘oF(evidenae for
them wou'ld indeed underm%ne fﬁe theory. 'Let us first consider :he_évfdeﬁie
Forvthe effects of Fé]ateéﬁess on_éeméntié decisions. -As G]ass-ané Holyoak
acknowledge, a large number of studies canbba génstrued as showing effects of
Felatedness (e g. ; LQFtus, 1973; Meyer 1970; R?ps‘et al., 1373§'R?p5; Shoben
& Smlth 1975 Smlth Shoben & Rlps 197Q§.,Wi]kins‘, 1971). But Glass and
Ho]yoak argue that: (a) Ratiﬁgs of geﬁantié relatedness are nget%més less>
accurate predictors of RT than are pFDdUEt!On Fraquances (Smith, Shobeﬁ &
Rips, 1974), sgggestiﬁg thatlgfodugticn frequency, not rated relatedness, is

the key factor; and (b) Certain findings are more plausibly explained on the
_ : . !

. i A% o s
‘basis of search ordef than shared features (Glass, Holyoak & 0'Dell, 1974;
Loftus, 1973), again suggesting the importance of production frequencies

%)
o
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“(supposedly measures of search order) over that of relatedness (suﬁp@sadf} a

measure of shared features). *'7" R f
We have already considered the issue of relatedness vs. production

Fréquengy when we;réahalyzed the resglts of Anderson and Reder (197&).' There

2

-slightly higher, though,ngngwgnjfliantiy 50, than thg corre]atlcn with pro-

N

: dgétion frequency (see FDothte-S)i~ Previously, however; we have .found one,

case where DFDdUCtIGn frequency wds a better predictor éF RT than was semant fc
relatedness (Smé%h Shoben & RlpS 1974, Experlment 1).’ So we have something
Df a dlscrepan;y bEEWEEﬁ thege:experlménts wuth:regard to Whether a rating of

relatedness or PFDdUCtIQﬁ Fraquency is the.better predictor of RTs. ‘This

discrepancy may be due to any of a numbif of leFerenEes be tween the two

experiments. However, even if production frequency was consistently superior.

to ratedgrelatedness in predicting RTs, we.béiieve that this would say little
about the.underlying mechanisms (search order vs. shared features) responsible
for the RT effects. This is because production frequency normsE%;? generally

collected with subjects under speed pressure, just as they are in standard RT

tasks. Consequently, extrinsic FactorsAfhatlafFeﬁt all speeded tasks (e.g.,

Fagtgrs that influence stimulus encoding) will increase the correlation be-
my .' . .

tween production fre uency and RT. By contrggﬁ, subjects are usually not
S

timed as they make_re]atedness judgments and are therefore uninfluenced by

b

such extrinsic variables& For this reason, we might expect lower correlations
F
between RT and relatedness than between RT:aﬁd production frequency even if
; a S .

. _ . : ' - 7 7 7
both ratings and frequencies were principally determined by shared semantic

Y
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- features. In view of such considerations, the relative size of the corrgllas -

O — - e X ' [ & .

tions in question seems like an unimportant issue. fe .

-l

The. second question concerning the role of semantic relatedness is / |

whether this variable is sufficient to explain certain problematic fi dings.

One set of findings (by G]aSS et al., 1574; and %!Halynak énd G]éié)'egh?bit

-1

cases in which reaction time deireages Nlth re]ate'ﬁ ess for false sentences, a

«

result that iS'cDﬁtréry to the Feature Camparisoﬂ model's predictions. We
will discuss this evidence in the next section. .The éé&gnd kind of experi-
mental evidence that seems gdunfef'fd[the-?eature.égmparison model is Loftus'

&

 (1973) demonstration of asymmetries between verifying that an ifstance is a

¥l

category member ‘and vefiFying that a category is the sﬂperordinate of an

instance.’ FOEfexémplé, it is easier to verify that insect i's a superordina

@F=th3'preVEéusly presented instance”butﬁerflzAthan-té decide that butterfly -
o . : . e e o ——t

is an instance of the previously presented Superérdinaté insect. By aéﬁtﬁasﬁ;

=
v

it is easier to daecide that shrjmgris an iﬁstanée of seaFODd (seafoqi pre= |

gented F|Fst) than that seafood is the ;uperardnnate of 5hr|mp (shrlmp pre—

~

!Séﬁtéd first). |If RT is determlned by re]atédnesg,éand hf re]atedness is

. I . f
) / . .
self a matter of shared Featuresi why shou]dkgpih asymmetries arise?
There aree'hawever,a number of ways to explain Loftus' result that are

Fu]]y.iﬂ keeping with the Feature Comparison model. First, we note that

according to the original formulation of the model, the relatedncss value

.

‘ _ L - S
computed in the first stage is based not‘on the number of shared features

- =

" between instance %nd éatégsry; but on‘tge Erggpftjbﬁ of the category's

features that aré shared (see Smith, Shoben & Rips, -1974). While this account

was intended to apply to situations in which the instance and éategory were

34
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presented 5|mu]tanecu5]y, t seems Feesonabie tD suppase that when the i tems

5

are presented |n SequEﬁEe, as in the Loftus experlment, re]atedness shau]d be

Jdeterm ned by. the prepartlcn DF shared Featureg oF whlchever term is presented

g -

first. The two pr’c»pc:rtlons need rmt be equa], .C!F c:‘ourﬁ.eg ijr they WIH depend

~agm;$heﬂtetal ﬁumber cF deflﬁnng aﬁd ’h"ecterlstlc feetures |n the term p e=

. A second explanation of Loftus' result s te‘agsumexthetfwhen‘the'SUth= ' f;;)

cs@rdfnate-(eig.rllnsect) is presented F|r5t subJects attempt to generete
. B ) : AN ’ L
v pDESlbIE |nstange5 ln anticipetlon éf the to- he préSEnted instanee Slmllarly,

-y

when an instance (e g butterF]z) is. presented first, subJects generete
JPQSSIbIé superordlnates, whether subJeets are’ Sueeessful in enticiﬁatingﬂtﬁé>
:carreeﬁ;item}wjiifdepeng_on two factors: (e) the inétéhcefsﬁee%e%eiﬁeté -; |
ré]atedness,leqd (b) the number of élternative iteis Witﬁ:ﬁigher’rEIatedneés

-theh the correct one. 7 We ean thus exp]aln the as ymmetry between_bqtterfl;'

psectﬁeﬁd,ineeeﬁfbpgterf]y;byvappeaiing~to the (b) factor. ‘That' is, :theére
_are mére inseet—inﬁtences with higher reiateﬂness values than*buttejf]i}-then:
there are butterfly- 5uperord|nate5 w:th hlgher relatedﬁess than iﬁsegg, For

the seeFmod -shrimp example, thIS orderihg W|th respeet tc the (b) feet

¢ 5

Féverses, Again, instance-category esymmetries,are not inconsistent with the
Feeturezﬁomparfsoﬁ model ..

The se d Factcr questloned by Glass and- Ho]yoak isc ’ategary sfée_
Cetegcry size predlctlcns aruse from the Feature Comp»r son mgde] s seccnd
stage, where the deFunlng featureé &F the predlcate are CDmpaFEd to those of

the.subject noun. The_ total number of the predieate'S deFining features

should therefore determine second stage duration according to most serial and

=

L
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” péraTiéiAﬁécHanismsi I owe further assuﬁe, with Meyer (1570) and C]ark (1970) @ .

that larger categ§r|es are 1|ke]y t@ have Fewar deF|n|ng Features than thenr f,

s;

subordlnatES, IE FQITOWS that the duratlon of the Setﬂnd Stage Should decrease

®

A'w:th |ncr335|ng predncat size Far EXémp]E, thé time tc :om@lete the SEEOﬁd

;*:Estage shau1d be greater for A bee |5 an |nsect than for A bee 15 an aﬂlmal

=

lt is dnfflcn¥t, h@Wever, to teSt this d?edic{icﬁadiréétTy far-twa reasons. -

@F?Fst _a slmp]e chaﬂge in: the Category Slze OF the predlcate is nat sufflclent
- since suzh ‘a ihange is ]lka]y to a}ter the subJect DFEdléate re]atedness and

hEﬁEE the Drobab:l|ty that the second stage is even EXECutEd Secandr-'he_ o -

’

'sezmnd stage dufferance that we are |ntere5ted in. may not occur on. every trla]

"this 15 because sama res p ,51wr11_aIwgys_EE'made'aFEEF Oﬂ]y Firsfastaga~é
.PfOéESSJﬂQ'fDF there is'as yet no experimental teéhnique‘that ensures second-
stage processing on every trial.

SR View of these obstacles to a .direct test . of our category-size pre-
diction, we attempted to assess it:indi}étt]yi _In one attempt (Smith, Shoben
. & Rips, 1974, Experimgnt'i), we varied the size of the predicate categories

ina staﬁdéfd verification task.. Here, we used an analysis of covariance to
' *e]|m|naté any effects that category size migﬁ; have had on relatedness. . -

Contrary té’predictioriéi wé FGUﬁd‘hO significant Fesidqaf¢eFFect of catego%y
when RTs were corrected in this way. In retrospect, this failure of the
PO -
E 3 .
urprising. The mathematical model presupposed

W

(7]

- category size hypothesis seems

by the analysis of covariance is not eﬁuivaient to that of the mathematical
version of the Feature Comparison model itself, and so‘there is nq»g&%@antae

&

- that estimates of the category-size effects from the two mathematical pro-

1 ., 8 L - . : . .
cedures will coincide.” |In order to derive estimates of category-size effects

; ¢ : -
‘jr’i .
S5
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1

from the mathematical version of the Feature Comparason model, we performed a
"second verification experiment and fit the model explicitly to the results

:(Smith, Shoben & Rips, ,1974 Experiméﬁt 2)i In thié-ﬁaSe the ﬂuratf@n of the -

‘Mh !

- second

ge For large zategcrles (anlmal and plaﬁt) was zalculated to be 161

msec, while the estimate for small categories (@jrg} [p§e;t} ff it, and vege-
_table) was 280 msec. -So, as predicted, larger predicate categories were
pro&essad FaSta% in the secdnd stage. It should be notéd*thatxthe-mcdei!

the ]atter, 50 that fhese results canstitute a CDﬂFlrmathﬂ DF thé underlylng
theory! 7
The Béfamexéf vaiues jﬁst éeséribéd were obtained by usihg error Fa%és to

help.ﬁredcct reacﬁlon tlmES, foIIOW|ng the pro¢edure outllned by Atkinson and
lQQula (197&)3 This prccadure has been: EFItIGIzed by Glass and Hclyaaé whD =
é]aim that it trades oﬁ a gehgral pasitivg correlation between errors and RTS; .
However, %evera] points_iaﬁ be madé_iﬁ‘;éspénse'to this. First, recent ;3ié
dence Suggeéﬁs tHat High posftive correlations between érrars'and‘Rfs‘are far
;from;univefsél_(Paéhejia, 1974). - Se:ond Teven if thi%»c@rfglatiOﬁ wére a

" truly general one, it is irrelevant in evaluating the crucial parameters: of

tébérmode], uCleafiy, high correlations between errors and RTs imply nothing p—

L

about Ehe;parameter'valbes for the second stage that were discussed above.
Finally, Smith, Shoben, énd'RipéiafSD used a 'second procedure to predict the
obtained data. . In this procedure, error rates as well as RTs weré,prediéted

only from relatedness ratings. Here, there is ho ‘way we could have traded on’

‘a general pdsifive correlation between errors and RTs, yet we Stli] fodﬁg that

1

the estimated duration of the second stage was less for larger predicate
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catagorles (245 msec) than for 5maller ones (311 msea) Thus, there is -in
R . . . . ‘ . ~_; -
fact Some\gvidenze that the size of the ﬁrediﬁate ;ategory‘aFFects semantic
~decisions. | Such evidence fits ﬁiﬁely_w?th tﬁa Cametation models thét‘éssume”;

. - ] E N ~ . :
semantic degisions are based on a comparison of features, with fewer features

resulting in\shorter comparison times. In contrast, it is not at all clear”
how Pre-storage theories like the -Marker Search model would account for these  _

results. .

Experimental Studies of Disconfirmations

It remains\for us to account FDr'the;empirfcal results of Holyoak and

Glass on\diéceﬂf‘rmatigh times, which, tékén at Face’va]ue,(via]ate a major

pfadictiop of the Feature Comparison madel.f There ‘are actually two sets of

5tatem3ﬁt§. We deal with each in turn. - ' : - .

The Holyoak énd A]ass fesuitsf Using a Sfandarﬂ verification ﬁaradigm,
Halyoak and Glass pre&1nted subjects W|th 39 disjoint $éﬁLEﬂCES of the form

All S are P and 39 of t'e form Some S are P, in additiéﬂ to other sentences

that are irrelevant to the present issue. Tha 78 Falsg sentences were sub-

divided by Holyoak and Glass into three types high=pfcﬂuctlon Frequeﬁcy,

lDWEprduition‘Freqﬁéﬁcy; and anomaious statemeﬁts, These distinctions were

' based on an earlier experlment in which SUbJeCtS were asked to generate com-

pletions for the sentence frames All S are 7 and Some S‘Ere ?__ such that

- the resulting sentences were false. Holyoak aﬁd Glass then-tabulated the

production frequencies for these false completions. According to a

9o
J

=
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étﬁaigﬁt?@rward iﬁtérpfetatfcnzéf the Marker Search.theory, the frequency. -

- with whfch a pafﬁfcular'cémﬁlétionfis producedcshéuid”refléctﬁthe amount of

' L e e ' e ,
time necessary to disconfirm the corresponding sentence. . For example, the

. prodﬁition fredueﬁtyijf.@gp‘té'the Ffames~éjl women argf;? ,f5hQu]é predict the

. o .

time needed to disconfirm A][ﬁwcmgg;gfe men, since. completing frames involves =~ -

fiﬁding,a;cantrédictién that is STSQ used to disconfirm the Statéﬁeﬁt_?n the
~verification task. Thus, high-frequency. completions (produced by a mean of.

35% of their 1& subjects) should be disconfirmed faster than TOWiFrequancy

-

cémpléticnﬁzfﬁfédgced by SEY,-ané ihése‘?ﬁ turn should be Falsif?edjfaste?

fhan'angmélcué compietigns (4%); Note, %éwgver, that the differenée in: K
prodﬁéii@y frequency betwe§ﬁ low and anomalous 5éﬁt§ﬁﬁ§5pés slightig ,;
!Hol;éak ahd.é7§ss,élsa aEtafned rétings of Eemgﬁtié Fé?ateénesé‘Fof each
of the disjq}ﬁt subjectapredizaééApairs,iéhd'fﬁié‘allawsrué to gghe?ate rival
— predict{onsvfrom the Feature Comparison ﬁadel, These(raﬁingé sééw that tﬁg
high-frequency 5é§tencés WEretéomewﬁgt mére‘c]cSely Eaiated thap‘?QWf ;F;j/
frequency sentenéesg and that'iowsFréﬁueﬁcy sentences Wefe mquAﬁ§re closely
reféted than aﬁOmaJouéidnesj‘thefmeans’weré_é;SB; 4.47! and'1i76, on a‘7§pofnt i
scale,” for high, 1ow;‘and aﬁamél@us séﬁtenégég Fespectivefy-  §fﬁ§e\the Feéturg ﬁi
Cé%parisOﬁ moég] prégiété,that discgﬁfirmation times shou]dﬁincreaseiﬁitﬁn-
ré]atedﬁeség the high=frequency statements should take the'lgngestvfg dis- |
confirm, the jow—Frequen:y next Toﬁéast, and the anomaloqs statements should
be thE'fastest. Th§55a§F cauﬁse, is the exact Qﬁﬁosité of the érdefiﬁg pre-
dictéd by the marker Search model. |
The‘Fe5u1£s of. this éxpeffmen£ di5§mhFirmeﬂ ma jor prediéf?Oﬁs of Eéth‘
models. First,_zcntréry'tc thebFeatufg éoméarisan model, ]OW’FréqQEﬁEY
sentences took jonger to disconfirm than{the high’FreqUEnCy'ﬁﬁéSi’_Aﬁd.SEéDﬁd,

7 et

R o : _V;:;

&
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_ cénfrary to both théOFIES, anamalaus sentences togk>about the same amount
DF\tImE as hlgh Frequéngy seﬁtEﬂces BefQFE‘comméntiﬁg on an inteﬁpﬁetation
::v aF these resu]tg— it seems lmportaﬁt td lnqunre about thenr rabuztﬂess MUE“>ﬁ; :H;f 
S|nce these flnd|n§5 are surpr|5|ng Dnes, WE‘dECIdEd tc repllzateAthem

%

Experrment ]: ,A'partral replicétiéﬁ DF Hclycakgaﬁd G]ass,' He attempted'

to FepllEatE ﬁha part oF Halyoak and G]ass 5 experiment that dealt WIth dIS‘

' JDIﬁt Statements quantlfled by A]I maklng cnly minor Ehanges in pro¢edure TR

" and qﬁ%'gn - We USed a total of 132 wcrd palrs Twc_setg QF 39 palrgzwéfé‘.
-Selected %rém Hclyaak?and Glass..»Thgse sets iomééiéédkthé dféjc%nt séaté=
:  mentgland th3|r true. anntefpartsvthat were - quant|F|ed by AI] in Halyaak and}
Glass. Dur rema}hlng 54 panrs were used .as F|]]ers to control Fgr Fraquency
éf‘ﬁau%s in true vs. false items, such‘that: T(j) all sgbje;t ﬂQUﬁSiWEFE,v
prégenteé eqhaiiy-oFten.in true.and‘Fa]se‘Ttéms; Sﬁé (2) appréximaté]y;aﬁgﬁ
_third of fhé\ﬁéediiéte'ngunsraﬁpéaﬁadbih a true i tem oﬁ]y;*oneéf%frélfh'é“”
jFalse itém'oﬁfyigaﬁd the,réhaining4fhird Dn§e>ié both artrue aﬁérfaise i tem.
N 0n¥y the 78 palr ée]ectea from Ho]yaak and Giéss'WEre éﬁa]yzéﬁj
The two members of a pau‘ were. typed in uppercase Gothlc .Iﬂ a smg]e
~ line (and were sepahated by a hyphen) Gngg §” x g4 whitg iﬁdex card: -Subjeéfs
wgré instructed fﬁat'axpairiwas to Be,ccnéidefed fruériF the'léftehaﬁd mémbgr
was'a subéét éf tﬁa Fight‘héﬁﬂ ona; énd.Falsé'otherwise. Twanty ‘of the Fl]ler

‘x ’ pairs were se]ected as p;aitlce ltems wh||e the rema|n|ﬂg 112 palrs were

randam]y GFdeFEd The same order'has used for 311)20 subjects, who werel‘

Stanford undergraduétes; The pairs were ﬁfégéﬁted in a'Gerbraﬁds two-field

'téchiﬁtosgape'at a viéwiﬁg_diﬁtance of 59 cm and each pair was preceded by
. . L‘:_ T (f@ - . . B . o :
W - a 1.5 sec fixation point. "Responses were made on two telegraph keys, which,
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when depressed, terminated the display of the pair and a Standard Electric
Timer. The assignment of keys to response types (True and False) was balanced

,,,,, . * 4

in analyzing ghe fesults, RTs to the critical 78 pairs were analyzed

across both items an ibjects (Clark, 1973), which separate aha]yses for True

=:and Fa]sé responses. The 39 true pairs were categorized as high-, medium-,
and 1@;ipraductian FFEQUEﬁCZg following Holyoak and Glass's i]aséifiiation of
these same items. This production ffeﬁuency’?agt@r was a within-subjects
variable, with stimulus pairs nested withfﬁ frequency levels. In a similar
vein, false pairs were;divided into high, law; and anomalous items, agaiﬁ
fo]Iéwiﬁg Holyocak and Glass's c]gssiFiéati@ni
Table 1 presentes mean True and fFalse RTs from both the subjects and

i tems analysis. The RTs differ slightly for our two analyses because we have

used unweighted means analysis. For the False items, both sets of means show
that RTs were fastest F@E anomalous pairs, next fastest for high-frequency
pairs, and s]cwést gor']ow:Frequén§§ items. The cv§ra]1 difFerenFe aéﬁqg the
False means was signifigaﬁt at the .001 level (min F'(2,59) = S_QB)} and
. Newman-Keuls analyses showed all pairwise comparisons among these means to
be significant in bath.the analysis by items and that by subjects. This
finding cgﬁtradicféAthat of Holyoak and Glass, who found no significant dif-
ferences between~apéma}0us and high=frequency séqﬁencésgj Evidence far dif-

| ferences among the True'means was more equivocal, as the min F' statistic

i
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showed no significant differences (min F'(2,59) ="1.86, p > .10). However,
the subjeﬁt% aﬁaiysis_dées.?;dicgte a difFéreﬁée among these means (see .
Table 1), and a Newﬁan;Eeuis aﬁs]ysis over:subjects found high-frequency
'pairs:ta be faster than gither-medfumi or ]ow§f%eéugﬁcy items, Fufther,'a
test for the linear trend among %he True means showed a marginally sigﬁifiésnt
effect fgigkif(1§56) = 3.71, .05 < E_fhaTD)i The results for True RTs, tﬁén,
are in FGQQH agréemént with Ho]ycak;and Glass, who found the;%amE'Drderiﬁg of
‘means as we did. | : .
The main discrepancy between Holyoak and Glass and our study concerns
the Felaticn‘betwéeﬁ anomalous and high-frequency statements. [t i5 possib]g
that;Hcinak and Glass fajled to find a sigﬁ}Ficant difference between these
) ' ¢

statément>éYPé§ because théy repeated subject-predicate pairs in an unbalanced
fashion. That is, considering both statements quantified by-i;L and by Some
in Holyoak and Glass, 9‘(@ut of 17) high-frequency items, 6 (of 20) low-
frequency itémsi and no anomalous items were repeated. |If these repetitions
decreased RT, é}gh‘FFEQUEﬁCY Statements*mayihave been artifactually fast
relativé to anomalous statements. In the present study, only statements
quantified by All were used,:aﬁd for ﬁhgsa statemengs, there were no
repetitions of Subjectfpredféaté pairs in the critical false statements.

Implications of Experiment 1. With respect to the two models of interest,

éur results can be summarized as follows. In congruence with the Feature
Comépfjsgn model , Fa]ée.iteﬁs containing very unrelated nouns (the anoma]éus
pairs) were verified extremely rapidly. This finding is contrary to the
Marker Search médél, which predicts relatively slow RTs to these pairs

\
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because of their low production frequencies. However, currexperimeﬁt duﬁiif
_cates Holyoak and Gfass's\important finding that low-frequency pairs are dis~
confirmed faster than high-frequency ones, despite the fact that high-
frequency items are also rated as more related in Holyoak énd Glass's norms.
This Fﬁnding is inconsistent with the Feature CémpafiSOn model, but in accord
with the assumptions of the Marker Search model. Hence the results contra-
dict some major predictions of both models. xit seems that if we are to
‘salvage the Maﬁker Search model we must explain away the data from anomalous
pégrs. Alternatively, if we want %o rescue the Feature Comparison model, we
must explain the relation between h{ghﬁ and JDWEfrquenﬁy pairs.

Let us first consider some ways ﬁo salvage the Marker Search model.
Holyoak and Glass were aware of the problem that anomalous statézsnts paséd
for their model, since this problem manifested itself in their own data
(recall that they found anomalous statements were disconfirmed faster than
low-frequency ones even though both statement types had comparable production

x jrequeng}es)a To reconcile these findings wit% their. model, tﬁey proposed a
new ''admittedly ad hqgc'' device, to the theory, namely that '...certain abstract

types of information which differeﬁ%}éte between almost all words (su&E as the
distinction between 'living' and ’naﬂ!iiving') are uniformly accessed qui@kif"
(p. 237). Thus anomalous sentences should be disconfirmed guickly on the
basis of this abstract iﬁFofmatiOﬁ, But this. leaves us with a serjous
question. |f thisiébsfraét information is accessed répidiy, why do the
production %requencies collected by Holyoak and Glaés sth anomalous com-

pletions to be rare? |f production frequency is truly an indicator of search

order, then anomalous completions should be fairly common, which is not the

K

il
‘_>;%‘,r
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case. Holyeak and Glass's repfy is that "...production frequency may not.be

“a valid measure of the association strength of such abstract properties'

(p. 237), since these abstract concepts may not correspond to single lexical
itemssin English and may be very rare in written or Spoken ]aﬁggégei

This explanation is not just ad hoc; it is almost sureiyi{nchﬁecti
First, it is unz?éar why the supposed low frequency or lexical form of .
abstract predicates should result in low-production frequencies, since sgb-
jects contributing to these norms a?e not called upon to -encode or produce

these abstract terms at all. |[n order to produce an anomalous completion--

chairs to the stimulus frafe All birds are 7 --the subjecﬁ'must determine

that the superordinate pathwly§ from <avians> and <chairs> inter%ect at the
ap#rOpriate abstract ;énzept, like <things, Qith identically labeled paths;
this is the only role played by the abstract concept. How quickly this can
be done sho;]d depend on the order in which the abstract concept is searched,
and this search order should not depend on factors like woré frequency or
number of wo#ds in the lexicalization of the concept. For if it did, the
abstfact concept involved should not be available quickly in verification

tasks either, and this leaves Glass and Holyoak without any way of accounting

for the falsification of anomalous statements. Second, abstract concepts need

not be infrequent in English. Take, Holyoak and Glass' example of an anom-

alous statement, All birds are chairs. As we have just noted, disconfirming

this sentence requires us to find a common Supe;§rdinate where the pathways

from the subject and pﬁedicéte meet. Such a superordinate might be thing or

object (not living thing, as Holyoak and Glass assume since living thing is

the supérardféate_af the subject term only). Both thing and object have the
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advantage of being single lexical items and fairly common, at least in written

Eng]ish (thindyappears 333 times per million and object 65 time per million in
the Kucera-Francis, 1967, norms). Note, in addition, that §he abstract term
thing will serve to disconfirm any anomalous sentence that is false by virtue
of one concept being anfmate and the other inanimate, as in the above example.
Third, the purpose of using production Frequency as a pfedicfcr of RT was,
aczord?ng to Glass and Holyoak, to provide empirical constraints oni%heir
" model. The importance of doing so, as they note,.is that the Marker Search
model lacks any structural constraiﬁts-on search order. But Holyoak and
Glass's abandonment of production frequency for abstract concepts seems to
leave the model without empirical constraints of search order as well,
allowing it to ”pr;diit“ any RT results whatsoever. Thus the modiFicétioﬁ
proposed by Giass and Holyoak to account for Find?ngs on anomalous statements
is fraught with problems.

Now let us see what we can dc,fo salvage the Feature Comparison model .
Recall that its problem is that itfcénnot account for why high-frequency

statements are disconfirmed faster than low-frequency ones. To get some

leverage on -this problem, let us consider in det. ~ome of the Holyoak and

Glass items. Low-frequency items included the sentences Some (Al1) women are’

babies, Some (Al1) valleys are lakes, Some (All) flowers are foods. In

‘contrast to these difficult items, the high-frequency counterparts were

Some (Al1) women are men, Some (All) valleys are mountains, and Some (All)

f]oweﬁé‘are trees.’ Thégzubject and predicate concepts in both the high- and

’ ) s . . g .
low-frequency sentences share a fairly large number of semantic dimensions.

Women, men, and babies, for example,fshare those dimensions common to humans.
_—— _— . R i .

] 5 gear
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However, the subjeétiprédicate pairs in high!Fréﬁuency items (e.g., women -
mE@) seem to possess directly opposing values on at least one shared dimension
(sex, in our examp1e). While it is possible to find such opposing values for

the subjects and predicates of low-frequency pairs, the relationship is not

: as clear-cut. Thus, while women and babies may differ on the dimension of

age, this. difference depends on interpreting women in its most specific sense

(wqgagﬁas adult human femglg) rather than its more general one (woman as human

female). This is the kind of intuition that led Glass and Holyoak to formulate
the Marker Search model, amd we concur that it is an important insight. The

task for us is to determine some way of accommodating this intuition into the
L P
Feature Comparison model.

There are at least two ways of making this accommodation. The first is

to change the model by adding some new content to the second stage. Specif-
ically we may assume that this stage terminates ‘'as soon as any .mismatching

feature is found, and that a mismatching feature will be found sooner with
=

high- than low-frequency statements. To use our previous example, the mis-

matching feature of sex may be found relatively quickly when comparing women

# - ek

. ’ . thia - .
) and men, while the mismatching feature of age may be’ found relatively slowly

when contrasting women and babies. O0f course, added assumptions are of
9 TER ——— ' P

limited value unless they lead to new predictions, but the present aﬁéumﬁﬁioﬂ

seems testable. It seems to predict faster confirmation times for the true

& N = 1_,— . : = . N
statements Women are female and Men are male, than for Women are adults and

Cabies are nonadults. This seems like a reasonable prediction. But, alas,

=

there are other probiems with this approach. In addition to our assumptions

1
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about SelFEtermiﬁatiénj we must further assume that the faster second-stage
processing of high= than ]ow!frequenzy statements more than compensates for
the greater likelihond of_having to exe¢ﬁté the se&ond for high=Freque3§Y
items (recall tﬁey have higher related values). While the small différ?ﬁie
in relatedness between the high- and low-frequency completions argues for

the viability of this approach, it is not an altogether satisfaétory'one

without an exp]icig*aaantitative model . )
Alternatively, we can acccmmodafé the_fiﬁdiﬁgslon high=- and low-frequency
pairs by altering our GQﬁception of first-stage processing, particularly of
héw one computes a relatedness value. We may éssume that, in our Experiment 1,
for example, when a subject Coﬁputeé the relétednesé value, he gave more weight
to dimensions with!wide]y discrepant values than to dim;ﬁsiaﬁs Wi?h'gimi]ar
values. In this way, pairs like women-men would have been computed as4ie5§
reléied than women-babies because of the extra weight given to the dimension

I

of sex which differentiates the first pair. This method of computing related-

ness may differ from that Qged by those subiects who contributed to the
éré;iﬁgsg and were asked to rate "how closely you feel that éw@ words are
associated in meaning" (Holyoak and Glass's method, and our own). For in the
latter situation, subjegtsrmay be inclined to give equal weight to all shared
dimensions. This same ambiguity Qitg respect go relatedness judgments has
been noted by Fillenbaum (1973) in connection with muitidimensional scaling
te¢hniques. To borrow Fillenbaum's example, the judgeszimi]arity’of

antonymous pairs like hot and cold will depeﬁd heavily on whether subjects

attend more to the'dimensions having similar values or to those having
* i

di%Ferent values.

47
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Again, we’Wou]d like our proposed modification of the Feature CompaFiSOﬁ%%
| mQaé]:tD lead to some new prediction(s). One such prediction is the following.
I'f-new rating instructions can be devised that induce suhjécts'ta eﬁphasfze
dimensions having @idely discrepant values, then'this set éf ratings should
accurately predict the ordering of False RTs in Experiment 1. We attemptéd

to test this prediction in Experiment 2. ;

Experiment 2: An a]ternative,prOéedure for measur;hg relatedness. We

‘asked 29 Stanfcrd undergraduates to rate the relatedness of the subject-
predicate pairs used iq Holyoak and Glassfs disjoint statements, by deter-
mining ''...how easy it would be for the Subjécé term to become the predicate."
/

Our prégumption was that such instructions would emphasize the importance of
shared dimen%iaﬁ%_with‘disérepaﬁi values. The 63 distinct subject-predicate
pairs were presented to the raters in a randomized list, and the Faters were
asked tovérédu:e a‘rat7ng on a 10-point scale for each éairéiwith low values
denoting more Ee1aéed itgms,

The results of this experiment may be summarized easily, The low-
Frequehéy pairs were now judged to be the most related, the high-frequency

items next most related, and the anomalous statements least related of all.

These relatedness ratings, then, display the same orderiﬁg as the RTs of
ExgérimentI, with relatedness being directly related to disconfirmation times

as predicted by the Feature Comparison-model. This was the case for both

the set of items quantified by Some (used in the Holyoak and Glass study)
and for the set quantified by All (used by Holyoak and Glass and by us in

Experiment 1). For the former set, mean ratings were 4.20 for low-frequency
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items, 4.54 for high frequency, and 7.71 for anomalous pairs (remember--
low numbers mean high relatedness). For the latter set of items, means were

3.03 for low frequency, 4.43 for high Frequéﬁcy; and 7;11 for anomalous pairs.

Differences between these means were significant in both cases, with E'(Z,SE)

= 30.08, p < .01 for Some items, and Ef(E,éS) = 27.20, p < .01 for All items.

Newm§ﬁ=KeulS éests showed that each of the pairwise differences within the
two 5et% were significant, except Fcr‘that between’ the high- and low-frequency
pairs for statements quantified by §gﬁgg

So the Féature Comparison méde] is cons stent with the pattern of means &
obtained in Experiment 1 as 10n§ as we assume that the relatedness value
computed in the first stage mirrors the relatedness judgments p%avided by our
subjects in Experiment i. >The relatedness norms collected by ‘Holyoak and
Glass fa}l to predict the results of Experiment 1 Eeaause their ratings
reflected only the ;yeraii prapgréion éF shared diménﬁiiﬁsi Ratings of this

=% )
: : - C 2 -
kind have proved sgcgéssfui in earlier studies (e,g,;éﬁips et al., 1973;

e

Smith, SthéF!g'ﬁjpS, 19743, possibly because ﬁhe false items used iﬁ the earlier -
studies did ﬁotfdiscriminéte between the two sorts of relatedness. These
conclusions, hgwever;'need further scrutiny. Introducing yet another measure
of the semantic relgtionxbetween subject and predicate nouns may raise as

many problems as it solves. Many types of ratings have been found to

correlate witthTs for semantic memory judgments (e.g., co-occurrence ratings,
production Fréquehcies; relatedness ratings), and all of these measures are
‘intercorrelated. So additional experiments and analyses-are needed "to tease

~apart the criti;aj differences between these measures, and additional. thought

)

LY

must be given to the factors responsible for the differences. Perhaps such

7

5
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studies will show us that different measures all tap different, but equally
important, semantic aSpECtS for there is surely no reason to think that

héﬁnggfg%e best measure of semantic processing.

Qigggp?irmiﬁg §ppef§§t and Overlap Statements

The Holyaak and Glass results. There is one last set of findings- due

to Holyoak-and Glass that we must still deal with. TheséIFindings involve

RTs to false superset statements, e.g., éjirggmgﬁ_grgﬂmg;hgfs, and false

@veriap statements, e.g., All women are writers, (what Halyoak*and-élass call
Ccuﬁterexampie statements) . As we noted earlier, the HEFkEFVSEaFCh model
assumes thét these types of gentéﬁ;es are disconfirmed by a search fpr a
subset of the subject category that ’is dISJDIﬂt with the predicate category,
as |nd|cated by identically labeled pathways The Featufe Comparison magel
would disconfirm these kinds of statements in the éame way it falsifies dis-
joing statements, that is, by finding mismatching features. Again the two
models diFFgr in the predictions they make about the disconfirmations of
inte?est. But to see this,;&e need to examine the Holyoak and Giaés study

in detafl_
_In their study of how superset and‘cverlap statements were disconfirmed,

*  Holyoak and Glass's experimental strategy again involved Flndlﬁg cases where

T

-  production frequency and-re?atadnesssratiﬁgs make discrepant predizgians for
Fé]se RTs. But in this case, Holyoak a#% Gléss‘s frequency measure of
interest is obtained by somewhat indirect means. Instead of using the fre-.
guency of Qampie£ioﬁs that make.a Séntgncg framz false (the procedure used for the

disjoint t ytements pFEVIDUS]y discussed), Holyoak and Glass use the frequency

=
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Gf completions that make the corresponding Some statement true. (Note that

a superset or cvarlap atement is true when quantified by Some; it is only
; N . : .
false when qu%@tifﬁéd by 3%]), For éxampie, to'predict RTs for disconfir-

mations of sentendes like All fruits are oranges, Holyaaﬁiand Glass gsed

¢

. J - . -
completions of tHe frame Some fruits are ? that serve to make the sentence

true. In theoryx the higher the frequency of the Some CDmp]Ethﬁ, the faster

one can dlsconflr the corresponding false A}l statement.. If, FQF axamp]e,
el F

aEp]es is a hlgh ‘Frequem:y comp]etlon to Some frults are 7 , then apples is

FESdI]y accessible from fruits, and rejection Gf A]l FFUItS -are cranges

should be fast. This follows from the Harker Search model's hypothesis that
such sentences are disconfirmed by a ''back-up" seérgh from the subject term
(fruits) that finds a category (apples) that i% disjoint with the predicate
term (oranges). | {

The results showed sigﬁifican£ effects on False RT of these true-
c@mp]etiaﬁ %rEqﬁencies. However, the False RTs showed no sggnifiéant effects °
of production Fréqgeﬁcy‘éf-theifa%se sentences ‘themselves. For example,

reaction time to disconfirm a sentence like'é]l‘fruitgiare oranges was

unaffected by the frequency with whiQh subjects generate oranges to the
sl . 5 - .
gffame;éjijﬁgjjsjaig;,? when asked tojyake the sentence false. This contrasts .

with the finding optained for diSjOiﬁtIStatemEﬁtS. Also, according to the \

norms collected by Holyoak and Glass, ratings of semantic relatedness co- -

incided with the frequency of false completions, so they likewise failed to
predict the False RTs. Holyoak and Glass note, however, that a significant
residual effect of relatedness remains when the true-completion frequencies

are controlled.’
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Holyoak and.G]ass conclude. that these fin&ings suppért the Marker Séafch
ﬁéde]; because the model correctly preﬁicts that False -RTs should decrease
with true-completion frequencies. They further cénc?ué&‘th t thevresuits
~conflict,with the Feature Eompafiéaﬁ m@dei, because the latfé# cdnnot account
far the éFFects of true-completion frequencies. Ve, disagree, as we think tﬁé
findings ‘pose difficulties for both models. Consider first the Marker Search
model. The problem here is how to explain the lack of effect of false-
zom?]eti@n frequency. Surely, ac;ordiﬁg to this model, Fa]se'comp]etiang'té

All fruits are ? indicate the order in which pathways are searched from

Euf also another subset of f££i£g like apple, that is éisjéint with the
potential predicétej For if this last step were omitted, it wog]d be

. impossible to determine that the potential predicate aztaa]]y made ﬁhe
sentence false. Thus the search needed to proéuce a false superset or over-
lap completion mirrors the search necessary to disconfirm the completed |
sentence. By the usual Markef Search logic, this shouid mean thit these
éomp]etion FreqUEﬁgies will predict RTs for the corresponding full sentégﬁes?

and this is contrary t%%theobtainédFindings, :Aithough Holyoak and Glass

=

important disconfirmation of iheir theory.

Now consider-the Featuré Comparison mode]i The problem here is how to
;éggaunt for the effect o% true—camplétion Frequehcy on False RTs, since
Holyoak and Glass were ab?g to demaﬁstrate that this effect was iﬁaéPEﬁﬂént

‘éouid_préieed as we did before, and attempt to add

of rated relatedness. We
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géf some, new assumptions to our. theory so as to make it consistent with the -
problematic effect, In this case, however}'wa?think this approach is

unnecessary at this point inh time. For we dispute the very c¢laim that -the
effect of true-completion frequency has been adéquata]y;demcnstrated, because .
there are two methodological problems with this study that undermine its

—_

7

First, it appears that several of the items in the citical set were

principal finding.

simply misclassified by Holyoak and Glass. (Ai] of the items-are listed in’

their Appendix.) - For example, the sentence All fruits are ;jjfus is listed

as one for which there was no high-frequency true-completion to Some fruits

)argf?j that was disjoint with citrus. However, apple, listed as a high- :
1frequéﬁ¢y%té;é=completian, Seémé to fill the rol& of such a dfsjoimf prédiéafe,

A similar problem applies to Ajj?;bjidsi:;fieféwimﬂars, which was also classified

as ha&iﬁg no high-frequency tFUEECQmP]EtiQﬂ associated with itjlhere robins
5&ém5 t; be such a ioméleticn. Removing just.these two items from the 7

critical sentences reduces the DveraiifdifFerenzg f}émtiDS to 76 msec. T?is
reducedleffe;t is ﬁotrsigﬁifiéant over either subjects j£ﬁ1;13) = 3.1,

p < -05) or items (F(1,20) = 2.51, p < .10). However, the effect is still.in |

the right direction, and it might prove significant in future experiments

]
3

Seribuéizit may not be that éevere;
The éeignd methodological problem i%_ma%é baﬁhersome, .Holyoak and Glass

did not iDﬂtFD{ for £hé type of éét reiaﬁﬁ@n Q{thin their ér{ti¢a1 sentences

(those where true-completion Ffequeﬁéy éﬁdfrelatgdﬁegs werezunﬁb;Faéﬁded)i

w
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That is, for fhe iritfsai~52ﬁfeﬁcés,Aé éf thé 12 items'wifh»higﬁ true¥
completion FFEQUEnEiESVWEFE superset statements wﬁiig the remainder were

o overlaps; in iDﬁFFaSt, only 3 of 12 items with low true-completions were
superset'statements while the rest weré_overlaés_(see Hoiyoak & Glaés, Foot-
‘note 4). Thus trueaéahplétfﬁn Frequenigigas :aﬁfégnded with thé prevalengé éf
superset statements. If we assume thét supersét statements can be confirmed’
faster than théif’averiép GDuﬁtEFpaFts; we havé icﬁ&ﬁup with an élternative *
explanation of the prgbiématié réiyiti Experiméﬁt 3 ér@vides support for
this assumption. S o t - i‘=

Experimanthé Differences be;weenj§yp§rs§ﬁ and overiap statements.

= ’

Thirteen subjects (Stanford undergraduates) were given 150 statements to .

verify, all of §Ha form Al 1 S are P. Half the statements wgre‘true, and”

1]

half false. The false items contained 25 disjoint, 25 superset, and 25
overlap statements, and these three statement%types were equated for average
subject-predicate relatedness as determined by previously obtained ratings. -

s 2

¢ Also, "the average relatedness of subjécteﬁﬁedicate PETFSAiﬁAthé fals@state-

ments (6.5 on a scale of 1-10, where high numbers indicate similar meanings)

was rough]y equal to the average rg]atednéss of subjeﬁt%predicatg pairs in

true statements (6.9). Each statement was presented only once, and there

were no repetitions of words across the 150 statements. - et

Each full statement was typed in uppercase Orator in a single line on
. \\ : . :
ga 6" x 9" white index card. Subjects were simply instructed to decide

whether the statement was True or False. The same random ordering of the -
v . £ 5 N
150 statements was used with all subjects. The statements were presented
I ’ Ff A

|
W.:,r T
o

Aruitoxt provided by Eic:
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in an ic@ﬁixrthreeSField téchiétuséaﬁébat_a viewing dfstaﬁée of 68 cm, and
each item was preceded by a 1 sec fixation point. The response panel con=
tained three telégraph keys arranged ha}iZQnta]]y.“ The middle key was used by
the subject to iﬁitié£E:EEEE trial, while the left and %ight keys were usééfl.

to indicate True and False resgonse5.> A1l subjects used the key corresponding

- to their dominant hand to indicate true decisions.

THE.FETSE RTs are the ﬁﬁly.énés of interest, and they were ahalyzédr
across both i tems and Sd?jéitég For the subjects analysis, disj@int:statémeﬂts
were disconfirmed fastest (1510 msec), superset statements next fastest (1575
msec) and=®;ériéﬁ statements were slowest of -all (1721 msec). The overall

9.67.

effect of set relation was significant at p < .01, with F(2,48)

Furthermore, subsequent planned ﬁomparisané showed that overlap statements
were significantly slower than superset statements, F(1,48) =14, 49, p < .01, "

while the superset and disjoint statement-types were not significantly dif-

ferent  from one another, F(1,48) = 2.87, p < .1.- For the items analysis,

the mean RTs for disjoint, superset, and overlap statements were 1506, 1580,
and 1630; respectively; the effect Df¢$§trreiation was marginally significant,

F(2,144) = 2.42, .05 < p < .10, VWhile a planned comparison did not reveal

‘a significant'differenée betwesen overlap and superset sentences, F = 2.34,

;i10 <p < .20, the Ei%Ferange between tﬁem is of course in the éxpe¢ted

direction, and the magnitude of the difféféﬂ@? (100 msec) is relatively

substantial for this kind of experiment. Lastly, the error rate on overlap

statements (24%) was far greater than that on superset statements (8%),

t(12) = 4.35, p < .001.

L
i
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All things considered, these results indicate that overlap s tatements

are harder to process than their superset counterparts,.and this provides ar
‘alternative expléﬁatiﬂh of the Holyoak and Glass results. Thus there is no

clear-cut evidence, in the Holyoak-Glass sfgdg for the effects of true-
complet ion FréquEﬁé§; or for what they ﬁava ;a]léd “dis&gnFiﬁmatian by
c@qﬁteréxaépiéi“~ As we see iﬁ, thiS'fEducés’;hé éred?bi?ity-af their
theoretical claims. |

How do thé“pragéﬂt results 1ine up withethe Féatur§>CDmpaﬁi§Qn.haﬂe]?
It seems that they remove one ptubiem far:fhélﬁéﬁei—heﬁé need to explain thg

effect of true-completion frequency on False RTs--and create a new one--the

need to explain the effects of set relation on False RTs. That is, there is
nothing in the Feature Caﬁéarisan model that would lead us to exéect that
False RT should increase from disjoint to superset to Dverlaﬁ stétemeﬁtsg
when all three statgment*typéslara Equaﬁéd Fg?"reiatednesé. Before trying
to add some new assumptions to our model to account for thesgfﬁe& results,
itis halpFQ] to localize the effects of set refation Qiéﬁiﬁlthé processes.
-of the ﬁdeIi, Two aspects of Experiment éfsuggést that set reiatién‘aFFegtéd
only the 5ezénd s tage of the model . Firsf, all three statement-types were
equated for relatedness, énd, in terms of the model, this means that all
false staﬁeéents were équaily Iikgly toirequiﬁe séécndfstage processing.
Second, as previous]y ﬂataﬁ, true and Féisé Statements‘hég roughly the same
'Iagel of subject-predicate relatedness, and;'acicrdingst@ the model, this
meansgthst,manyvcf the True%?a]sevdecisiané'mast'havg been basééian sééﬁgds
stage processing (Smith, Shoben & Rips, 1974; Smith, Rips & Shoben, 1974).

T

it
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- We aisa have addltnanal evndenie that argues FGF a second- stage locus of

the eFFact DF set relat:aﬂ To apprac1ate this EVFdEﬁCE} CQnEideF the con-
sequences of “changing the quantif?ef used in Experiment 3 from A]I-t@ Séma.w
WE héve argued e]sewhere thaﬁ Same StEtEmEﬁtS pﬁabably require a dlfFEFEﬂt»

Sacand stage than that used in verifying Ail stataments (Smith, Rlps &

‘Shoben, 1974). Essentially, this Is due to the frct that the second stage

‘used will All statements establishes a subset relation, and ng;rstatemehts'r

“are true even when they mgniFegt only a superset or overlap relation. C(on-

P

Sequéntly, ?F the set-relation effect is due ta’ihé second stage, then this
Effaﬁt mlght rnot obtain if the quantlfner is SWIchEd from A1l to Same.,

Agzcrdingly, we basically redid Expériment 3 using Some as the quanti fier,
=
(To |nsure thst True aﬁd ?aise responses were still equa?ly prabab]e we used

an]y 25 Subset Statemeﬂts and increased the number @f dIEJGIﬂt %tatements to

ri?Sg) ;Thé results were Simﬁie_ There WES’ﬁD*IQﬁQEF aﬁy aFFe:t at a11 of set

‘ke]ati@ﬁi“'if we restr?ctvaur attention té‘the 25 disjcint SuDEFSEt and -

'varlap Etatements that were preulaus]y uSed |n Exparnment 3, the hew means

are as F@l?aws: ’f@r'the subject aﬁalysis, disjaiﬁt = 1452 msec, gupersgt's’

1494 msec, and évérl%p = 14§9m5ec F(E AB) < 1; for the |tam5 ana]ysns

disjoint = 1502 msec, superset = 1522 msec, and over lap = 1517 msec, F(2, 48)
< 1. These results, fhaﬂ; iiﬁe.up with the notion that the setgreiatiaﬂ-
effect of Experiment 3 was due to the second stage .

To explain why second-stage processing is faster for digjéiﬁt and
: S e . -

. superset statements than for overlap ones, it seems we must assurie this stage

is self-terminating. Disjoint statements would then‘bé diécanfirmed rapidly

‘1
N
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o if we further assume that qeneralfFeatQEES— like be ing annmate or benng alive,
are ﬁaﬁpared first since most of §ur dISJQIﬁ£‘p§IFS differed on thése fgaturES.
"(Nate thaL this differs Fram the Halyﬂak and Glass assumptlan abaut‘ganeral
features be ing aﬁgessed’Fiﬁsﬁ, since we hold that such Féatures ;nly beiqme
>'avgiiaﬁierafter-an é&téﬁ%iﬁé amount @F-prp;e%sings=the first stage--has been
VéDmpiEtEd.) There is SSmé sbppart for our assumptions in Shoben (1974)
where dISJDInt noun=pairs were disconfirmed faster when they dlfFEFed on
general Faatures rather than-just specific ones. ;hgben, thoagh, did not
L Vestabi%sh Ehat this effect was independent of Fe}atédﬁass; 50 GQE asgﬁmptiaﬁs
: sﬁcgid be considered speculative until further fésearchlis done.

V[t_fs somewhat more difficult to come up with an'esplanati@n’af why
sécandistaga process ing sh@u]d be Faster far sup&rset than Dveriap noun-pairs,
as bath types of noun pairs Eﬂhtalﬁed vnrtuaily no m|smatches on general
Featuresgr Thére-$é, however, éﬂe ﬂatabig diFFereage between the sets of

: definéﬁg Features FQF'SUDErSét and overlap pairs.. In supersét pa;rs the

»predlcate term shﬂu]d contain more Features than ‘the subJE¢t term-(as the :

predncate term is in fact a subset Df the SubJECE), whlie this lmbalan;e

ﬁeed not ha]d in averlap palr Detéctiaﬁ of this imbalaﬁcefwau]dapﬁqgjdaW.

-

EufFlilEﬁt grgunds for dlscanflﬁmlng a statémentf for cbvxauzly aT,_tEEf‘n

Faatures of‘the predicate cannot, be found amang th@;e of the sébjéitviF,thére

are more Féatures in-the predféaté tﬁ'begin with. Thusfit’is'Paszibie that

a

SUpEFSEt statements were pFDC;SEed faster than ﬂverlap ones bgsause the -

' Subj%zts of Exparlment 3 were sen5|t|ve ta thlE lmbaianze End termlnéted

thEIF second- stage pFGCESSIﬁg as soon as the nmba]anﬂe Waﬁ’détéctéd .fﬁls;i;,j

- A

& b . . . . &
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-a very ad hoc assumption, and again furthér research will. be needed to
-détérmine if it has aﬁy'meriti

TD summari ze, Experlmenﬁ 3 éppéars to undermlne the results of Glass and

. Holyoak on EFUE‘EDWPIEEIDN frequencles (CDUﬁterexampies in thEIF iermlnolagy)

6 -

it also 1aad5‘i;fsame new pr@b1ams for the Feéture Comparison modai prablemg

that call for further embel 1ishnents of the proposed second;stage,

: Summary and Future Dir%cti@nsh

L4

We began with an attempt to classify semantiﬂémaméry models, and after

considering various unsatisfactory classifications, we proposed a distihctian.

between Computation and Pre-storage nodels. Computation models, of which the

Feature Comparison model is a currEﬁt:exemplar! emphasi ze semantjc expansion
of terms during sentence verification, and account for RT effects in verifi-

cation éxﬂerimentsaﬁy ﬁeaﬁsfgf variations fﬁ'tha time needed for dompari son
@peratiéns between thesc EXSEﬁdEd.SDHEE?EEi Obtained effects of relatedness

3

or typicality are explained by similarities among the elements of the expanded

;Gﬁteptg...Pﬁgsst@ragg models, such as the Marker Search model, explain RT

_effects In terms of variations in search procedures that operate on a data-
base éf stcréd (uswally intéri@ﬁnéitéd) propositions. Typicality and kindred
,phen@mena are explained away by means QF co-occurrence fresuency

0

. What is the current s ta tus Df thEEE madalg in Izgﬁt éF the evidence

ervFEWeé here? Huch ﬂF this 3v:dence related IﬂdIFECt]y to the quegtlan of

-

whether RT eFfscts ‘are best SECFIbEd to search Gr zcmparlsnn processes. But
thaugh we were able to offer a detailed contrast. batweeﬂ a thegry emphas:z;ng

camparnsaﬁ processes (the Feature CamparISGﬁ mcdel) and orie émphasnz|ﬂg sesrth

L e A R A
AR 9. * '
- 3’ .




/ ! o Issues in‘Semantic Memory

\J 59

] . K . : \ } » . B )
pFDCESSESV(thE Markér Search madel) we are not able to settle the comparison
St vg. Search issue in any Flnal way . There 15 no dEﬂISIVE emplrisal resul t.

that’ infirms élther theory. ThIS is not so much because semaﬁtzc=memary

“research has uncovered no interesting facts, butrrather because the models

*" “have been retrenched in an effort to account for the new facts. As a result,

one-of the outstanding questions is whether the revised mﬁdels are too general

 to be testable, a Pﬁ?biem thétVSEémsgéq;be'pérti;ularly acute f@r Pre-storage
B ' "‘ *\‘ -

models (Glass ¢ Halyégk and particu]sr]y Collins & L@Ftus, 1975) For these
lmsdels, there are no struztura] constraints at all on seargh DdeF Even

'the emplrtial constraints proposed by Gl ass and; Ha{yoak can be by-passed by -

*

lﬁVleng extra me¢haﬁ|5ms like thase needed to acccunt for drs&aﬂf|rming

anoma lous sentences. For Computat;oﬁ deEIS, one of the important remaining
»

problems is to specify the mechanics of the camparlscn process thraugh

-furthgﬁ discriminating experimEﬁts; hapafully the present Experiments 1-3

begin;téA&@'thié;’:

| Wi th Fégpggt to an explanation for typicai%ty effézés? we seem to be
on Firmer ground. There is SQ evideéce whatsaevér for ;he r§l§ of :o%f 
occurrencé Fﬁequeﬁcy, at. ]east whéﬁ Frequenay is measured in ar objective
way' (as ln our reana]ys?s of Aﬁdersan-é Reder, 1574, or in R95§h et al., 19?6);

‘Al though dependence on co-occurrence frequency is a relatively. peripheral

feature of Pre-storage models, the lack SFYEVidEﬁCéZFGﬁ co-oceurrence

+
t +

frequengcy leaves these models with@ut a principled.éxpianatipn_Far their own
. B ‘ . ) . g
structural organization. For example, the Marker Search model is left wnthout

7any the@rétlcai underpinning Fcr ltS 5hart ~cut pathways or SEEFQF order, -

] s : i . . fr‘\\
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ta - beyond thershéer_ﬂéad to, account for the data. By contrast, those Compu-.

b2

tation models that take Féa%ural Eimi]affty as their starting point$shave
1ftflé difficulty in coping with typicality effects and other related
phenomena. Instead, the problems faced by the latter models have to do with

‘specifying the status of the features themselves, and the boundary COnﬂithﬂSg :

on feature combinations and fedture comparisons.

of Fcukéé‘thébfgsuésﬂgéhgended by'CDmpufétiéﬁ énﬁ-Pré%éfaﬁaég?%ﬁdéiéléa
not exhéust the réﬁge{af qUesf%Dns zoncérning-ﬁsyéhﬂlégféél séméﬁ;icsi “Nor _
do we need to resolve the former bchrg.pu%éuﬁhg the latter. For exéméié, |
little ekée}imentatiaﬁ has been ‘done.on rules for éaﬁbiniﬁggpropasi;fcns

semantically in complex séﬁten; es, and to our knowledge, no semanti@amem@ry
model has even explicitly addressed thigvpgébleﬁi ‘Vhile we haxiEdone some
pfe]iminary work in this area (Rips, Shoben & Smith; T975)i tgere }5 no ﬁéy”
at present to evaluate sémanticimemcry models on this issue. Similarly, most

current models of semantic memory have been content-to divide sentences into

pr@pérty Statemeﬁts CE;ggiVDfaﬁQE§V§FEAfDuﬁd) sndvéiqssffnilusian statements

ements are

m §
[

(E g., Drénges are Frg?t) .. But among the so-cal led property sta

a wealth of dlStlﬁCt semantic-types, lnaludmg modals (Dranges can rDl])

sentences with ﬁe]ativg ad jectives (Qraﬁgés QFE;SWEIL),xénd_SEﬁtEﬁ¢ES with
. ) - o

complex verbs (Oranges grgﬁ}. We know from Vinguistic aﬂd.phiiasaphicai

", analyses that such sentences contain important/seifantic characteristics, yet

’

we have. no evidence at all concerning psychological distinctions among them.
It seems to'us that semantic memory has nothing to lose by dealing with a
broader:range. .of phenomena. o 3 : v (‘i

b
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: g&%??ﬁ??ttlons are not clear-cut. Both of these ﬁroblems could eventuate in

?~~rather than reTyin, Gn‘tvﬁ_
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o 'Faatﬁm;es T /
: . : : S } o :-
]The reéearch reparted ln th15 paper was . supparted by U S Pub?n: Health

Servnﬁe Grant HH 19705 aﬁd a grant “from the Spencer FQUﬁdatlan, and |n part

£

by the Natlonal lnstltute @F Educatxan uaﬁfr Eantract ND Us= NIE -C- 4@0 75 0116

DL Me” thank JDhﬁ Andersan and Lyﬂne Reder Far maklng th81r data avan?able to us.

2AH Furthar Feferensgs to Giass and Halyaak are to this paper.

Similarly, rsferences to Hé]Yﬂak and Glass refer ito Holyoak and Glass (1975).

BThé pr@ﬁiéms'that.Wé have‘just diéauséed.aillétsm from the procedure of
assigning mutua]ly exclus:ve bsets ths same marker , Dn% cou?d argue that,u
.o . 3 LA - . TR a
klﬁd aF prciedure we ﬁeed |nstaad to use our

ihtultiOﬁS t9 deEldé wﬁen two paths are contradictory. The difffcuitiés with:

*

!fhis'§01ﬂt70ﬁ afe ébvféugs it forgoes any a EFIDFI dEtEleﬂatIOn of contra-

;dl:tmry pa|rs, and it may not lead to. many pFEdIStIGﬂS if rntu:t|0ﬁ5 abaut_

[

" a tha@retscal Farmulat:aﬂ that Iacks testabglity ‘ .

*;ﬁmemary (¢.g., Wilkins, 1971).

_carre]ated wnth True RTg r(7ﬂ) = 23,» DS <p<.

s :)-' ’es_ ¢
vklt is pésslble to‘malntalﬁ‘that Gﬁhér meaguresiaf production FréquaﬁGV‘

‘, ‘,‘

ould have been more épprapfiété Dur EhQIEE'WES d|ctated by the avgllab|l|ty

o o\

o SThere are some add|t|§nai resu]ts ffcm our EQFFE]StIDﬁa] analy5|s that

2
= @,

'Heséﬁve cammEﬁt Flrst bath praductlan Frequeﬁcy and typlcailty ratings

Sk

05 FESPECEIVE]Y. NEIthEF DF these flndlng"ié the least bit ﬂévai (§Eé )

*

Smlthf Shaben &,R:ps,,T??Q) thﬂugh both correlations’ are surprlslﬂgly Tow in

fay

Jand r(70) = =25, i



®

N,

QF the Flrst stage (the Semant|§ relatedﬂess value) dlrectiy aFFects the

- ‘\ 3 p -

: ccrrelétian.batwgen‘typicality ratiﬁgg and the KF count, r(7D) “.,”f;g 5¢
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| R N

light of prgvi?us results. 'Ses@ﬁd, there was also a ma%éinaI.’ ' ive ¥

nw
[
—
o
LNy ]
W

. X.?
' : / T Lo
p. < .10, This resu]t EGHF]IEtS wi th the negatuve EGFFE]EEIQH of Rosch et al.-

Ee .

(1976) that was Just mentnaned in the text ~But the ionf]iét may-ba m@ra, e

A

apparent than raa] snn;e the lnstance Eategory palrs QF Rasch et alﬁ aaveréd

a wndef-typnza1ity réﬂga than did thase QF Anderson and Rederi, Sc the Rascﬁ‘
et al. results may b?fihe more sehsitive ones.. Finally we should mention
- 5 R . 27 i . . . s : )
3‘;@5 = e P s . = . o - - . . . =7
that we performed a step-wise multiple regression of RT on the entire set“of

indepeﬁéént iar?ables diséugsed»abévei plué méas: GF 5|mp]e wﬂrd FreQuaﬁﬁy o

s

(determlﬂed by the standard KUCEFE ‘and Franéns narms) N Typlcallty ratlngs C

entered the r&gre§5|on equatlan Flrst aﬂd DF the remalﬁrng varnab]gs on1y the

1

word’ Fraquaniy Df the lnstance term Shawed even a marglna]]y slgﬂlflgant

S

,zorre]ation with RT, r(69) =07 21 05 < ] i .10, Thus, typicality ratings

taken tagether Whth |ﬁ5tan¢e ward Fraquensy seem to provide the best account

of the RT data;’ R»"‘ 32, F(2,69) = 3.96, p < .05.

561355 and Hclygak argue this in terms mf Sternberg s (1959) Additive

H

FéétDrS‘methédg Wg Fee] that lnvaklﬂg the Additive Factors me thod here may

be somethlng bf a Fed herr|n94€ In the Feature Camparlsan madel the Qutput

e e

duration of the SEEQnd stage; thns means that lf.relatednass i's manxpu%ated

3

axperlméntally,'ltﬁ -effect will lntEFaat with any Faatar (e g , category, SIZE)-
"[ .

"that iﬁFIuen:es the secand stage The Feature Cgmparlscn deE1 therafafe,

cannot be fau]ted fgr laﬁk of additive effects betwean re]atedﬁess and cate-

#

gory size since none are predié%ed. of éourse; it may be possible to find o
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- _.i | | , !%i"_;> o

g

same thlrd varlabIEchat influences the duratlan of th

.'s

irst Stage wuthéut‘?

S é: Ehangl gythe relatédness value; and i'f sc, this factor shnuld prcduse
: e 4 O 4 . o ; i
! addltlve eFFects wuth sheond gtagé var|ables R s T e T
. [ = = .";,g;’ s
' e WE cguﬂd Equally we]l assume: that re]atedness dependshcn the prnpcr— v

L

t|on DF the secand ltem,s féatures that ‘afe sharedi This Tﬁ no way afFeéts

the presant argument,5

2

ite of . the categary size Effect dEFIVEd

HDFE spechlga]]y, th —estT b

Fram the analysus af c@varlance is Dbtaqned by F:ttlng an gquatlan af the

Fa]lowung form to theareaétionjtlmeipa g ( gﬁDFlﬂg errgr)

~ B - ‘: .
, thé cverill maan RT X |5 the ‘mean rs]atedness ratlng, énd sz
effect of” categ@ry size. Eyggontrast: the madei prépased by Sm
and Rsps (h%?h Equatlons 3 and 6) is more égmplex, and prequcts Tfugfrééthﬂﬁ
times as: - ;
RT. .-
1l X
_whefa % -represents the nofm§] §Jstribgt|aﬁ funétlaﬁ, and. 25 'gi Egjxand:gl:
are péfametEFs_oF the mmde]ie:A'Simifg; “equation ébtains Far Faiseﬁieactién
‘4 ti@ég; The re]atlanghnp betwaen FeaitlDﬂ tlme, Felatednesg ratnngs lénd the {

“estimate of tha éétég@ry size eFfect is claariy diFfarantaiﬂ the two mﬂdé}s,

Y
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and &ansequant]y§_theﬁe'is no reason to suppose that the estimates of

will be equivalent.

9At one paiﬁt, Glass and Holyoak argue that the results fér anoma lous

s tatefients é;é not critical to their m@dél‘béiéUSE they wish to restrict
their thecry to eXP]aﬁatiDﬁS of high- awﬁ Tow-frequency statements. We are
not convinced that this restriction is a principled one, and so we will
consider the ﬁésults ?Dr anﬂmalau;lséétemEﬁts.

1D1ﬁteregtinglx, though these:resuits fail to replicate the Holyoak and
Glass i 'sults for aﬁamaiﬂus ststementsggthey_dc répligage an earlier study

L .
& .

of Glass et al. (1974). These authors, using noun-property statements rather

than noun-pairs, found that anomalous statements were disconfirmed fastew :. '

than high=frequency State%EﬂtS, which®iri turn were faster than their low-
frequency counterparts. :

11Tt:> keep matters comparable éD Holyoak and Glass, relatedness was

4

determined:EQ ratings of ''"closeness in meaning''--the standard procedure. As’
g

an af terthought, we é}so-meéggred relatedncss by the ratings used in

EKPEFimEﬂt 25 these ratings also showed tﬁat the superset and overlap state-

i

Sl a0
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" Results fram Aﬁ%lyses of Variance of True and False Responses e
‘Treating Either Items (Items-amalysis) or Subjects (Subjects-

T‘QESIySis) as a Random Variable while Averaging Across the Other

S

Subjects-amalysis 986 1045 - 1089 8.15 2,38 <.005 ,

'9-"

I tems=analys.is 979 1050 1112 2.1 2,3  ns. ot

High Lov AﬁDm?TGMS F df . P

— — 4

Subjects-analysis 1103 1248 998 38.58 2,38 <.007 .

Items-ana lysis 1136 iéﬁzéé 100t 10.24 2,36, <.001
min F'(2,59) = 8.09, p < .001 e

- —

= g e
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¢ ‘ Figure Captions ‘

Figure 1. Two simpie models of semantic memory--the Attribute and
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“ Hierarchical models. o | BT
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/.Figure: 2. Ary ?l]gstratiéﬁgaFTEhe Marker Search model. Lawefiiage v
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‘abels on relations. L.

i
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