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Abstract
)

The approprlateheis of standardized gain scores and analysis

of covariance adjusted for errors of measurement wece ,considered

'for quasi-experiments'conformingto the fan spread hypothesis.

Previous confusion in thisarea was resolved by'considering a

linear and a non-linear model of within group grOwth. Foi 'the

linear model both procedures estimated the desired effect with

equal precision when samples were large. With small samples analysA

of covariance was appropriate but.standardized gain' scores' estimated

the wrong effect with spurious'power. For the non-linear model only
/

standardized sed gain scores were appropriate with large samples.
.

Neither procedure was appropriate for the non-linear model with

small samples.
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Selecting an appropriate 4lYsis strategsyfOr a study )24,iced
4, ,

on, a quasi-experimental research design IlaS)been 6:, topid of eon',

siderable controversy. The noneq4ivalent control .g 1 design

(C pbell and Stanley, 1963),in particular has rece ved a\great:Ofal

f attention: Recently, the discusSion has fOcused%on thp\issue of

academic rate of growth and its impllidationa for tradition analyses

procedures. 'Specifying the appropte analytic model is dependent

on how individuals change over time. Some authorities (Campbell and

Boruch, 1975) have suggested that th initial difference between the

comparison groups on a pretest achievement olasUre implies that the

comparison groups are growing academically at different ratesst

Initial achievement' differences have been ound'frequently in qUasi-
,

experimental studies like the evaluation o compenstory cation

programs: This differential growth rate problem has bee labeled the

fan spread hypothesis (Campbell and Erlebacher, 1 0).. The theory

suggests that withoUt a treatment, the difference between the

comparison group means would increase over time d there would b

a proportional increase in the' within group variab'lity. ThiEy

relationship between' the increasing' mean difference nd the,w/l.thlA.

,

group variance can be,represented algebraically as the ollowings

where:

Npt'

l'xct K

at

are the population means on measure (X) for. ihe
program and control groups, respectiv.ely, at time: t;

is the O ed wi thi n-group 'standard deviation _of the

outcome measUre at time t;
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to

The use of tclitional analyses techniques under this concept:

ualization ha been challenged aa'inappropriate on the basis that

they underadjUet for grout) differences (Campbell and Boruch 19751

Kenny,1970. Not everyollie agrees'owever with this assessment

and evidence supporting the use of tradi;tional analysesprOcedures

have. been ppedented (Porter, A. Q. and ChibuOos, 'T., 19741,

131.7k, A.S. and Weisberg, H., 1977).

The confusion co erning this issue ?f an-appropriate

analytic strategy can be attributed to a large eictent to conflicting

assumptions made implicitly on'the nature of individual growth.

The previous discussions of the fah spread hypothesis have

concentrated on'the differential growth rates between comparf:son,

groups,. The growth rates for these groups have been assumed to
.

be linear over time. The growth rates of individuals within these

..grpupe however have been ignored. For the average group growth

be lineary individuals may grow linearly or non-learly.
;0

A linear model of within group growth implies that individuals

are-"changing at a constant/rate (see figure 1). The 'correlation

T

The fan spread hypothesis with the linear model
of within group growth., The solid lines represent
.average gr

)

up growth while the dashed lines re-
pre1sent in ividual growth.

r
0
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betw4en:a ,Oretest and a poSttest' should therefore equal unity

except for measuremen. errors. The non . linear' model of:within.

grou'vgrelpth suggests,that:an'indiVdualilay grow acadeMically

at_varyirWrates.adro That is, academic growth may

0P.04r:ln spurts (Sep' .igure 2): The:correlation between a pretest

X

4.

T%.Np.A. T.
\ . -

,.. ' .

Figure w. Th fvn Spread hypothesis with a non-linear model
, of ithin group groWth... . - .

and a poSttebt meas're.. under-thistodel would not equal unity..
\..

even with a perfect y reliable instrument. Seleeting,the appropriate

Analysis strategy pends on which of ihese.models-of within
.

group, growth isapp opria,e.

Purpose
, -

The purpose 4141 the yms.ent study- Was tcYbonsider two competing-
-.

analytic stategied'irrlightOf the'.two models of within group
,

growth suggested-aliove.1The twq procedures conzidered were the

tolloWingi 1) stan4ardiAsd gain scores or more approikiaIely gains
-.

.
in standard scoresj and .2) ingle,covaritabie analySils Of coves r ance,

. A

wi h estimated tr,1*.s .-,Scores. .p. The fiest tedhnique AinVolvbd the

',
us of the analysi6 4r variance model with the dependent variable

'Created by taking the difference betW's-eh,a-,pretsck and.d. 0. p teSt.
4 .-7



after standardizing bach,measure.
4

Aivid I-each measure by the pdo/ed within group standard deviation

atlea h POInt in time. The secdhd technique uses the estimated

,true pere Of the pretest rather than the observed' .pretest sco e-

aSithe.covariate the analysis of covariance model (Porter, .967)

Standarallation is achieved, by

:This proc1ur porrects for the errors of measurement foUnd

inthe pretest data. The appropriateness of each technique under

the twd:models of wfthip group growth was based on two criteriai

1) the -effect estimated "by each procedure and 2) the precision

wi h which each'effect was estimated. The two analyses procedures

s died have been considered-previously in the literature on the-

.13a s of the first criterion(KennY, D., 1975; Bryk and Weisberg; 1977).

Bee se the nature of within group growth assumed was not gxplicitly

st. ed 'the results and recommendations have been contradictory.

Th second criterion proposed in the present study has not been

c nsidered in the previous studies examining the two competing.

analytic strategies. Precision provides a basis on which an

analyid techniqUe may be selected in situatioes where the same

-desired effect isoestimatod by two or more procedures.

Estimation under the _fan spread hypothesis
lit

The farspread. model of growth suggests'that concomitant with

an,increase in mean-difference betWeen comparison groupd

proportional increase in within 'group variabiaity. Furthermore

this relationshi 'between the mean difference and pooled standard

deviation remains constant aaross 'time. Algebraically this

relationship can be presented as the-f41Owingi



The terms, arevis d ined previously. From this definition of

the fan spread Hypothesis, the appropriate-adjustment for 'differences
) -

on, a posttest (Y),.givenno treatment effect, is the. product of
.

.thg pretest-difference snd.the ratio of posttest to pretest

standard deviation-Bs au
P - P - - Pye -ye a- Xp XC

\
X

1

Ah ana*tic 'strategy fiaving.this'adjustment'factorprovides ark

unbiaseNsimate of group. differences in situations conforming-,

. to the fan spread model of .growth. iilce tht,definitiOn of the ,
U

an spread hypothesis does -aai inaiude a reference to'the'nature

f -within group growth patternsthe'above'adjustment is
. (

-appropriate for both the linear, and non-linear models of within

A

group growth. -

.Estimation with gains in standard scores

* Standardizing the scores at each point i,n time adjusts for
t

the increasing wq.thin group variability suggested by the fan

spfeadtodO. of growth.t The effect estimated by computing the

gain3 in s andard scores,can be written as the following'
av

aGS Pyp Pyc -3; (Pxp Pxt)

This estimate is ideniical'to the adjustment strategy suggested

above based, on the definition of the fan spread model of growth.

Thus"gains.in standard scores prmvides an unbiased4eatimate of

a (irektment effeqt in situations condorming-to the fan spreads'

(

model. problem arises however when Standardization is achieved

by using the pooled within group stkndard,deviation-calculated

on the sample data.' Thai is, the expected value of the ratib-
1

of pooled within, group standard deviations, 2.11s5c dots rt equal
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' the desired ratio of the population standard deviations. .Table 1L
, .

preaa.nts'the expected value of the ratio of two. non-independent

L :'

Table 1
.

The expected value of the tatio'of two non - independent
Rtandard.deViations :assuming equal popillatiOn stalidard
deviations.

n f= 9 e..7
20.

40,

.-.60.

80

100

t. ,

(

1.0055.

1.6026

1.0017

1.0012

1,0010

1.0146

1. Q,068

10,0044

1.0033

1..0026

)..0238

.1.(5112'

14907)

4..0054

1.0043

1. C.

samp e standard deviations for various sample sizes and selected

)rela ionships between the two measures when the population

star and deviations are equal. If the population standard

deViations are'unequal, as suggested by the=.4 spread hypothesis,
.

the descrepencies' are even greater. ,Thus the use of the smple

standard deyiatians to stan ardize scores provides a biased

estimate a treatment effe t in studies involving small sariples

and poorly correlated measures, r large samples and highly

correlated measures however the procedure is qppropriate.

Furthermore, since the technique is not affected by the relation-
,

ship among the,individuals within comparison° groups, _the gains

in standard scores is appropriate for both the linear and non-:.
2 .

linear models of individual growth..

estimation with true score analysis of covariance

The second ahalytic strategy-considered Tor eituatlons conforming



,

a(to the 'fan spread model was the true score, alysia'of cove lanqe
. .

. ..procedure. '
The procedure asstimes-knoWledge of the aii)propri te .,

population reliability coefficient in order to calculate the

true dco res of the pretel slate: The effect estimated by, using

the true scores as a covariate in the analysis pf covariance: model

can.be written as the follow(i.ngs

PJSk cra

agTS 7 "yc
_
p a . xc)*
xx

,,Where kPxy and %kx are 'the population Correlation coefficient and .

,reliability coefficient 'respectively. The other tetras are as

defined previously'. The above, estimate ls identical to the

adjustment strategy suggested by the fan spread definition except

for the rctib of O'vAx. This ratio provides the correction for

errors of measurement. Therefore if the true relationship between
,.1

the two measured is perfect, as proposed by the linear model of

/N within group growth,,the ratio of 'he correlation to the

'reliabiliAyof the covariate will also equal .unity. I Thus for\the

linear model of.within_group growth the analysis of ?variance

modei\ith estimated true scores provides an appropriate adjust-

ment for the fan spread situation;

Under the non-linear model of within group growth, the true

1A,
.

,

relationship between the pretest and poattest' does not equal unity,

even after correcting for errors of-measurement. Given t his

model:?? within grOUp growth true scorelpthelysis of.covariance

:-Alnderadjusts for the initial group dfferences.

Trecisioa

.1

The.abovediscussion on estimation showed.that both strategies

'estimate the dedired effect for the linear model 0 withi group d

10



groWth;! In this'situationthe precision'with:whic!h each' technique

ates the effect is great'interett.- It prOvide.a'es
On which a'researdher coin select between the competing i)ro.-
I . ,...,..., 4

cediares. Precision is defined in termsof the variability of the
. , i ,, 1 ,

.effedt estimated.' The greater, the variance of the, estimate the

'107r the precision of the test. An indeXof preAision).s
,- -,

therefore found in the standard error of the simile contrast of

interest.

Both.gains In standard scores Id true score analysis of

covarianciiCcsn be conceptualized as an i-ndex of response having the

following form:

Where

14

w = y KX
( P

,
\

'm is the adjusted variable;

X,Y are the pretest and posttest peasure6 respectively;
1

.

and is the adjustment coefficient.

The procedures differ in how the adjustment ,coefficient ),s

d termined. The gains in standard scQres approach defines 'the

adj stment coefficient as the ratio of the pooled within group

standard deviations of,posttest to pretest,.Sy/ Sx . The
\e

adjustment coefficient for the' true score analysis of covariance

on the other hand is defined as the 'ratio of the pooled within
. .,

group, egression slope, of.postteston'pretesttothe population
- -4

,test- retest reliability coefficient ,Given model, the

'contrast,of-jinterest is the simple differvice between the group'

means on ttle adjuste'd variable W. The index' of precision by

whiab the two strategies-elbe compared is the following:

NI Var(W - Vic)

1:1
.1.7



, .

he variance of the contrast can be Written as themfollowingl

(510 -Tic ) = 2 [Var(.7)+,(E(k)+Var(K))Vara)LiE(K)CoV(YA
a

,r,4 e 4- (it4r IANc, )Var(K)
(Keesling and Wilt's', 197?) '

. -.. . ,

In calcUlating the adjusteil val-iable, bot,t1 gaips.4n standard scorts,

and -true score analysis ofcovariance;requirehat the adjustment

(

9

coef;Igient.(g) be estimated on the samplp. Thls'estimate is
.

likely to change from-Sample' to, sample. ;Thea.diustMent coefilient

is' therefbre a .random variable which must be taken,intoconSideration

by including the'yar(K) as 4 factor in the,variance of the contrast*

Since .both. strategies being considered havapthe'same form,for e

variance" of the effect estimated, differences in precision must

result from diferences in the-expected value and 'variance of

the adjustment caefficients.

The expec+td, values for the ratio of two non - independent

standard deviations were_Presented i;n.table I. The adjustment,.

coefficient,for true score analysis of covariance, assumes that

the pppulation test-retest reliability coefficient-Wknown. The

pxpectedivalup for this adjustment factor is 'therafors4lcrab to
,

tcx E(bi,4). Since .the sample regression slope is an unbiased

estmator of the population regression slope the following is

trues E(b1x) For the line* model-of within group growth.

the expected value of the true score adjustment coeffiientl-
\

\therefore equals unity since ,ex,(=Gx and equal pretest and

Posttest variance have been assumed.

The variance of the adjustment cciW.cient for the gain& in

italidard cores ,procedure was Arived ffpm the density function

-'for the ratio of two non-independent standard deviations (Olejnik, 1977)

.12
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Table 2 presents the variance for the adjustment coefficient

given varying sample sizes and selected relationships between the

T5
Table 2

The variance of the ratio of two non-independent standard
deviations assuming equal population standard deviations.

n Q. .9
e'-'7

k0 , . - . 4

20 .01125 .03049 .05066

40 ' ' .00515 .01388 .02296
..-

60 .00334 .00899 .01485-

8.0 .00246 .00663 .01096

100 .00196 .00527 .00.870

two -measuresi Thg variance of ths true score adjustment coefficient

.assuming knowledge of the,population test-retest reliability

coefficient equals: ,zzVar(by.x). The variance of the sample
I-Q.2.

regression slope is equal to . Table 3 presents forh-3'

varyingsample sizes and selected relationships betwceen the two

measures, the variance of this adjustment coefficient. As with

the previous tables the variance of the pretest and posttest have

'able 3

The,variance of the adjustment coefficient suggested by the
true score analysis of covariance assuming equal pretest
and posttest variance

n -e':*9
e_-.7 e.,..4

20 .01379 .06122 .30883

40 .00634 .02813 .14189.

60 .00412 .01826 .09211

80 .00305 .01360 .06818

100 .00242 .01073- .05412



been assumed to be equal. Finally to facilitate the cor71;risol

between the two procedures in terms of precision, table 4

compares the sum of the, expected value squcl.red and the variance

of the adjustment Coefficient for both strategies.

Table 4

The sunk, of the expected value squared and varianceU(K)+Va'r(K),,
for the. gain in standard-scores and true score analysis of
covariance assuming equal pretest and posttest, variance

e-.9 e-.7
')

Gains in True Score Gains in True Score

Standard Analysis of Standard Analysis of

Scores Covariance Scores Covariance

Gains in
.6tandard
Scores'

True Score
Analysis of
Covaviance

n K= 4sx K= K= //sx K=
b K= '#/s

v.x

xx \

20 1.0A28 1.01380 1.05489 1..06142 1.09883
,

1".308133.

40 1.01036 1.00634 1.02753 1.02813 1.04549 1.14189

6o 1.00674 1.00411 1.01781 1.01826 1.02949 1.09211

80 1.00486 1.00305 1.01324 1.01352 1402179 _106818

100 1.00396 1.00242 - 1.010,48 1.01973) 1.01732 1.05412

Discussion

A comparison.of the expected value,and variance associated

with the adjustment coefficients for the two competing analytic

strategies indicates almost no differences when the relationship

between the pretest and posttest is high! .exl= .9 or e,.= .7.

This is true regardless of the sample size. When .the relationship

between the measures is low, er .4, some differences become

apparent. In situations where the relationship is low but the

sample size is large the two procedures appear to have equal

precision. As the sample size decreases, greater precisiOn is

associated with the gains in standard scores approach.
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The above conclusions on precision have been based on the

standard error presented in this paper., There is, however, an

important difference between the calculations iirovided here and

the standard error generally associated with the gains in,

standard-scores procedure. In actual practice gains in Ttandard

scores are determ4ned in a two-stage processf first the adyusted

variable is determined; and second it is used as tha dependent

variable in the analysis of variance model. This p?ocedure

assumes that the, adjustment coefficient determined in step' one

is a constant
,.
aCross replications. This standard error therefore

differs from the correct standard error presented earlier by

eliminating all factors involving the variability of the ad-

justment coefficient. This reduced form of the Stom:6d error

produces spurious precision which leads to a liberal'test of

the hypothesis under investigation.

The degree to which the gains in standard scores procedure

as generally,determined, is too liberal, is dependent on the

variability of the adjustment coefficient. Table 2 provides ,

some infOrmation on this question. When the relationship between
g),

the pretest measure and the posttest measure is high and the

sample $ N!ze is large, the variability of the adjustment coefficient

Is essentially zero. As discussed earlier these are the only

conditions under which the procedure.estimates the correct
. ,

effect.' Thus under those conditions the gains in standard scores

procedure, as they are generally calculated, is likely to be appropriate.

As the,sample becomes small and the relationship weakens, the prob-:

'ability of error increases as does the bias in estimating the effect.

1



These abservations were based or. the situation when the variance

of the measures are equal acrobs.time. In situations Conforming

to the .fan spreRd noCele the' variability associated with the

'adjustment coefficient increases and with it the inappropriateness

of the gains in standard_ scores technique. Thus, unless the 2

$

sample is large and the relationship between measures`1!.is high

the use of gains in standard scores as generally calculated

should be avoided. On the other hand, the estimated true score

analis of covariance technique .does take the variability of

the adjustment coefficient into.consideratibn indetermining its

standard error. The analysis of covariance is.not a'twostage

Process but rather the adjustment ,coefficient and the estima on

are computed in a single analysis. The disqussion presented

here, has assumed that the population test-retest reliability

coefficient was icnown. If it must be estimated on the data set

or an independent sample, the variability of the reliability

coefficient must be taken into consideration in calculating the

appropriate standard error. ',Substituting a sample.estimate of

the test-retest reliability coefficient in the true -score

analysis of covariance approach can Also result in spuriously

high preaision. Given that the population reliability coefficient

is known, the. true score analysis of covariance provides an,
I.

appropriate estimate of A treatment effect under the linear

model'of within group groWth and greair'percision than the

gains in standard scores technique.

Summary'

The present study has resolved the problem of conflicting
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1 recommenchtiods found in-the literature concirning the gains in

standard scores and analysis of cOvariance'adjusted for. err

of measurement as.appropriate analysis strategies in qua 1-

experiments conforming to the fan spread hypothesis. fhe

confusion restated from conflicting implicit assumptions on the
4

nature of in4vidual growth patterns. ray clearly stating the

nature of with.in group academic growth; th appropriateness o

. .

the two competing analytic strategies were evaluated.' Under

linear model ofcp-wiithin group growth with large sa.nples bot gains

t.,

in 'standard scores and true score analysi8"of covariance estimate

the desired effect with approximately eqlial prieision. With small .

,

samples hOwever, the true score analysis of covariance technique

O . f

estimates the dethired effect with the appropriatestandard\error,

but the effect estiMated by the stains in standard scores approach

is not the desired one and the estimate is made with spurious

power. For the non - linear model of within group growth true

score analysis of covariance does not estimate the desired effect.

Gains in standard scores do'eS estimate the desired effect with

the appropriate standard error only when the samples areI'a-rge.

When samples are small neither of the two strategi s considerade/)

are appropriate for the non -Linea` model of within group' growth.



lo
15

0

References .

Bryk, A. S.,& Weisberg, H. "Use of thenon-equiY"alent control
group design when subjects are growing ". Pgychdl ical
Bulletin, 1977, 84,_950-962. , ,,

. . ,
CfMpbell, D.' T..& Stanley, J. C. Experimental-and quas4.-_

experj.mental designs for research. ChiCagbiAland,

McNally, 1966.
.

e.

.

.

Campbell, D.T. & Baruch, R.F. -- "Making the case for randOmized
,

assignment to treatments by considering the alternatii4s1
SiX ways In which quasi- experimental eval04tipons in
compensatory education tend to underestimate effects."
In C. A. Bennett (Ed.), Evaluation and experiment..
New Yorks,,,Academic-Press 1975.

,

i k T.

'.-Campbell, D.. T. &-Erlebacher,,A. "How regression artifacts 'iii
qUasi-exPerimental evaluations. can mistakenly make ,

compensatory educatipnilOok handful." In J..HelImuth (Edj,
..4. agmpensat6ry edu&aj.dnILA,national debate (1101:3)

,

The disadvantaged tii14: New York Brunner/Mkzel, 1970'

Keesling, J.W. & Wiley,1D. .'`Measurement error and the analysis
.of .quasi-experimental data, ver015.on-IVUnpublished
manuscript, 1976.

Kennyl, D. "A quasi-experimental approach.. to assessing`tre ment.
effects,in the nonequivalent control group de gn."
Psychological Bulletin, 1975,,82,'345-'362,

Olelnik, S. "Data analysis strategies for ,quasi-experimental
studies where differential group and individual growth
rates are assumed." Unpublished Ph.D.dissertation
East Lansing! Michigan Stat8 Ur4Yersity, 1977.

Porter, A. C. & Chibucos, T. R."Selecting an analysis strategy:"
In G. Borich (Ed.), Evaluating EducationairPrograms
and Products. Educational Technology Press, 1974

'%;

Porter, A. C. "The effects of using fallible variables in the
analysis of covariance." Unpublished Ph.D. dissertation,
Madison! Uniyersity of Wisconsin, 1967:

t

13


