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PREFACE
. gl

‘This ‘work was supported by Grant Number SIS75-21648 froﬁ ‘Thé
National ‘Science Egggﬂgtion to Dr. Thomas G. DeLutis, Assoc1ate ‘Pro-
‘fgssgr of Computer and quormation'Scignceé agdvcoﬁdugtedAatvthg
Computer and Informatién Science Résearch Centér of The Ohio State
UniVefsity\ The Compﬁter'ahd~infdrmation‘Qoiencé‘Research\Center
izatianwhich;cohsistswof.theﬂstgff, graddaté studgnts, éﬁd faculty
ofﬂmdhyfﬁhiveféityrdépartmentS‘aﬁd Iaborgtories. This report is
based on research accomplished in cooperation with .the Department
of «Cofiputér .and Information Science. Thé .research contract was_
aéﬂiﬁiétered'and monitored by The. Ohio .State Univérsity Research

:Foundation.
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In.March .of 1973,fACMfandibSgsponsoredtawWorkshop‘l)xonpcoﬁputer
performance evaluation. One of the major results: of thatlworkshopfyas
afconsensusgthatuthere‘have been tiwo Separate approaches: to the evalu-
ation of information systems performance -- one which focuses on the
-computer system-domain and ‘the :othér whose .attention is'directed,at the
application systém ‘(user) domain. ‘Each has its own. goals -and: '
measures: the computer system domain measures are based on resour cé

quéueing and’ utilization statistics and the usér domain- is- evaluateé

throigh the :performance of -reguested -services.. Measures: such s throughé

put and response: timé are common for the latter. The Workshop dlso {

-concluded. that -any - performance analyses "should recognize both ‘the

¢osts .of a computer installation and the needs of users for service".
: . .. : {
The ‘complexity of the deésign problem for modern computer based: i

information systems has increased significantly over its predecessors

- N LR

~due: ‘to:: 2 T o - . —

LT paen 2T

M -

+

a. thefservicing-ofwan-expanﬁing range of .user or uses with

v

corresponding diverSe,performance'goals:and resource require—-

ments, and ‘ - -

b: the dynamic and unpredictable behavior of the.system. ds.a.
funcétion of design decisions and load mix.

Thus; it is quite possible to improvezthe performance of the system

-with respect to one-or more users at the ‘expense. of others. Likewise,

because system resources are used by different ‘users, improving the

_performance characteristics 6f one or more fesources. for the benefit of

specific.users‘may have .an overall detrimentai effect.-on performance.

The problem presented to the designer is ‘to configure a system Which°

.satisfies the user criterion while achieving system resource related

et

performance criterid, - . ..

.‘ 7 .

(1) This was one: in.a seriés of Workshops sponsored jointly by ACM and

'NBS ‘to :examiné ‘the major issues involving: computers. Performance
tevaluation was chosen as 'the topic of this Workshop because ‘of its.
~significant impact on computer usage. A summary of the conclusions
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A computer based information processing system can be viewed as a

~§y@510t1c relationship between the system's users and its hardware, soft=

~ware and .data. resoutcesf Ideally, the -system- w1ll perform optimally" i

when it achleves 1ts user or1ented objectives w1th1n a mlninum cost system.
However,. optimal solutions are seldop achieved when systems are complex,.

111 definéd or eonstrained for :eesogs outside the control of the designer,
and thus, the‘designer'usually settles ‘for 4d satisfactorially behaving system.
Hopefully, systematic procedures are employed to achieve system-configu-
fations which concurrently meet’the-user objectives while obtaining .effi-
cient utilizition of its resources. Current évaluativé technologies focus
on -only one ¢riteria in: the s;stem design ‘equation, either the user's .or

the system's resource performance. The ability to simultaneoudsly ascertain
the impact of :resource performance on user 'goals-or vice versa is not
'readily achievable through these methodologies. The purpose of ‘this

paper is t6 describe a methodology ‘which establishes a formal llaison be-
tween the evaiuation of user -goals as a ‘function of system behavior and

the analysis of resource performance as a function of user activity;

User oriented analyses with objeotive functions based on' response
time, throughput, and cost have”béepffgpd are eontiouing to be) reported
in the literature. Most frequently, {analytic approaches use queueing
‘modéls -as ‘their basis (GAY76, BUZ73, INEI76. are represéntative of this type
-of analysig): Due to the necessity to~maintain tractable models; many
slhplifiéationsvafe requlred for a~model's analytical solution: ‘Simu=
lation models have alsoabeen applledéto—user orientéd analysis (CON65,
‘ROE70). Unfortunately, these moQEIévyiéiEyogl;‘average and/or aggregate
‘measures .of system response. AS a restilt of these simplifications, the
éhalees;Ptoduoed by both of the approaches fail in many cases to identi-
fy -the relationship. between users and resources. Therefore, they are
suspect when used to predict the impact on system performances of -modi-
fying.thevoq:reht environment .

Altéthétl@ely,vpe:foxmanée,analyses can be méﬁzkfrom the system's
standpoint, tteating the user .and ‘his goals in thé aggregate. The most.
‘common approach is a Subsysteém study, where a particular part of the
information systeém: complex i$ isolated, with the subsystem .user(s) repre-
sented. by a stochastic generator, both analytic and simulstive. The most

- emphagized areas of reéséarch has beén the I/C subsystem (ABA68; NAH73,




SHE76, HEL70) and CPU utilization (KLE72, AGR76, LEW71). The prcblem
~with this level of evaluation is that, although providing valuable
local intuitive insight, these models rarely relate to the ultimate
information system user, and, theréfore, do not provide realistic in~

sight into global perfbrmance.

[ P N S,

Examinations of coﬁﬁleﬁe systems have also been made. Exh;ustive
‘hardware/sof tware measurements have been analyzed by Gonzalés and Cantrell
(GON76, CAN68) while simulation modéls, including an aggregate user

U”gggggggg;Jhggygvhgggﬂhgil;,byhxeeygshanduRooch”ANotland,uandLLum,(REE75,
NOR71, LUM70). Although results of the evaluations include resource
utilization statistics ahd user oriented measures such as response time,
there isrlittle~attemp£ in these models to relate -particular resource
usage to the effect on user goal attainment. -(Two exceptions are
Lindsay's study of the KRONOS system (LIN76) and Hall's.data basé investi-
gations (HAL74).) But from practital experience it is evident that there

is indeed a relationship between user goals %nd resource usage. In fact,

Buzen (BUZ76)- has recently proposed._some.fundamental.laws.for computer
performance which relate resource activity é@ global system/user measures
such as response time and throughput. ;

It is assumed that the objective of goqh system design is to sati;fice
both performancé related criteria. Howeveé; in light of the complexity
of modern systems, many design decisions teﬁﬁ‘to be made swithout proper
supportive evidence on performance. The crux of the problem is to ex-
tablish a causal relationship between user goal attainment and system
resouréz expenditures. The methodology to be-discussed has been designed
to establish such a liaison and will be shown to allow for the callection
of heretofore hard to obtain evaluative information. The .methodology
measures the impactof individual user classes on internal system per—
formance and identifies system bottlenecks which inhibit the attainment
of user goals. This is achieved by maintaining resource utilization
statistics on a user class basis. This methodology presents an evaluative
framework which is capable of eliminating many of the numérous non-
satisfactory designs by directing the designer to the most advantageous
-ones.. This methodology is an itérative one with each iteration involvihg ‘
;hfee separate but integrated stages. Figure 1 illustrates the activitiest

for an iteration. Briefly the responsibilities for each stage shown in
S

7 —

this figure are:

o




Stagé 1

Stage 2

‘Stage 3

el

Identify
Performance
Objectives

Formulate
First System

Evaluate
System

Evaluate:
User ‘Goals

r'.—— O v c——— —— —— — —

—
Terminate
Design ‘Process

-

B

Formulate
Alternative
System-

Figure g3 Stages in System Design Process
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St_ge 1 System Evaluation

This stage is responsible for evaluating the behavior of a specific

information system ‘model, It does this by associating the hardware, soft— -

o T RN S

wate and data activities belonging to a specific design with the system's
user activites. The outputs of Stage 1 are performance statistics for
1the'resources in. the aggregate and for their behavior with respect to
identified users (or uses). To perform_this function, the IPSS Simulator

is- employed( )

Stage 2: User Goal Evaluation

Stage 2 has two purposes, the first is to ascertain whether the user
goals are being either over or-under .achieved. The second purpose is to
déetermine the "best" set of -guidelines for altering the current system
‘configuration in order to obtain the user goals with minimum penalty for
eithér under or over achievement, Multiple goal programming is used for
this purpose. As will be seen, "best" is a function of the assigned

penalty coefficients in the goal programming objective function.

Stage 3.: Design Evaluation

Stage 3 has two functions. The first is to ascertain whether :or not

the current design's performance is. satisfactory with respect to both

- ey T

the user criteria and the system criteria., If the design is not satis-
factory, then this stage's second goal is to define a new system based
‘upon the current design, prior alterations, and the results of the Stage 1
and Stage 2 analyses. Heuristic procedurés are currently employed for
‘Stage 3. 7

,- WS

The focus of this paper is on the’ Stage 2 formulation and its formal
liaison to Stage 1. The paper also identifies the unique features of
IPSS which permit this multi-stage multi-criteria methodology to be
achieved. The paper concludes with a discussion of the use of the

Stage 1 and Stage-2 results in the Stage 3 heuristics.

[§3)

IP5S is a special purpose discrete event simulator whose develop~-
ment was conducted with the support of the National Science Founda-
tion; Grant No. GN-36622. .
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2. Evaluatgve Requirements

For the purposes of this-methodology, an information systeém is. viewed
" R RN SRR . T o P34 - m e ow m e

as inclhding‘ its users and their,goals, and the system's services and their

' 'subordinate activities. This is illustrated in Figure 2. It is assumed

that the system's analyst can identify and classify the system's users
according to their service. request charactéristics and. according to the
performance constraints imposed upon the systeé.(i.e., goals) when
honoring their requests. It is also~as§umednthat the analyst can identi-
fy those information system activities which are critical to system -,
performance. ‘Obviously, the complexity .of the problem is increased sub-
stantially when a system supports diverse users or- provides a wide spec-
trum of services. Whether or not the system is complex or simple, the
criteria for identifying system.activities should be based .upon the
sensitivity of the system's performance with regard to changes in their
behavior.

Information system services are viewed as being, a .series of distinct.

yet interconnected activities which are invoked during the ptocgssihg of

-a--stream of user requests for the service. Again, Figure 2 illustrates

‘this view of a system. Most likely, system activities are aggregations

of one or more traditional computer system functions that perform the

following tasks: -

1. request (job) scheduling,
T 2.task management,
3. resource allocation,
4. secondary storage I/0 processing, and

5. application processing.

The choice of what constitutés an activity is part of the art of performance
evaluation, however, a necessaty condition for their25§1ection is -that they
be measurable and ‘that these méasurements distinguish the service .rates for
separate classé5'of system services. It is also assumed that the rolé of
pénformanéeﬂmeésuremént is to determine thé current processing rate for
the jth -activity with respect to the ith service.

Figure. 3 is-a schematic of the functional composition of system

activities. ‘Eaéh is viewed as an individual qéedgingfsyStém*containihg

s LTAP

P I I PR




Measures of the
System's Attainment
of User Oriented
. ‘Performance -Goals,

Request for ’///’/1

Service #1
z

1 Request. for
Service #2 = ™ ™

-
N
-
~
S
~
~
- \ \
| Sexvice #3 ~
Servicé #2 o
"Service #1

Service

| -___—f”——_‘ | ‘ ee 1

Service

Type {#2

_L_




B

[
v .
- R
¢

: f

i

I

-

s

i

H

¥

J

§

1
£
:’Q -
- »
3

Arrival of a
Requeat -at. the Activity
for Service Type 4

_ Queue; Transit _.‘ \
T Time.

| oom  quesedr |

Queue #2. . .

b m,,,‘.’,; -

Time: to-
Service Request

Rj(i) oy

: ¢ Systen/Activity Interface

- s

_Queue N

—7---‘---—--~----‘-

i
\| server | :Seryer
1

Ry,

\I\\\\ Completion of the Activity's

Servicing of the Request

. ' - N B ”, . ,‘ . .
Figure 3. A-Conceptual Vievw of an Activity:
’ . - - , . R - T

o - : o N




one or more priority queues and one or more identical servers. Addition-
ally, the performance measure for the activity in processing a request

type is the sum- of both the queue performance and service functions of the

e o e At Aot e o S

activitp. Throughout this paper, the variable Rj(1) is employed to identi-~
£y this performance ot activ1ty §° ‘with respect to Service S It %s
assumeéd to be the average of performance for all the executions of A for

S, Also .associated with each act1v1ty A _is & performance factor B

Ao pmt s At e s a <

hrpaearaaslit

which is interpreted .as the scaling factor to be applied..to. the R (1)

’ to obtain the level of performance for the jth activity ‘which minimizes

the goal programming objective function.. It should be notéd that the
‘problem of identifying a "good" level of performance for activities,. d.es,..
determining thé appropriate values of the R (i)'s is - ¢ompounded’ by ‘the
5mu1tiple ‘use. of the activity .by different and possibly conflicting
services. Thérefore, the modification .of an activity' s processing rate

to achieve one goal may be counter productive to the attaifment of another
goal” It is to this possibility of multiple conflicting interactions and
goals: that this methodology is focuséd.

R S ———

T 2 R

3 —Formulation—of~the Stage 2 EValtitive PFocedure -

w*‘ﬁ-
Stage 2 is based on an evaluative procedure commonly called—multiple

goal programming (MGP). The procedure was first formulated by Charnes
Aand1Cooper (CHA61) in 1961 to solve linear programming problems that had
conflicting constraints. Tjird (IJ}65) deveioped the details of the pro-
cedure within the framework of mathematical programming. This technique
has been used to solve problems in the ar2as of strategic management
planning such as accounting control (Ijirij, advertising-media planning
(Charnes and Cooper (CHA68)), and resourcé allocation (Lee, (LEE72)).

The employment of goal programming in conjunction with information system

-performance evaluation is a new use of the procedure. ’

There are three reaséns for choosing multiple goal programming for
usé in this stage of the methodology. First, this approach can evaluate
linear and ordinal multiple goal situations, both of which are inherent
to information systems evaluation. For example, one usér class may pay

twice as much for its servicé, and, theréfore, satisfaction of its goals.
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EA ‘ nzy»ﬂé worth twice -as -much ‘as. others; a linear relation. On thé other :
? ‘hand, certain users, ‘such as a critical patiént monitoring appiiéa;ioﬁ,. o
N may ‘have incomparable importance. relafive to:other .¢lasses; én:or&igai {
? vfé}éfion. Second, multiple. goal programming produces a $olution that not .
; p@l§ evaluates the total goal situationm, ‘but also évaluates each goal, %
? individually. Oné of the purposes of this methodology is: to determine /§
;ﬁ- ,gthga¢rifi¢al4user\ciagseguand\aééociéted;actiVicies. Third, MGP de- IYS
~rives’the: “best! design under the given gosl constfaifts. ~Othet désign
? ~__approaches such as weighting, sequential -elimination, and $patial‘ﬁt9xr7 f
: imity (MAC73), dre based on sélecting the "best" design from.a finite 4
i &ét -of alternatives. The purpose of the overall methodology; however, :
%»gq‘ is. to gggigg;ag~apﬁg9priaté,éy§:em&to—ségiéfyftthuserwaﬁg‘resoqrcé J
b éonstt%ipfg.\ The standard formulation:.of a multiplé goal programming . ;
; * ‘ ,prdbiem is: . é
5« a1 Mini@izé T PeD - - - “5
% 'Sgbject to A+ X+ D =G i
é where ' i
e - A=-a-matrix-of: -technological-coefficients-which-can- - - - - =<
% be thouglit'of. as :the. rates at which the 1ith f
: service~usés the jth resource E
3 X = the array of resulting system resourcé allocation ;
? . levels %
i G =-thé‘artéyjof service .goals E
? v - D = thé array of disérépancies from thesé'é;als f
b " P = the array of penalties associated with the ;

wra Sy o

diécrépan¢ies:1nubf

and’ where fﬁe=pbjgcﬁ;Ve function is to minimize thé product of .the dis-
crepancies- and'-théir associated penalties. ﬁThe soiﬁti@nlto a multiple
goal programning problém représents tHe best. set of levels for th:
- resource :allocation véé;or,X'su¢h that the objective funct.on ig‘mf%imiZed.
- The rémainder of this section discusses‘tﬁe spézific formulation for the
stage 2 component of the methodology. |
?igﬁtezé illustrates the relationship between MGP,. the information
system activities; and its servicing of usef requésts.. The servicing
7‘q€ a request type 1fiq~a’sgqueﬁc¢>6f*§9§ivi§1esj‘AI;Agé, .evs A, each

e,

. . . e,
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R T LS P e R Vo

o A

'




rmation System

,Requ'ést

for Segvi“ek i 4

!ﬁA%iV.it}" J.

'*4? ’~ o ;#e " 3
L 1 3 , S
- - N i 3 b
- * - - 3
s -~ .
- E g :
- _ * . :
‘ Request b ¥ Service :
" et Queue : Server ;
= "' 3 T pe——m s g ~ Complete.
i LN 1\ oy '
i ‘““*""*"‘j’&" \ ¢ N = .| . =t e

==\

R, (1) ol

Ry (1) (1
- —>}e- — ]

Service i A
= Complete \"

Queue \./ Server |.

_ System Service Time for i: T(1) = E R, (1)

4  (Goal for Service i T,(1)

RSN

Estimated Service Time T (i) I R (i)

N PO S o

’,(Based on values for '§)

*Values of B

3

17 Figure 4,

P

Relationship Between Goal Programming and Information System Characterization
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assumed to be neasUrable,by Rj(i); In general, the measure can be a

function M(R,(i)) of the service time, however, just R, (i) will be

% ¥ 4
. R employed in the following discussion.
?Migf o —yyé‘ ”f'”“”Eﬂe'BSEEBrmance of the information system for service type i is
: » - _.~- :given by the relation {
: ; o S
' 1 Tg(1) = 2., (R (1))
@ (1) = 2 @)

e - o

% ‘viere T (i) is the- average system response ‘time to service requests of
tvpe i. Assuming that the performance goa; for the service is TG(i),

then-the discrepancy between performance and -goal is given by
(2) D(1) = To(1) - To(). -

\ The objective of MGP is to determine new performance levels for each

.

activity in such 4 manner that the QEighted-discrepancy; P + D, is
minimized -(hopefully to zero). Letting Bj be a scaling factor to be
—applied to the jth activity, then the new performance leVeél ‘for the
activity is Rj(i) Bj. Incorporating the Bj's into eéuation (1) results

in--the following expression for the discrepanhies:

(3) R()_= B0 =25, I.iRj(il“-B e

B T P, . B - . ~

Observe that both positive and negative discrepancies are- possible,

and, therefore, the formulation of the user goal evaluation as a MGP

A .problem becomes Q )
) ‘ [B]  Minimize By« D' 4P D
: : -+
s.t. RB+D ~-D =g .

R is a matrix of service rates
B is the array of scaling factors
G is the array of user goals
D+ and D are the arrays of respectively; the positive
and negative discrepancies from the user goals
P+ and P~ are the arrays of penalties associated with the

‘corresponding positive and negative discrepancies.

) The“complete derivation .appears in a previous paper by the authors
presented a2t the Annual Conference of the Computer Measurement Group,

: November, 1976 (CHN76).




‘Thé formulation serves %wo purposes: it evaluates-goal achivement and
produces. the Bj's. By Setting the values of the B's to réflect only the
current cenfiguration (i.e.,'Ang~= 1), the eValqationhof the system's
‘attainment of the ‘user .goals is accomplished

?M"ﬂwmwww o Experlmentsm;ith formulation [B] prodiiced validwwbutrinoractical T
§f sets of B's. The MGP problem as stated. allowed for the possibility of
» solutions: where a Bj could equal 0; -clearly -an unaéceptable situation.
'7Inzorder ‘to | inhibit -this type of solution, limits were placed on .the

:range‘of possiblg__‘ﬁz1 values. This was accomplished with the following

ey
H

‘Lj is used to restrict thé alternative possibilities. for. .the case. that 4

-set .of .additional constraintsi ~ e e e e S
. . T @ ) R - + {

(4): : Bt op =0, =L, :
v (4 ' B':i ’ “:i; I .
J . - A - + .
: «(5 ;: v v, = H, <
g ‘g ) Bj j"" ej» J -
X % where . o
: R 0<L, <1
A
. 1<H,
: h|

B. <1 .while H is. used for those cases_ that_ Bj ..... In generalywthe f
: J’ B
... . _.set-of ;all positive discrepanciestor~L3 Sy (ul, “2’ ,uj)ﬁ= M and . P ey
likewisée for H (vl, v ,v+) =N (M and N~ have similar definitions).. :

These constraints are reflected*in the objective function in a
manner different than previous constraints. Instead of minimizing both

-discrépancies, only one is minimized. In thewcase of Lj only uj is

included, since, if uj is driven to zero, thenfp - uj Lj’ implying

that Bj > Lj’ the desired condition. Similirily, for H.j only Uj is in
N the objective function because minimizing P results in *
: By < H}.

These added constraints also have a physical interpretation relative
to the evaluation of the system. No acdtivity can be eliminated from a
system (i.e., ?j,= 0) since Lj must be greater than 0. In general, how~
ever, Lj rgpresents the lower bound--on--the degree of reduction feasible |
for the current level of usage for an activity. For example, L, = .25 :

3
implies that the usage time for activity j can be made, at most, four-times

ghorter, being reduced to 25% of its current level. Similarily, Hj repre-
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sents the upper bound on the -degreée to which an activity's level can be

inéreased (made longer). It must bé emphasized that these limits are

bnlylrough-estimates, not exact values.

» In order to reduce the number ‘of alternatives one should minimize
the number of modifications indicated per evaluation iteration. Since

no&ificatibns are characterized.-by the production of Bj's ncet equal to

1, & secondary objective of Stage 2 is to produce as few P, # 1 solutions

as possible,.

{6). By + 53 - e}' =1

I

Constraints of this type provide a défault value of 1 for the multiple

whilé minimizing both et and &

goal programming procedures in the case where an activity is neither
critically inefficiént or excessive. (Note: (el, e;,...,ej\ = E o)

“-As a result of these added,constraints, the actual formulation of
the MGP problem used in Stage 2 iS*given in formulation [C] below:

+

[c] Mininize Py - ot + P D 4B ,..-M:Aa,s»p%,....Ntv
. 4 ,E; g E £a PE“ wE -
s.t. R*B+D Sptig -
B+M - =1
'B+N"-ﬁ+=ﬂ" -
B+E -E =1
where . .
R. “{s the matrix of service rates
B 1is the array of scaling factors
G, L, H, and 1 are the-arrays'of goals-forfthe user criteria

and the respective B ccnstraints

Dt, Mt, Nt and Et are the arrays -of positive and negativ:: dis-

" crepancies from the respective goals

P%, Pﬁ, P%, and P% are the arrays of pencrlties for the associateéd
' discrepancies.

o md et it B b " - N - —

This is accomplished by including.the. constraint. equation. . &

[
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The solution variables for the MG? problem are the B's. They identi-

fy those activities that must be altered in order to improve user based

or system based performance. If the value for a Bj = 1 then the service

characteristics of activity j were adequate to satisfy all the user's
criteria. 1If a Bj < 1, this implies that the éurrent service rate of
activity j is insufficient to meét the system's needs. The new serQice

rate for the activity should be Rj(~) = (Bj) * (Rj(~)), If a Bj > 1

_ . -then the current service rate .of .activity j is faster. -.than-necessary

-and-.there exists the-possibility- of -excess+capacity: ‘The new unit rate -

should be'R,(+) = (Bj) * (R (4)). | “

Assuming that an activity follows the characterization in Figure 3,
then the analyst has three avenues of -action when a Bj # 1."%First, he
-can analyze the queue -dispatching discipline in order to inctease queue
thfoughput (or possibly replace it with a simpler one if Bj > 1).
Second, he can alter the service rate characteristics of" the servers,
e.g., slower hardware devices. And third, he can increase (decrease)
the degree of parallelism among servers, for example, by a&ding (re-

moving) a second channel, controller, etc.

4. Liaison With Stage 1

Sero. e e e e

The critical factors in thé Stage 2 evaluation are the values for
the Rj(i)‘s needed by the MGP formulation. These values are calculated:
in .Stage 1 and are the statistical -measure prodqsgq_vis—a-vis the simu-
lation. The specific model to be evaluated is the result of the _
‘hearistic procedures constituting Stage 3. The liaison is based upon the
assumption that an information system can be viewed as a collection of
resource allocation and task managemen; activities and user oriented
services. This view is supported by the literature, e.g., Madnick (MAD74)
and Zurcher and Randall (ZUR69). IPSS also views the modeling of an
information system in a similar manner, and thus, facilitates the
development of the formal liaison with the MGP user evaluation.

The view of the system taken in Stage 2 (as illustrated in' Figure 2)

has an analog in IPSS. 1Its basic modeling concept is that of a service

.. as shown in Figure 5. The service is classified in IPSS as a procedural

B : 22... . . .

e e e e S i
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facility and is <apable of representing any information system activity
including request (job) scheduling, task management, resource allocation,
secondary storage I/0 processing and application software. Since services
.are allocatable facilities in IPSS they have associated with them both

PSRRI USRS SO - S

‘queueing and ‘utilization statistics. Furthermore, ervice behavior can

be predicated on the quantity and characteristics of other IPSS hardware
and software facilities. Therefore, the statistics associated with service

fagilities have the appropriate structure to service as the Rj's needed
in Stage 2

To complete the formal liaison between the two stages a second
featuré is employed. This is the Task facility. Through its use, the
service facility statistics can be automatically segregated into service
statistics by user. In this manner, the statistic,Rj(i), required by

"Stage 2, is collécted. Thus, the Stage 2 users (indexed by i) and the
activities (indexed by f& are, respectively, an IPSS model's Task and
Serviée facilities. An Rj(i) is the sum of queueing and utilization
statistics gathered for Service i when executing Task j.

Stage 1 must also be adaptive to model changes dictated via Stage 3.
Again}‘the IPSS model synthesis philosophy and language constructs permit

-

the-desired—-adaptivenesss—-This-is-possible for reasons €oo detailed to~ -
discuss in this paper. A complete description of IPSS is available in
the ‘document titled "The Information Processing System Simulator (IPSS):
Language ‘SyntaXx and Semantics" (DEL76). Briefly, however, pgssible
modifications to an existing and executing model without requiring complete

‘reformulation include changes to:’

1. timing and space characteristics associated with secondary
storage hardware and storage media,

the secondary storage I/0 configuration,

user usage patterns and service requirements,

file organization methods and space management policies,

W B wWwN

the queueing disciplines associated with job scheduling, re-
source allocation and task management, and

6. memory management policies.

IPSS supplies the Stage 1 processing with a capability of being
self-adaptive with respect to Stage 3 outputs. Currently, the methodology

25
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employs modeler éséistance in Stage 3. Future résearch will be directed

ag;ptovi&ing‘moré sophisticated heuristics: for Stage 3 in_ order to

provide a truly self-contained iterative wethodology for the multiple

g m s dewon

R U,

criteria. evaluation.of..information.systems — -

5. Stage 3 Analysis e

£ *

W

._.The functions of Stage 3 of the methodology .are.to.determine.whether . . .
;he(g;rrent configuration is satisfactory and to formulate a new model ‘
in light of -the data provided from Stage 1 and Stage 2.. Figure 6 shows
the information. flow to Scage 3. ‘New models reflect the performance
goals of bcth the user and the system. leuristics using Sutherland's 1) E
definition of a héuristic are employed in Stage 3.

’The,probiéms encountered are complex agﬂ‘pnstructured. Determining
if the current design is acéépﬁ;bie requires a mixtuse of objective .and-
subjective reasoning. It would be a rare situation if all the user gbals
and system consiraints were satisfied simultanezously., Generally, an

extremely vide spectrum of acceptable performance levels and alternative

criteria. Trade-offs will dominate the decision processes, _Many factors

political, organizational or economic considerations that -are not directly

‘designs are possible, at each iteration, to satisfy both user .and -system-

affecting suitable designs may not be included in .the formulations and’ :

- procedures of the first two stages. For example, there may be external -

Telated to the performance of the system, .but may be a major factor in_the :

" final decision. The methodology-does assuime, however, that the heuristic -

procedures have access to this external criterion.
When it has been determined that another iteration is desirable, Z
it is assumed that the heuristics will examine current and past designs.

Whatever the heuristic employed, idealiy its- objective is to produce a

-sequience of mod<ls whose Bj characteristics (for all B's) behave as

follows:

™

A heuristic is' "a disciplined trial-and-error process,..., dan exer-
cise in successive improvement, where we may learn from both. success :
and failure and where the criteria for success and failure may vary B
vith what we have previously learned" (p. 183, -(SUT75)).. o I,

- - e e e - - J—
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ment file itself (DOC).

. I>. Iterations
wwwwwww ; Y\. - 7 \.\. — | % by
tl A
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“he emphasis of the current research is to provide insight- into the

.decision process for'improving‘the performance of information. systems.
Stage 3-is this decision process. It is aided by input from four
(a). the Stage 2

-outputs, specifically the Bj's identified to improve user and system

sources within the methodology. These sources are:

current model, and (d) historical data. from prior iterations, . It shoéuld

,goal performance,. (b) system behavior statistics from Stage 1, . (c) the

e b e .

be emphasized that at this juncture in the development of the methodology

no- formal heuristic procedures have been implemented.

‘It is one of the

purposes of this research, however, to investigate the appropriateness

and success of various heuristic decision rules. Rules of thumb such

as those proposed by Buzen (BUZ76) are possible avenues to be investi-

gated.

6. An Example

(SRR S———"

[FU -
>
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In order to validate the procedures developed in this methodology

and the liaison between Stage 1 and Stage 2, .a test case was developed:-

This example was modeled :and executed in IPSS to satisfy the Stage 1
Yequirements.
uative capabilities of the methodology.
of "the problem, the corresponding model and the resultsﬂof the first
two iterations.

The example is a model of an on-line document retrieval system.

‘There-are three files associated with the system; an- author/title

index .(A/T), a system docuiment identification file (ID), and the docu-

Several itetations were applied, demonstrating the eval=

The following is a description

They are structuraily related.such that an entry
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in the A/T file points to one or more entries in the ID file and each
ID file entry: in turn is associated with only one DOC entry.
The model is designed so that a unique activity is associated with

‘the accessing of each file; Activity 1 with the A/T file, Activity 2 with

the ID file and Activity 3 with the DOC file. Each activity performs

similar functions: obtaining: and releasing devices, reading records,

,performing 1/0 techniques, but to different files.

It is assumed that the system supports three user classes,. each

;with -a different demand on.'the retrieval system and each. characterized.

by a«different combination of activities. The purpose of the first user,

class, USERl, is to retrieve a document for a particular author, thus

utilizing all thrée activities. Those in the second -user -class, USER2

want .t determine the existence/non—existence ‘of an entry in the ‘system

f6F a given author, and therefore, need. to use only Activity 1, The

e it

final user -class,. USERB, already has the address of the ID entry and

-wants to retriéve the associated DOC entry requiring only Activity 2

and Activity 3.
In order to complete thé formulation of the performance evaluation

problém for this methodology, assumptions concerning the performance of

‘the System were made. A summary of these assumptions for the user goals

and P.-constraints and the penalties associated with the corresponding
discrepancies in accordance to the requirements of formulation [C] is

shown below.

G = ( 150.0,_100.0, 400.0)
L ( '-2’ -2, '2)
iH=( 5.0, 5.0, 5.0)

. 1=( 1.0, 1.0, 1.0)
; (1000.0, 10.9, 1000.0)
p]') ( 1.0, o0.0, 0.0)

ptapT pt o p pz= ( 1.0, 1.0, 1.0

P S T T I
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The model constructed in lPSS‘aSsumedvarsimplewconfiguration of
.one processoxn and one bank of IBM 2314 type direct access devices.
Undér a given loading (which is not a controllable variable in this.
‘methodology) .the resulting performance statistics, the values of matrix

R, are —shown below.

(1) = 0.0 Q)= 0.0 Q) = 1l.4
5,(1) =372 5,(1) =37.1  §,(1) = 90.9
Rj(1) =372 Ry(1) =37.1  Ry(D) =102.3
Q(2) =.12.2.  Q,(3) = 0.0 Qé(a) = 8,9
5)(2) = 36.3  5,3) =39.1  5,(3) = 93.5
R (2 =%85 B3 =3I9T  R,(3) = T02.5 ’

This performance information, coupled with the goal assumptions,
was input to Stage 2. The evaluation of the current configuration's
performance with respect to the set of user's goals is shown in Table 1,
It indicates that the goals of user classes 2 and 3 were satisfied with
a good margin- of :slack; (which is not penalized in this example) while
-the goal of the first user clas; was not Satisfied“(under-achievement

implying non-satisfaction).

Table 1. User Goal Evaluation _ __

Goal ﬁnder-Achievement ] Over~Achievemnent
USER, 266 - 0.0
USER, . 0.0 1 5145
USER, 0.0 258.5 .

,fn.the second phase of Stage 2, the B's-are allowed to be manipu-

Jated until they satisfy the user goal constraints and best sacisfice .

the systém guideline constraints, The. tesult 1§ .the identification of
" .those activities whose performance can be, and needs to .be; improved

2 e g e 7a - -

with respect to one oF both of the criteria. The values for the ﬂ'
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-as calculated were

B, = 1.0 B, = 1.0 By = .74

These are interpreted  as indicating that both Activity 1 and Aétivity 2
s were‘gdequéte to meet the uséiwdemands:put to them. Activity 3, héwever,.
; _was Eoﬁﬂawto be insuffiéiént to satisfy the requirements of user
-claéseS'l and 3. The.modification indicated is to reduce the present
level of ‘usage ‘for Activity 3 by at ;egsg 1[4«in,ong:,t6 satisfy the
‘user. goals, in particular; the first us§£wc1£$§ goal.

The determination of whether to ceasetthé‘design loop by accepting
this performance or -to continue by modifying the existing model is made
in Stdge 3. Given the stated’ goal/penalty structure, it was assumed iy

thétJthe-unée::achiévement of USER; goal was at an uﬁaéceptable level and
the design process must continue if possible; By examining ﬁhe queueing
and séfﬁi&e time statistics for the first iteration, one can,eliminate
:;~‘ some of the modification possibilities. The result of Stage 3 analysis
‘ was a -decision to replace the IBM 2314 type device with a fasfer one,
i.e:, ‘an IBM 3330 type device.
The original model of this example system was dynamically altered

- 4

é " “to reflect this modification. Under the same loading as before, the

following performance statistics were accumulated.

P D)

= 0.0 Q) =704 1) = 3.8
‘- 5,(1) = 11,9 5,(1) =11.3  §,(1) = 27.6
- R(1) =II.9 _R,(1) =TI.7  R,(1) = 3.4
H
Q(2) = 3.8 Q,(3) = 0.0 0y 3) = 0.0
g $;(2) =11.1 $,(3) = 12.0 $4(3) = 29.1

Rl(Z) 14.9 R2(3) = 12.0 R3(3) =

|
N
Ao
e

‘Stage 2 analyéis“shoﬁed that now all three user class goals were
satisfied (i.e., over-achieved). The calcuiation of the B's, how-
3 ever, indicated that while Activities 1 and 2 were still adequate
(B1 = Bz =~l.0), Activity 3 néw had the péssibility of excess capacity
(§§=* 4.0). Although a slower and probably less expensive device for

L ame wr e e et e et wbwragmes W LA rh s vz e o e
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“Activity 3 would be more appropriate, we had found in the first iteration

i éﬁEE“éuéh'a'&E%iéé”%aswgoc able to satisfy all the user goals. There-

5 fore, in- future iterations; Stage 3/ procedurés had- to. examine more ot
. subtle methods of improving-performance. e
T : 7. Conclusion ?‘,V o
< - et et A

‘Modern information systems do not exist as entities unto themselVes,
but must interact -with their environment, i.e,,‘their users. The loading
and- mix of the users affect the performance of thé system resources. and
likewise, the service-characteristics of thé system resources affect
the satisfaétion of user goals. In order to désign such systems, one

must satisfy,a large ‘set' of users-demanding a conflicting set of per--
formanée goals while operating Withinrefficiency-and.minimum cost con- Y
“straints: ' Thus, performance evaluation of,information,systems.is a -
‘multiple criteria problem. Concurrently satisfying both of thésé sets 4~;::
of criteria is the goal of this methodology. Current available techniques, ,é
however, only address one side of the problem, either the user or the- s
system. The methodology described in this paper establishes a formal!‘
liaison between the evaluation of user goals as a function of systenm
‘behavior and the analysis of system resource performance as a function,
of user demand;“thereby, facilitatinig multi-criteria evaluation.
s .. _The methodologx,is iterative, comprising. three séparate but o
integrated stages. The first stage models and evaluates system behavior.
; - - Thé particular technique employed in the first stage is IPSS and it
J

b -evaluates the user based criteria and provides evaluative insight into

is- able to..collect the necessary statistic, R,(i). The second stage

. -performance improvement. Solution of the MGP formulation in [C] pro-

) duces a 'set of B' s, ‘the variables -of Stage 2 which indicate inefficiencies
and/or excesses in the current model. And finally, the third™s stage ‘

e T .nﬂnummheuristically determineswthe‘cu;rentwmodel‘s.acceptabilit;bandﬂneed ST

for modifications. ¢

= ) The' evaluative procedures developed- for .this methodology have been

‘ A shown .to- be validviﬁ’practicé. Furthiermore, this methodology provides

an excellent basis fox- continued research into areas such as:
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a. investigation into the causal relationships .between user

demand and System. activity,
" -

b.. sensitivity analysis of thege‘relationships, '
¢. investigation into suitable heuristics for Stage 3, either

testing existing‘heQristics or -development of new ones, and 1
d. development of. .héuristic/modification rules to close the

&esign loop into an automatic self-modifying process.
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