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s The general topic to. which this paper is directed, the measurement of . ;‘
change, is so broad, so alv;encompassing, that any one article or presentation
must limit its focus on-a few specific subtopics. A psychometrician or. researcher'
interes ed in statiStics and methodology dealing with change would need to. use $ ’
an ext nsive list of key words in his literature search to keep abreast in the

field. Terms such as develOpmental longitudinal, growth, trend repeated

<7 measures, change, curve fitting, and stochastic are just some of the descriptors
- each one of which constitutes a specialized and relatively extensive body of
knowladge. “The specific topics dealt with in this paper are longitudinal re-

search design, ‘the statistical analysis of difference scores, and the comparison

~

" between ANOVA: and MANOVA techniques in analyzing repeated measures data.
. " ' Y . ‘. -
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RN Cross-sectional studies, often with inadequate design and control or

1ongitudinal studies on a.few subjects, Were the most common basis “for drawing s

o inferences regarding develOpmental change in the early "1900's. Large scale-
longitudinal studies, 1iké those of Terman, et al. (1925), were few and .far
« between. However . by the l950's and 60's, there seemed to be a considerable
increase in the exteng to which researchers were willing to embark on such ex-
‘tensive research proJects, pdrtially because of a better understanding of the
pitfalls in' crgss-sectional research- and also becaﬁse\of an. increase in the )
) av%ilability of funding for this type of—developmental,;@search. More recently,

methodolégical papers by*Baltes 61968) Labouvie, ‘Bartsch, Nesselroade, and

* *  Bates (1974), and Schaie (1965) have revealed numerous shortcomings in the basic

=;:// research design commonly employed in longitudinal studies. Ie light of these
N
papers,- both-the external and internal validity of many longitudinal studies

h YR . -

-~ . must now:be questioned. . L !
3 ' °

N “ v I . .

~

. -
. - ~ -

Baltes (1968 P 149), in discussing the traditional cross-secéional and =N

- - longitudinal designs,'states that, "In the light of present standards of research

. methodology, both research designs appear to be relatively naiye;" and then larer -
b (1965f\p. 153) claims that, "oeo, both cenventional-: +designs have such a total ab-
sence ok\gontrol as to be of almest no scientific value." For those investigators‘"
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about to initiate such a- research venture, tﬁere are procedures‘available which
help circumvent these pro lems,_but the mesearcher into.the second or third year,
of a 20-year longitudinal tudy is now faced with a difficult decision."‘He

must either abandon the study, and start again, or attempt to incorporate con-

trols into the study in an attempt to estabhish as much external and internal. s

. validity as possi le\ Obviously, future’ longitudinalxstudies must be designed
with consideg@ble care, ‘'with an associated increase in labour, subject and .

financial costs. A brief description of he' problems assogciated with longitu-
/!:

dinal’,studies follows, along with possible solutions-to these problems, as well

as comparisons between longitudinal and cross-sectional designs. -
. . e N . e v i
e R ' : s T . {. . /
Cross-Sectional Studies " « = i ) YL e
. -\ . . B

design and sound data collection methodology can be employed’ only if, "the specific

u.developmental question is made explicit.” }f the sole purpose isﬁto_examine
differences .among- cohorts at a single point in time, then a cross-segtional .
design will suffice. A major problem, -however, is to obtain ‘comparable “samples ..
from the different age groups. If oné was to. sample 20-year olﬁs and Sp-year

0lds from a given community, there would undoubtedly be a number of variables,

Purpose and sampling. As Schaie (1973, p. 164) points out validfresearch ¢

'other than age, distinguishing the two groups The adventurous, or the dullJ /
or the very talented, may have left the community, thus the 50-year olgs are a’
particular residual group. Furthermore, the sample was drawn from volunteers,
not only would the ekternal validit7/be/lizited but so wOuld the internal vali-
dity. It is unlikely that volunteers from”a’ 20—year old population differ from N

20—year .0ld non—volunteers in the same ﬁanner and degree as 50*year old volinteers
differ from the1r non—volunteer\§;:orts. Random sampling will pefmit comparisons

among cohort populations within sample domain, but inferences cannot be maﬁe

‘beyond this population. ' - ' ) ‘! ) s .- " .
N o= ’ , . ~ * -y . v ‘ . °
v Internal and external validity Cross«sectional ‘studies confound the

4

- 1%3) have: negated this ypd e
. ) A ff?“, 4 - - a A B (2 o ) L o , -

effégts of aging with generational effects, thus introducing a sourdeqof error

\which may impair the* internal validity of this design.. The frequently held R

belief that mauy behavioral attributes decline with age, after peakinEAaround ,',}'

age 25 was based oﬁ”évidence gathered with cross-sectional studies.u Sdbseqhent

. ,,m

Strother "1968; Schaie, Labouvie,»and Barrett,
’ais by showing virtually no ehange within ™

{ub&

longitudinal studies (Sc aie‘
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5 \;‘ individuals up to ages 40 and 50 but_considerable, between ‘cohort differences. -

Thus the early cross-sectional studies reflected betyeen generation ‘differences

'y

- ] v ‘ Y

and yet were interpreted as differencec due .to aging. s Lt -

- -
N -
. ‘. .
. -
~ .

o 4 B s , . '
,The’ problem of noh:gandom population attrition, dhlled selective survival

'By Baltes (1968), affects the external validity of both cross-sectional and
longitudinal des1~ns. E«idence is cited \Baltcsf/l968) ‘that a specific popula-

A tion at say age 20, \changes in- 1ts compos1ciou over time in a sele%ti’e manner,

so that the survivors by age 50 are the subgects who were the-taller, and more '
intelligent ones in..the original sample. With a cross—-sectional design, there

is no way to control and/o examine this phenopena.
. . .o ) ~/

.
’

« ) o ‘ . .
’ Design and analysis. The usual experimental design for a cross sectional

‘study is a sipgle factor, randomized gfoups design.' Appropriate analysis for a

'. esingle dependent_ varlane -ould be a one way AﬂiVA with orthogonal polynomial ’
decomposition‘.f the sum of aqua“es for cohorts possible if a trend analysis 1is
desired qowever, unlike a repeated measures design where distinct and appro-
priate crror terms are auailublc go* each trend component this design yields
only a within—groups mean square which nust be used as the denominator #n all F
tests. Consequently, .the design results in statistical tests o§ relatively low

power, both for the main efiect and zny single degree-of- freedom ipatrasts.

. . - b - 4
. - o < =
P . i o

Longitudinal Studies T S

- ! o

PurpoSe and sampling. The usual purpose of h longitudinal study is to

examine changes’ within 1ndividuals in terms nf physical or behavioral develop—
ment. Consequently, tue p;oCedures of the past have involved obtaininila rela-

tively large random sample at one point in time followed by repeated o servations

LA

of the same subjects for a period oé%time (a feu montns up to a life time). As
ng p*ocedures do not have- the problems .

only one cohort is needed, the samp
\. cross-sectional stpdies do in equating samples across cohorts. . If the longitu— A
i dinal study is goipg to be a lifa time study, or any considerable length of tbme,
' then a large initial basz ie necessary as consiaerable attritiqn is likely to
_+ occur (which causes numerous other ptoblems) .One major problem resulting frOm o
- s the continuous tracLing and measuring/of a large number'of subjects is the
financial cost -a NIH longitudinal study which monitoreﬁ 50,00Q. children from .,

- - Lk F —
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'pregnandy to seven years'o)d cost 60 million dollars (Wall and w11liams 1970). - k;
Obviously any large scale longitudinal study requires funding from weal thy foun- \

dations or governmental’ agencies. o ' ’

)

] A \ . , ! -t . ) -' (\, .
’ - .\;." i ’ ' , .
' Internal and external validity. In contrast to the cross~s#&ttional studies .
] which confound ageaand beneration effects, the longitudinal “study confounds the . ) \$.

effects aging with those related ‘to culgural changes. Over a 20-yea ptrlod.

many .
and”
working mothers or pornogra]hy, wh1ch have undoubtedly changed over the last\\?

.avioral attributes show a pronounced change within sbciety in neral 3 @@

s show up as a change within 1ndividuals. Society s attitudes towardé#ﬁ’%y? W

hadd

: years, would show up as a change in att1tude frqﬁ;age 20 to apge SO\in a longitu&

‘dinal study Phenomena such as those cited here would probably be correcgly , ’ ”
interpreted however with many other varlables it is questiqnable whether any \ / ’
e !
change can be primdrily accounted\for by aging or by cultural changes e "y
- . . (

' . . . o
‘4 . -

-Selective sampling, selective survival,. and selective dropaout (terms from
Baltes, 1968), all tend to Yower-the exéernal validity of lohgitudinal studies '
. The population which is apt to volunteer for a lonigitudinal study tends to be
" of a_higher socio—economlc status axd intelligence than non—volunteers (Rose, ”

.

i . 1965), and etfrition from such studies is alsﬁgselective in fhat those, stbjects
T dropping out (both refusers and movers) tend td be of lower intelligence . ay
(Labouviey et al.,_l974,,Schaie, et al.? 1973). . ] -

. N
+ - . — - v . Y4
. . \ .

N ! v

. N' A third problemléssociatedﬂwﬂtz longitudinal studies, and ene that is not

.presént in cross—sectional studies s the repeated téstingmeffect. labouvie, N
et al. (1974, p- 202)-conclude that, "... the findings incicate that age—relhced
longitudinal increases on intelligence variables are mainly due to retest effects."

. They feel that the intérnal validity of. simple lon"itudlnal studies is lowered .
to such an extent by repeated: testing effects that. any inferences about—age-related .

. ‘changes afe unJustified and grossly misleading There are two ways an investi-
. " gator: can test for and/or control.for this testing effect Schaie (1973) SuggestS“
retesting a subsample within a relatively short period of ‘time, before any age

T . (or envieonhental influences are- likely to have taken plahe and 1if there is no -

Co change at ‘this time, then the xesearche can be confident that any differencés
in a year will not be due to, the test//; effect. If there are differences, then’
it-will be necessary to utilize%thé other procedure, the introduction of a control_

2w . v

- group, /hich is discussed iﬁ’the section on mixed designs.
. /\
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Design and analysis. The most common method of analyzing longitudinal\» ' T

@

data is to treat it .as a single factor, rephated measures design (or, if two or ’ .
more groups, a k X p factorial experiment with repeate measures on the second :
factor, where k is the number of- groups, and p is the/:Lmber of testing sessions)

The nature and degree of change over time can then be tested for statistical
significance with eithef a MANOVA or a repeated measures ANOVA' - the advantages

Trend

\v-

analysis, a very powerful statistical test with a repeated measures design, provides

and disadvahtages of these two methods is discussed in a subsequent section.

an indicatlon of the significance of any polynomial trends‘over testing sess%ons.

‘ ' ¢

Bentler (l973), Nunnally (1907), and%:thers advocate the use of .a factor

N

analytic techn1que to analyze longltudinal ata., This pﬂocedure transposes-the

subjeot by test data matrix into a testing. sess1on(by subject matrix and factor
analyzes that, g1ving ‘factors of people, each subject having a loading on each

factor. , (¥f there were three factors, th1s Jwould represent three different patterns

of change over time. 'The problem with such analyses is-that ig rests on the asszmp- N

L3
tion that individual differences *n change‘can be grouped into types._ It is thi

investigator s opinion that most d&gferences in change over time among individuals ., ‘

are a matter of.. -degree, not’ of type. gonsequently, the factor sqlutions would '

not be very distinct., T r[;. N . : ! ' .
. - ' ? . . -

-

s

.
8

Other less common’ procedures such as»progress1vé partialing analysis (Nunnully,
1967);~stochastic processes (Schutz, 1970),..and time series (Gottman, McFall and ¢

Barnett, l969) have potential as valué}le stétiétical tools in explaining varia~ P
bility in patterns of chang . . ' . ’ — ‘

- P 3 . °
4 R ' . .
. . .
4 M ] N

» L.
1
»

Mixed Longitudinal Cross-Sectional Designs . .

» . . o

It has been shown that the two commonly used designs in studying develop-,_,

~

mental change both confound a component with the effects of age, longitudiual i L
studies confoundJage and environmental or cultural effects, and cross-sectional -

studies confound .age with generation differences. LY third design is the. time1>

laa study "in which ‘one age group is examined longitudinally, that 1s, a differiz~

sample of say 10 year. olds are selected and tested every 5 years. This design \* *

then, while not even accounting for age, confounds gene%ational and. cultural effects.

The obvious solution is to combiﬁe all three designs in an dttempt to remove the

. . Ve N S
' .
- . . R . . ~ . -~ -

. g LA : - 2
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confbuqding-effects. Schaie (19265) attempts to.do this vith his trifactor .
developmental model ~ a sequential'research design vhich attempts to separate 1'
the effects of age, cohort, and time of measprement.‘ The agé effect indicates

amaturation of the" indivdidual, cohort effects should indicate’hereditary effects,
and time of measurement effects are indicative of: changes due to env1ronmental

-effects Calthough tes, 1968, sug¢ests that the cohort component)may also in=
clude environmental effects) * Table 1 represents thls sequential design. Note
that the three rows represent three longitudinal studieS“ the columns represent'

cross-sectlonal designs (althoughsonl@ column 1960 samples all four cohort groups)

" and each ofthe four dlagonals represent, time-lag studies. Schaie formulates

.

three equations based on the premise that differences between cross-sectional '
measures, between longitudinal measures\‘and between t1me~lag measures, ate -each
a sum of the two components which are confounded in these designs,, Through a.
process%pf subtraction, he can’ then get independent estimates of each of the
three components, age, cohort, and time. Such a p$ocedure, however, requires
six subsamples in order to get these three independent estimates. The design

represented_in Table 1 would therefore not be sufficjient, and would nequire

'cohorts at’ 1970 and 1980, w1th testlno cortinuing to the year 2010 in order to

v
I

get complete 30<year longitudinal data on 6 cohort groups. v
' ’ s N ¢ 4
L] _ - ‘ h - - )
- [Insert Table 1 about here] wE o \

.
.

M %
-

,Baltes (1963), while acknowledging Schaie's contribution to methodology,

i

in. develOpmental reseafch design, raises two objections to the trifactor‘modpl.
The first objectign, cprtainly a ‘valid one, is that the three' components, age,

cohort "and timle, are not really mutually 1ndepo*dent. Any one conponent cart be ~
replaced by a linear combination of the other twvg, thus giving rise/to Baltes
(1.968) bifactor model of age ‘and cohdit The second objection raised by Baltes
concerns Schaie s definition of the variation accounted for by the time of

N —
' measurement cpmponent. The effect's of maturation and environment cannot be

isolated through direct measurenent, causing the time component to be a con~
t - §

. . " . <

\ -

founded variable itself.

Using Baltes' bifactor model as the best available research design for .
development sn\dies results in a classical p X q factorial 'design w1th repeated
easures on the second.factor (p being the number of cohort groups, and q the
number of different age‘classifications “ndei'ghéEE,EaCh»COhort group is tested).

’ N .
* ’ ) .8 )
. * ), ! .
. . - '
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Such a-design can be analyz/d by the repeated measures-analysis of variance

given, in Tahle 2. This,allows for an analysis‘of the age effect, the cohort

)

» -~

_k-. . . .
[Insert Table 2 about hereL

3

AN
. . v
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.
effect, as well as the interaction Which tests if. the change over aé# is constant

‘across the various cohort levels. Further polynomiéi breakdown on both the age

£

and the cohort main effects are pOs ible.

- - ’ .
s - S K :

The bifactor and trifactor models of Baltes a\d Schaie, although accounting -
for»age and cohprt differences, still do not control for, one of the. major aources;
of invalidity in longitudinal studies, namely the effdct of repeated testing. X
Both 1nvest{:ators, however, have made suggestions for testingaanﬁ/or controlling
fox this effect. 'Essentiallp,\these controls entgil a separate control group
for each cohort and age level. Thus, if the original cohort of 100 five year
olds was to be tested four timed over the span of the lon 1tudina1 study, ‘it
would be necessary to obtain four more groups of 100 five year olds, or, more
practicaI@y, to subdlvide the original 100 1nto five groups of 20 subjects each.
Group I is tested at each testing session as in the' usual lahortudinal design,
Group II is tested at time 7wo and then discarded, Group III is also tested only
once (t}me three), and Group IV is not tested until the fourth and final testiné'\
“session. This design, andéa'possible statistical analysis, are given in Tables ‘
3 and 4. . T ' " ) . -

.

.
L}

: {

° -

[Insert Tables 3 and 4 ahout'here]

v 4 e
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" The ANOVA table for this design is admittedly rather complex. If the
. 7 . R . . - ' -
design is considered as a 2 x 4 x 4 factorial experiment with repeated measures
on thelleast factor, then -the ANOVA table becomes moreﬁobvious. (The three

faEEors‘arei’"?ractice"é"nowﬁractice‘Qithvf"ievDis] 6;cohorfuéroups'ﬁifhinfeachf o

' level of P, and 4 age levels)) The problem is that there are repeated meaSures

under Pl but not under Py, thus the difference among cohorts.within levels of

P aré kept separate and different error terms .are necessary to test uheseﬁgfﬁeq;s.

+Heither Baltes (1968)'nor ichaie (1965) provide adequate descriptions of suitabie

statistical analyses for their ' designs. Baltes discusses it in a general -way,

and Schahe presents an ANOVA table for a. complete factorial experiment with.a

;andomized groups des1Jn. Failure to account for the repeated measures aspect ¢

of this design seems~to be & serious flaw in Schaie Sranalysis.

~
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It is inferesting to. note that the well- known Solomon FOur-Gr%aF\design
(Solomon. 1949 Solomon and Lessac, l968) is very similar to -these cross- N\
sequential des1gns which control for the testing effect. The primary differ- '
~ence is that Solomon s designs are pre-post only, rather thdn longitudinal

e ) ;" . P N
' - 4

s - ° R ; ' K
The Attrition Problem in Lonpgitudinal Studies

“+ ‘.

‘A serlous problem confrontlng all researchers involved in iongitudinal

T

studies is subJect attritlon, whether it is movers, resistors, or deceased

., subjects. ' The two main concerns of the investigator are' how fah misslng sub—

jects be retrieved° ‘and what statistical procedures are appropriate for f%peated

\ measutes des1gns with incomplete data? .
- 1 . I
- <

N i .

“Retrieval procedures. HcAllister, Butler, and Goe.(l973) provide detailed .

procedures‘for relocatingisubjects§in longitudinal stud{es. Their accdmpanying
flow chart is a virtual recipe of—step—by—step procedures. Their. strategy was
utilized in 1972 in an attempt to locate a random .sample of 600 subjects from
a sample of 2661 original participants in a l963 survey. The 1963 sample con- <
s¥stdd of 9 to 14 year olds, thus the 1972 samplerranged in age from 18 to 24

years - a very mobile group. Desp1te this, and the nine year time _span, . -
McAlllster and his coworkers were able to trace over 90% of the 600 subjects.é .
County marriage;record% Postal Service back files, telephone directories, “~r

criss -Cross d1rector1es, County Voter Reglstration files, school transfer re- n(i

cords, @ublic Utilities Creait offices (which are cons1derably~cheaper than
the often recommended Retail Credit Unions) and State Departments of Motor

Vehichles all proved to be useful iaformation sources. ‘

~

) . T
\ N .. - -
~ . . ~

0

Statistiéal'analysis‘ Attrition is got a serious problem in those*dESigns

¥

* which ‘employ concomitant control groups Howeveﬁ? the majordty of long1tud1nal .

-studies presently underway probably are of the simple basi¢ design, that is, a
single group of individuals bas been tested at time zero and then observed and

tested at regular intervals for a number of years following By the end of * <

’ year five it: is quite pOSaible only 75/ of the original sample remains, and

" to further complicate the anaIyses, replacement subjects have been added in
an attempt to retain a relat1vely ‘stable sample size. Assuming that the inves-

tigation involves more than one dependent vatiable and that the researcher

hd .
. , 9’ \‘*

: | 0 . |




error rate, then . -
> ,

. multivariate statistics are necessary, MANOVA be1no the most appropriate tech- < .

. wishes to make statistical statements regarding the probazility of significant

changes while, maintainina a relatively low experiment—w1s

. nique in mgst cases. Undgr these conditigns,there is only one option < delete
.from th;'statistical analysis all subjects.EBr which there is ndt complete ’
data. It does not matter if there:are unequal nuambers in the different groupf R
(cohorts, or an a priori classificatibn variable), but each subﬁect thust have.

a complete set of.scores (i. e.ﬁmeach‘Variable at each measurement period). It
is as straightforward and unequivocal as that -~ delete all subjects withuin— .
- complete data. This applie§agnly to the MANOVA!analysis. Therg are a number -c\;'

>
~# . . e
of ways by which missing data can be replaced with estimator¢ (i.e., Frane, .

- 1976), but the basic assumption“uﬁderlying‘all'such method$ is that the data .
are missing at‘random. As this is not the case in most longtitudinal studies,.

su¢h,procedures are invalid —-—. ) . S - ¢
o - . . .
. - ‘ Yt et - J
. SN
¢ . N . . \ -

' ._ -Additfonal valuable information can be gained by comparing the variable

- 4
.

. means " at t}me zero for the partial—data subjects with the COmpletefdata subjects.
' This, of turse, tells nothing about development, but it does provide an indi-

cation of the extent to which the®MANOVA results can be generalized to* the .
’ initial population. " The adding of subjects to 1ongitudinal studiéﬁ_after,the » ~
“initial measures have been taken is certainly not recommended. As(welI’3§

NN the problem,of -incomplete data, there are also problems related to differential

~
[y o -

! test1ng effects,. and select: ve.sampling : ! .

- L. . . t g‘ ' .. . *
( THE USE OF DIFFERENC” "SCORES AS A MEASURE OF CHAHGE e <
-' . . ' . ¢

- . N [}
.

In a typical pretest-posttest repeated Teasures design, the resultant
difference .score, or gain store, is usually of primary interest to qﬁe resea;ghen
N . .- despite its well known and frequentiy documented associated statistical problems.
i Objections to the use of difference scores have been made by methodologists for R . ’
many years, were clearly defined by Bereiter- {1963) approximately 15 years ago,
e and yet/are~still being made and debaCed today (Levin and Marascuilo 1977) “
The fellowing section examines different methods of compdfing criterion differ-

enge scores, and . some possible adjustment procedures, and outlines-the ‘basic

v g

problems assoc1ated with the use of such scores. T e :
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Szlection oi a Cric rion _Score (qnacjusted)~ .

. T If the research methodology utiliZed yields a. sinéle score on the ' .

- first adm1nistration ‘of a test ( 1) and.another single score on a béz ' ‘
y tition of that test at some subsequent point in time (X9), then t‘iie is

11tt le choice in the criterion score to use if the researcher wishes to B
use & singie unadjusted depenl/rt yarlablT ¢ It bas to-be this difference ‘.
kD = X2 - Xl) whlch has many iphetent deficiencles and numerous possible -
transfqzmations to reduce thése deficiehcies (none of" which are very . - =
satisfactory).‘ These are discussed later. A,more likely situa- B
tion, however, is when there are a number of ohservations available for T
each S (e.u., heart - -rate at each minute of \a° lS-mmnute exercise bout,, 30 ) .
learnin& trials), but the 1nvestigator w1shes to reduce this data to a -
single change score or learnlno score, The-problems then confronting him N
“ arg: (l)—how many trials should he yse to estimate bbth the/{nitial and’

, a final states of the Ss9, and (2) should he use the best or .the average, . ,
of each of’ these sets of tr1als7 Before commenting on some- possible T . .
solutions to these fvo proolems, it should be noted that neither'of these
problems should ever arise when\\ealing with the andtysis of change. e _ T
Discardlnv or reduc1ng data, vhén 9u4table stathtical nethods are available « f',:

g for analyzing,all avallable data, Seams like very inefficient research. .
1f the goal.is the be able to understand motor benaséor, for purposes of o oL
cxplanation and pred iction, thén one nust look at all the data, and analyze
it‘gy a” repeated measures ANOVA, t1me series, or somé other equally suitable . # .
,tool. LOWLver, many 1nvest1gators insist on obtaining a’ single ghange 5 ,
score, tnus some discussion on tuese points seems necessary. ' ) oe "

- o \ e \'
-
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~ . The problem of chbosing ! Leteen the best and, the gwerage score has
only one,accenghle solution ~ use the average. "There is sufficient
\ support for use of the aVerage rather than the best {n the general case
"(Baumgartner, 1974' Henry, 965, Xroll, 1967) and in the specific case of o
A a1fference scores it is even more‘necessary. The reliability of 'a differ— ’ '
ence scoré is so ‘dependent,upon+the reliability of the two scores which
}, produce -this difference, that it 1is 1mperatiJe that these twotscores .
.. ["'.possess maxinun reliahility themselves —‘thus ave;cageo are necégsaryas ‘ 4’

—_- N '
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The .solution to tie question of the optimal nunber of trials to usef
%

X4

s

. in computing vhese .pre, "and post—score averages is not qdite so unéhbiguous.
. : . Tie_problem facing an 1nvestigator who uses a learning task is fiow’ can he
choosefa score vhich maximizes both reliability ‘and discriminability at Yo
the same time? In a tasl. which has, say, '20 trials, “the differznce between
trial one-anu trial 20 will probably show the greatest discriminability
"as far as learn ng is, concerned; ovhver, it may not be very reliable. .
LIf pne uses the average of the first cen trials as an indfcation:of initial
score, and the average of the last ten as the performance score, then the
, . ; dlfference between these two may show hinn reliability, but it probably
vill not shovw much learning‘" Carron and Marteniuk (1970) pointed out the
necessity for' comparing-tie differences between both the reliabilities-and‘ ’ )
discriminability ‘obtained by grouping trials_ in differenx ways. Others
(Laumgartner and Jacl.don, 1070' HcCraw and McClemney, 1965) have attempted

to give definitive rules for oetermininy the number of trials and theé . )

measurement schedules one should employ. Because of the great variability

in type* of task, characteristics of Ss, etc.; it does not seem possible, = -
“to choose' a specific rule for determining. the "best" criterion measure

for all situations - even for all situations involving a specifrc task or Y
set ;f’measures., If one decides‘tbat it is necessary to reduce the data

to a single oependent variable (wilich, to this writer, «does not seem to

be & valio procedures), then utilizing procedunes“as suegested by Carron

s and Harteniuk (1970), and followiny«the basic- principles of reliability
. : and validity of dependent variable scoreg vhich have been frequently and )
. ‘ explicitly laid out for us (e.g.; Alexander, 1947; Burt 1955; Feldt and

‘fticKee, 1957‘ Krause, 1969; Lomnicki, 1973; Schutz and Roy, 1973) one should

.-be able to arrive at a procedu e for selectinv tﬁe most suitable criterion

A score in cach’ specific situation. e ' ~
. ng -

_  Selection of a Criterion Score (adjusted)
\ - ~ . R .
.‘_"'. . L) e v PN ) . P * . ]
. ) In sftuations®*vhere there are only tvo Opportunities for observation

‘and measurerent (pre and nost), or wh@re the lnvestigator insists on re- o -
ducing repeated measures to a pre-post case; then 1t iﬂ_probaﬁly necessary .
to apply some type of statistical adjustment or correction factor ‘to either
- T the difference score or to tne ‘final score. The following*section gives

s

. © .possible solutions for each of a number of commen, problens- associated with

, too ) ‘. . e s ST S .5

@

EMC,) '-, using difference scores. Y 13 o R I .
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; These problems have been well defined by many investigators (Bereiter, 1963 T s
i o Cronbach and Furby, 1970; Lord, 1956, 1963; McNenar, 1958) .-
|

\

. f‘?, L f o ) t Zj} o
@ 5 . . . .
~ .. -

(1) Problem lf& Regression Effect: In general‘_on the second admini-

stration of.a§~ st,'and‘in the absence of any true change or treatment effect,
[ the observed'%éﬁ&es for those wvho scored high on test #1 tend to deciine and

~ the obsgerved seores of those who scored lowest on test #l tend to increase

v on test # : .- .. | st -
. N . ~ -
- N .

- Solutions. Théimhst valid, and least complicated, solution, is to use’ o .
.- .a homogeneous group so all Ss have, essentially ‘the same initial score. IF .
‘: the experiment. involves comparisons.between groupsﬂ then equate ‘the group
. ' means initially either by randomization wﬁth large sample s?zes, blocking,

matching,,or statistirally through analysis of covariance- %~

.

+ Ngp
.
N ce , . Y v
.
.

. . o
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‘. -

Another poss*ble solution, the one to which pSychometricians ‘have direc~
. post 1inear regression effect. This can be done by fitting a regression R -
line to the pre—post scores (X1, X9) under the conditions of the null hy~' ’
° pothesis, i.e., no-treatment effect, and then use deviation from the : K
‘ regression line asg'the dependent variab1e indicating true chhnge (Loxd,
1953) This requires either a separate control group or a (Xj, Xz) measure,
for each suyject under, a treatment conaition and a control condition - a
procedure which is not always possible. The most reasonablﬁ solution seems . LI
. to be to use analysis ‘of covariance (ANCOVA) as it is essentially an analysis
of the Xz scores, adjusted on_the basis of the regression line’ between 2 s
" and X1. . . . A - : T y

.
A 4 . . .. [9

a0

o *

- —~ 3

‘. ; : (ii) Problem 2. Measurement Errors or the Unreliability-lnvalidit}

Dilemma The ‘degree to which measurement errors exist in the initial and/ "’
or final qpasures, along with the degree to which'the‘X3, Xy correlation

exceeds zero is reflected by a reduction‘in the reliability- of the, xlrxz —
- . & . [ -

fl\. “ . - . R . ¢

y difference score.

. . v e - ]

' ' ' . . . B
Solutions. There exists a wealth of information on possible solutions

¥ . ,' to this problem (e.g.; Lord, IQSé 1963; McNemar 1958 Ng, 1974; Tucker, ;
o 1966; Wiley and Wiley, l974) . ! L '
ERIC - - o 14 . S
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s—that it is oossible to compyte ’
a reliability coeff1c1ent "ol For attenuation ’ that is,‘thewre:'

‘ liability of a difference between ‘true scores", (errorless measureS‘yielding
reiiabilrties of 1. 00 in toth Xl and in XZ) Once having obtained a%*-
re11ab1e estlmate of true dJdifference it 1s\tben p0551ble to. use t iﬁ§$
attenuated reliability goefficient and mul tiply 1t by the observeﬁfx
difference (but s cgled as deviations from the means), thus obtaining a
hypotheticaf true diffcience score o 'regressed score" (McNenmar, l958).
Although thig is the basis of the solug%édg,adgggated by manyﬂpsychometri-.
clans it has 4ts—def4c1encies, the priﬁagy one being that -the number of
alternate uays to compute this true gain jc )re seems <0 be exceeded only
by the .umber oﬁ,papers written on th§ topic. The non-specialist is‘left

< with a morass of equations and confusion. Another deficiency with—the
use of estimatedtruedifference scores fs that the regression coefficient'
‘used in the preoﬁctbr equation is based on a numbér of assumptions, some
.of which may not always fold true. A recent‘report by Uiley and Wiley
(19748 indicates that the assumption ot independence.of erroxs of measute-
ment betueen tests is Frequently vioIated thus giving overestimates of-
the att%nuated %eiiability ccefficient, This in turn would result in,

overestimates of thne true gain score. .
p .
<R
1141i) | Probleme3 ~. Equality of Scale Along the Range of Scores (the

o

Phy51calism-5uoi vis Dilemma): Ah observed score at, ‘the low range

L of the contwru 1y be measurinb an attribute of behavior quite different

arror—_

from that whigl is reflected by thﬁ same test at the' high end of the range~

. o~ ks
of scores.. " o
. ! PR -
L ° n N oo~ -
. . - . .

.Soldtions: There seem to be np adequate solutions per se for this

-problem. One could use,P-technique‘nethodology (a sort of.factor analysis -

- appropriate for. chaﬁge data) to tést'the assumption that the two measures

are in fact measuriﬂg the ;same thing (Bereiter, 1963; Cattell, 1963).

However, this is wot a solution, but rather a techniq&Sato reveal the
exxstence or non—exi tence of a problem. -The answer seems to be in
F;lnding ways to avoid the problem rather than sélve it .- and this can N
be accomplished to a limited degree. Tfall)groups are equated’ initially
with resnect to theit 5cores~on the dependent variable, then any diﬁier-

. ences between groups in the amounL of 'change within groups can be, logically

interpreted (Schmldt, 1972)

I T
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This restri tion allows fo* tse connlusio1 that one group changed more, or
less, vitn regards to, the particula; dependent variable being used. 1f one
group show d very large chanoes, and _the other group very small ones, then

it may be d1fficﬁ1t to 1nterpret the meaning of the relative magnitudes of

«

change scores, but it is still pos91ble to statc “that one group should

81gn1fica£tly greater change than the other group ou that oarticular trait.

. # . . A
' ‘ -

v
4 ' t [-Band 2

|
A General Solution to the Problens Associated wit&\Difference Scores e '

r

»
i -
L RN - . i )

’

At this point the reader must be vondering, "Is there no-adequate splution to

. o . . c1ee .o -
the problem of measuring change?" ily answer is “Yes" there are adequate wmethods,

. . . . X i
but not through the use of‘difference'scores. If one must use a change score, :.

then perhaps the "best" estﬁmator of a true difference score is Cronbach and Eurby ]

1

complete estimator" (l°70) ‘

where D

< A A A
~ - ® -
o D, =%, - Xz i . .

”~

is the "true difference score', and “1 is the true score at time 1, taking

i v

1nto account nunerous other categories of variables, U, which 'may be-multivariate

|
’

- in.nature and relate to the pre or post scores in some manner. xpe true score for
A oy .

e

X 1s estimatéd.as: * . . i .o <

X

“this eq

= pxx'xl~* EZZ§ETEI$—-'FX2 Xl) + oZ(W*Xl X2) (W+X3,X2) + constant N
3 o $

'"--—«-,

X1 (X2-X1).

»

0X1,, (W-X1,X2)

2

where (’ﬁ,-,_ X1) and (W & X1, Y1) a{e part1al variates. The purpo‘se of presenting

io%, is not to pfoVide the reader with a useful statistical tool, but
-

rather to pOénﬁ out thc extreme degree to Jhicn the rav data can be’ transformed if

ore wishes somﬁ sort of pure measure. ”he d1ff1cuuty in interpretinn this trans-

formed score 1is obv1oﬁs ‘- a2r least in terns of predictable observed behavior.r

,,\.

op

i ~¢1r ' ' T . . F
" Two quotes provﬁde a suitable sunmary. oF “this 1nvestigator s position on the
" use of difference scores: e ST T R
) ' ¥ l B ) I > ) 5
"Both. the history of the -problem apd the logic of investightion ' =~

-

#ecessary..1 (ﬂunnally, 1973

indicate that the last"thing one wants to do is think in terms of ™

.

or compute sueh/change scores.unless the probleri maLes it abSolutely
p. 87)

¢

-
-

"Gain scores are-rarely usefal,iggzgatter how they may be ad-
justed or refined " (Cronbach and ”urby, 1970, P 63) ' Q'

- o 16 ‘
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«‘Given a single group, pretest-posttest deslgn, there are two equivalent

+ ways-td test the null hypo@hesis of a zero mean difference, namely a t tess for
correlated means or a*one-way repeated measures ANOVA (the F ratio of the ANOVA
will be ddemtical to t2§.. df{conqern tiere are thelcqﬁ§equences of the unreliability ’,‘
of the difference scores. . "' .» - . T . "m,’”t gf&k

N : - LR

* v . . . . AN LR LA
N v . . ' - Co

The measurement specialist is prlmarily concerned about reliability as a ﬂ~“,~f,?j O
' phenomenon in itself, plac1ng high value on reliabilities near l 0 and shgwiag " ,:
. abhorrénceaﬂ:values “of 1ess than »50,. Assumlng that the- reliabilities”o/ the@v* .
pretest and posttest are the same (r), and given the correlation#pgtween pretest

and posttest as r12, “then the reliability (rd) of the difference score ig:’ o

.

. - rq = t - 112
. ‘ Y I - 112

. - ¢ .

. | ‘ Thus 3s ‘r12 approaches r, the nelaabilrty o he .difference score approaches zero.

In 3rder to attain a high r&,,ﬁhe magnitude of T1) must .be small related to r: ' v

vy

- i.e., if rjp = .25, r ﬂi.ZE‘ Eheﬁ ry'= . 'However, this does little to’ appease~

the measurement Specialist as an,rlz of 25 suggests that the test is not measuring

. the same attribwte at each point in time. Consequently, the researcher either
- avoids difference scores or attempts to "correct” them as discussed ‘earlier in
this papér \\ '

Fl T e : * .
.
., B ° ; °

' O ) : 6., . :
The statistician:on,the other hand views low reliability ‘in difference scores

.. with fewervmisgivinos,ibecause.as this reliability decreasés, the power of the

s - rS

o statistical test increases. Qs is shown above, it is thefvazﬁgégg&t hich is of

. -

'importance (for a flxed value of r). This can be demonstrat

. and t tests. In the latter, ‘th denominator Sﬁ.approaches zerdgéiﬁgfi agﬁ%oaches

“ 1.0, thus minimizing the denomina of/and maximizing the calculated t. -Foy a ¢ogmon
ﬂyariance (512 = S92 = §2) and r1? 5\1.0, ISR K C ;.

-

| ,
) o s% = sll2+322\2r12 5y 82 _ 28%-282 _

, n\ n y
;* . . ‘1 §
:Bimilarly fot the T ratio in ANOVA. ™ Aé ri2 approaches aﬂ%&, the” Subjects by Tri¥ls .

interaction approaches zerg, thus maxim}\jng the F ratio for’the Trials effect.

)

s Thus, although thelgéliability of thgetests themselves should be important . S
f

U to researchers, the reliabllity of the difference scores may not be that crucial ;:7
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'ff;' The analysis of ll of the available data should provide an investigator with .
<a . .
A a ) more 1nformation thaﬁ does the limited, and suspect; information provided in a .

difference 'score. @ﬁese répéatéd measures analyses may be performed by either

g univariate or multivariate analysio of variance (ANOVA MANOVA) on the raw sc;;eg . -
res adjusted for initial d;}ferences between groups. The more informa-

tion'a ailable on the naturge of change in behavior over time, the greater should o
be th de ree of uuderstanding ‘of the, nature and causes of tHat change, Conse;

quen ly7 An an experiment involving -any length of time between the initiation of

. the/ tre tment and the final observation, ic is desirable to take numerous measures

procedures, in most motor hbehdvior studies such repeated measures are quite °
fe7sible. / £ 3( Y o! 2 e . . . ‘ ;o . L .
¢ ’ ' . .
1 - . < Lo L R

Repeated Measures° ANOVA ‘e . .-
S

G’ . L‘ ) " ’ o ; .
The ccmmon method for analyzing change for a repeated measures design is tov

. throuoh ‘a repeated measures or Ss x Treatments ANOVA, Given a typiéal ex-
périmenY involving two treatment groups (or a treatment arfl control) with -20
- Ss nested witQin ‘each 8!92? and repeate’(across say lq trials &Fig. 1), one .
4 appropriate method for analyzing change*could’be to break down the total

-

L variability as given in Table 5. ‘ }- T K

Ly [Insett Fig, 1 and Table .5 about here]
v S ’ toe - . .
¥ The effects of most interest here, with respect, to the analysis of change, !
|
|

"
‘4 - are the Groups x\frials and its trend analydis components, Groups 4 Trials
(Linear) and Groups ¥ Trials (Quadratic) The Groups X Trials interaction .
_f, indicates the degreeéﬁo which the change over trials is the same for eaéh !,
v .group - which is probab,y the research question of most interest, i.e., is . -
- there a significant change infbehavior over the time span of the experiment,
and if 80, does this change ‘show the same, or- different, charaoteristiﬁs

\h

"". ' between the two experimental groups? ' - ] o
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The Groups x Trials (Linear) asks‘essentially the same question but with the ' A

constraint. that the changé. over time is linear. In this(case a linear function
is forced on the data and the test of significance tests, for equality of slopes

between the two groups, which in behavioral terms ambhnts to a comparison of . ‘
. ey

the rates of learning, rates of recovery, ete. Similarly the’ Groups x Trials . '_‘ .
(Quadratic) compares the two treatment groups an the basis of the degree of : :~}
- curvature or time of plateauing o the scores.o¥er time, ~ ) *
» o ‘.
This analysis then’ prov1des one—possib‘e solution for the analysis of « - ~ - -

change' suitable for many experimental conditions. By using a number ‘of measures
instead df just two, the problems of regression effect and measurement errorsi;
are greatly reduced The unreliability of the data is’;eflected by the magni—
tude of the S x Trials interaction (or in this case the. S(G) X T) and is thus

a sort of bu}lt in protegtion against making erroneous’ research coqplusionp
based ofi unrel4yable data. Theless re11ab1¢ the datalis, the larger the’

S x Trials error term, the more difficult it is to attain statistical signi-

ficance aqd the less likely it is to make’a Type I erroy., . S

T
i

S ;,/’ : : ' . : IR '
./" y - - ' : : ) . s

,»  The repeated measures ANOVA‘is not the ideal solutiom to-the probléms'of
analyzing change, however, ‘for a number of reasons. FirstIV, the tests of
51gnificance give limited information regarding the nature or form of tRe .
change over tlme, as the trend analyses fit only polynomials to the data,
data which is frequently better fitted by a logarithmic or exponential func~
tion. Secondly, - it deals with mean values only and}does not reveal reliable ‘ o .
differences between subjects (w1thin the same group) with regpect in ihtra— T
.individual behav1oral changes over time (a stochastic model would detect this).
Finally, and perhaps most 1mportant1 ‘ ap nature of the data common éo‘most *

'studies in motor behavior is such that it violates the assumptions on which
the repeated measures ANOVA is founded. These’ assumptions are th&t\the
measures {i) ate noﬁmally distribyted, (ii) exhﬁbit eqbal varianc s under all re ‘

"

treatment conditiOns,land (1ii) have equal covariances between all treatment‘

airs (the precise mathematical assumption is that all covariances equal zero: . :
but the F ratio is virtually unaffected by violation of this agsumption, pro—
vidingiall covariances are equals While the tirst two of these assumptions , "'

are usually met with motor ‘performance data, the third one rarely is.

. .
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This assumption can be casually tested by examining the correlation matrix of

“*the repeated méasures ~ the degree to which all correlations are not equal

ind1cates the degree to which this’ assumption is violated 1 rt,is: frequently

the case in our‘field of study tp obtain dataﬂin which adjacent trial correla-

tions are very\high but diminish as a- function the number of intervening

f

‘obseruations between.any two measures. The resultant of this situation is an

inflated F‘value and a substantial increase in the probability of committing a

Type I error (as highas p 15 when assuming a p = 05) T

e v
i

[ . N -(
\ & - ;

The analysis of .variance for repeated measures, which was first presented

here as a possible.solution to some of the problems inherent in the analysis

of change, has now become a ‘problem self There are two possible ways by

which ANOVA may be validly used.on repeated measures data whieh exhibﬂts Lo

\unequal between trialycorrélations. ‘ . ' iy
. ’ L]

(1) Infldte the magnitude of the F needed for significanfe by reducing °

v

the’ agSociated degrees of freedom (d.f}). Box (1954) has suggested
that the d. f .+£br both the numerator and denominator be multiplied

« by a—faE_or €, which is a function of the degree of heterogeneity of
both the variances and the covariances. The greater the heterogeneity
the'gnaller the” cdalculated ¢ and the larger the F value must be in

order to reject the null hypotheses
J-

Y
\

(2) ﬁGrcenhouse and Geisser (1959) questioned the validity of the estimator“

€ and its effect on the approximate F distribution. They suggested _

the use of the minimum possible value of €, pamely l/(k-l)_where k

is the number of levels of the repeated factor, as the factor which
» . should be applied to Lhead £, in all situationms. Afthough this is a

statistically" validatechnique it is vefy conservative, thus resulting

.in a rather large probability of committing a Type 11 error.,

-There are a number of -excellent articles'available which provide a lucid ex-

.

o S N
c-"m l M

planation of both' the pr&blem and the merits of these Bolutions (e. 8o
.Davidson, 1972; Gaito,n1973 Gaito and Wiley, 1963; McCall and Appelbaum,
. 1973; Mendoza, Toothaker and ﬂicewander, 1974). -

- -

' v

., .
. .
. , . .
. . . -
, .
[ ’ e

.. 1{:’rocedures for statisdpical tests of- thid assumption are available in'
Winer| (1971, p. 594). ' .
2 O . ' Lt

.
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Repeated Measures NdeVA ' - . CL . .
G- . .
Thesother solution’ to the proLlem of n°n—homogeneity of covariances is®to

use a techniqde wnich does™xmot, require this ‘agsumption - namely the multivariate
analysis of variance. MANOVA requires no assumptions regarding the homogeneity

s v\f

oﬁccovariances and allows<for an exact statistizxgk’test based on a known sig~

" nificance level # Although this technique has been available for many years,

it has not been adopted by practicing researchers due to its extreme computa—

'tional complexity. However, the present accessibility of suitable computerized 3

.

nuitivariate statistical packages at most universities has eliminated ‘such an *°
.ﬁ

" excuse for i°noring this very useful test and+it should nov be a standard / )

statistical tool for all researchers. Very briefly, what MANOVA does is to
transform the k répeated measures for each subJect into’a set of (k—l) scores
through. the application of independent contrasts (these are usually orthogonal
polynomials, but they’ need not be as resulting significance testvis_inde—
pendent of the choice of contfast39 ysis of variance tvpe procedure':

is then carried out on ,the vector of means of these derived scores with the

J' ‘

mean square errod being a wariance-dovariance matrix‘of w1th1ncellvar1abilities
rather than a unitary scalar yalue as in the un1Variate procédure. The testg

of significance provide an'F ratiq for the averall multivariate hypothesi%

, ] . . k. . % . .
- that the tfial means are equal, and: f two group,eiperiment, that the change

in performance acfoss repeated measures the same for each grdup\ 'An overall

.with trend analysi . {see Spector, 1977, for a gopd.revie“ Gf procedures). o a T
N . . '/ . ) .

significant F on these multivariate - ypotheses allows the investigator to use
appropriate follow—up tests while mainta ining an overill pre-determined level
of significance. These follow~up pfocedures cah. ta&e the form of simultaneous
confidence'inte*vals, step—down ¥ fatios, bor even the usual univariate F tests

on each dependent variable separately or on the single d.f. contffsts associated

Y a

' A
Another fre;uently usedmpr;cedure associated with MANOVA is discriminant
analysis which tests whether two or more groups can bgggignificantly separated
on the bases of their profiles (or, in the RM degign, their pattern/of change
over time). It has been shown, however, that a Groups’x Txials ANOVA is more
versatile in detecting the nature of the differences between group profiles

than i's discriminant analysis (Thomas and Chisspm, 1973 Although Ihomas .

. and Chissom failsilto conséder the restrictive assumption inherent in the

univariate Gx T IOVA this is not’a factor if the Trials effect-is broRen

down 1nto polynomial coefficients Qlinear, quadratic etc.). RS ] : .

' . - .
J\ © . (\ . -
N rl
- .
N

9
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. This essentially converts the univar}ate procedumg to a multivariate technique

"y

and thus no longer requires‘the assumption of’ equal covar1ances. Bock (1963),
\ ) Cole and Grizzle (1966), and Finn~ (1969) have provided comprehensive discussions B
.on the application of MANOVA toérepeated meatures data and comparisons of the . f\'
VA versus MANGVA are well given, by Davidson _ .
(1972), Iummel and Sligo (1971), McCall and Appelbaum (l973)l and Poor (1973) e

applications and outcomes of AN

° ?

It ‘must be pointed out that not all statisticians nor psyéhometrieians favor

‘.

. %
multivariate methods. Rempthorne (1966, P. 521) has s@%%%d that "I have 'yet to .
‘xﬁé standard techhiques T

see any convincing examples of experiméntal data in whi
of multivariate analysis have led to écientific insight.“z PErhaps ‘the choice
between these two ‘types of analyses can.be based on whether the experiﬁental .

: study is primarlly concerned with ”information f1nding” or with Vdec1sion making". N
Univariate prpcedures may allow for greater (or_ggg}er9 interpretationﬂof the . \
data, and thus .support the information finding approach, whereas nultivariate

-

techniques (MANOVA in particular), by providing a% eyact probability statement

v -, -
are most suitable for decision makingi 8 , . e ’ + .
: K ~ M ’ : ) N "’ ’ Co-

. z?b ) i .( - . - ‘_ . - .
Table 6 provides for a comparison f. the relative_ppWers of multivariate 1; 5

(MV) and univariate (UV) F tests. The bol MUV refefg to {\;:zeated measures ﬁ;)?

univariate AHOVA.which has been modified by/the Greenhouse and sser technique. T

Notice that for smalk N the MV procedure lacks power in all cases. For large . “%?”!

N T
=¥ (20 more than the number of dependent_mgégures) and a relatively large non-  i- yéﬂ :
centrality parameter (6), the, slightly greater power or the UV over»the MV e, ;éf

procedure is more than compensated for by the lower experimentwise error rates R

- "

in the MV ‘methods: In'these situations a h&dOVA dould seem p;eferable to an \\

* s.\

ANOVA. : ‘ : o 4
/‘3 ) ‘_\ . ‘ ‘4,‘{ \/‘ . . ‘11"‘ e v

. . -

"coucLUSION ' - .-

.

P

A2

There are obviously a considefable number of problems rent in the
. measurement and analyses of change, especially in researchldesigns of ‘a longi-
tudinal nature. However, most of these problems can be avoided prov1ded sufficieng,ff

care and planning are taken prior to in1tiatihg the research project. “The cross- -

4 sectional sequential type designs which ate required for valid measures of- . s

developmental‘change are very costly - but necessary if Ehe reséarch is to have

’

§ X any scientific value. Multivariate statistical procedu1es utilizing on complete . -
\. 2 T
[:R\!: dataisets will provide for"valid and relatively porerful tests of hypotheses« .

Jummm , . .
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‘ i [ TABLE 1

D
~ ‘- . A - N N .

e SEQUENTIAL RESEARCH DESIGN GIVING AGES OF COHORT® GROUPS, _ ' _ -

N

SR . : " (AT EACH TESTING TIME

’./':ﬂ . : . . M Ll C . R ) ) T \
X - Cohort | - . % Time of ‘Measurenent ~ T )
v ~ 0 T N L2930 1940 | 1950 1960 1970 1980« - 1990
1930 5 as 25 35 : '
. 1940 ) -5 15 25 35 , ' - 5
‘ 1950 , . - 5 215 - 25 35 1 . ‘
1960 -~ s 15 25 35 )
- . \ N v
- _4'. "k ¢ - N < .
- bARS . -, . . ' A8
~ 2 < ~ -
~ 3 ¥
’ ] \ . -
) - \ , '
o~ ) ) 1) _‘:; \7 t ]
' : ' S ‘
- A »
¢ o . .
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’ R . e
' ANALYSIS OF VARIANCE FOR A p x q BIFACTOR SR
, : e * DEVELOPMENTAL DESIGN - ' L, -
- - _ ) . Lo - \ - . :
x ’ . ] - - ) ‘ . ..

N " R \ ¢ < . )
Among Cohorts (C) p-1 . MSg .| MSc/MSsyc . ’

oy

- Ss within Cohorts (SwC) p(n-1)" MSsuc| * * ‘ @?;/r{,t

= « . N , <
. . . Source of Variation o df ’ Méan Square F ' Z

'
o . . Nt . .
- J . !

r

' i 1‘ ’ -t S ’
- Age (A) . N _ S TR MSy MSA/MSsuca
%  Cohort x Age (CA) ~,  (B-1)(e-D), MSca | MSca/MSsuca
g SwCohort x' Age ($wCA) p(n-1)(q-1)’ MSguta ‘
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., TABLE 3 °
. -
. A - - , ) .
. . . «
- EXPERIMENTAL LAYOUT FOR A BIFACTOR DEVELOPMENTAL
®
DESIGN WITH CONTROL GROUPS FOR TESTING EFFECTS

"\

e 7, - N b ~
& . " s

v
“ Ty
any -
. .
3 . )
- ' 7
IS
. . .
[ , S
ax -,
- +

. Cohort s\__‘// . *  Age at Time of Testing

- X L 4

»

lwn
&

L]

r 1930 (S1-20) v J - v J
. ’ (821-40) J X \ X * X
) {841-60) X- J ‘X~ X
£ . - - (S61-80) X E S IS
D .7 fsgr-1000 ¢ . K X+ _ . X v
1940 (S1-20) - N v J J
a . 9
: . (S81-100)" XU T X x .V
~ . P . > ' -
¢ ~ ' N . ' ’ - . .
) - 1960 (S1-20) A Y ’ VAN g
AN ' ' " . ’ '
s - : ’—?- ’ = o
~ , (S81-100)" A R v
4 ‘ - - —

] P X ~ denotes no testing at this time. »
» / = _ J = denotes testing done at, this time.

% =1 - *

5
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fTABLE 4

ANALYSIS OF VAKTANCE FOR A BIFACTOR DEVELOPMENTAL
- DESIGN WITH CONTROL GRQUPS FOR TESTING LFFBCTS

N
-
M

Source of Vaxiaffgh

Practice Iffects (P)

Cohorts with P; (CwPy) .. ; ) o
. .Subjects with CwPj (swéa-,\" 76 - error term for CvPi
Cohorts within P2 (Csz) oLt | / , 'iﬁk
- Within Cell in P2 (Error P2) ] ' 304° -cerror term for CwP2

Error for P (Errox P) 380 - pooled Error thgﬁé SwCwP1

- . : \ "

Age (A)

AxP
A x éwPl

A x CwP) .

SwCwP; x A S 228 - error for A x CwPj

Pooled Error ' 8 ° - error P+ SwaPl‘" A

, B ¢ : - error term fo A, Ax P,

‘ A x CuPy e T

Total  * L 639 B .7
- , .

N e

N

*“} The degrees of freedom are based on the design given in Table 3.
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Analyus of Variance, v:.th Trend, for a 2 x 10 l‘actorial Experiment 4
.. : w:Ltﬁ Kepeat;ed ‘1leasures on the Second Factor . '
) A Source - df Mean Square . . FRatio !
N i L v ) ) ~ e - s
. - Groups | . . 1 MS¢g . HSG}?{SS (G)-f;:' '
K . Ss withifi Groups. Z:»B : MSs(G) y
) Trials , 9 . MST HST/MSS (G)T
; Linear ¥ 1 MSTL . o MSTt/MSS (G)T
¢ L - ! o '
<" Quadratic 1 ( MSTQ - .G MSTQ/ MSs(G)T.
4. Residual . . 7. ESTR' _ " MSqp/MSs(e)yT
Groups x Trials 9 MSer . MSgr/MSgg)T
G ¥ TLin, 1 ) MSgTy , -MSGTL/ M55 (Gt 3
: - !
G x TResld. : 7 . MSGTR _(}_._‘ MSGTR/MSS(G)T
M Sng % Trials - 342 ) ) MSSQG)T N
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.
Tab&ep6.
RelativeiPower of Multivariate .
and Ghivariate F Tests

) 'd:\“d_

. Power-

No.of | Equal -

Trials S/ & F Test | ‘var,-cov,? T=k+l n=k+20

"y

1.0 w0 Yes' T I .21 .30
| ) ) Yes .07 . .18
! i No * | o233 .38
- , .28

.

-
Q

Yes " . | .86°
Yes : .75
‘ 91

83

.45
.07
.65
34

.99
.76
.99

.+ °.93

’
!

* TFor a specific case of non-uniform variance-covariance matrix

Ed
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