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FOREWORD

v to a.

The Computer dnd Information Science Research Center at The Ohio
State University is a researc§ organizatibn which consists prifharily .
of faculty, staff and graduate students of the Department of Computer
and Information Science.

in conjunction with other University departments as well as off-campus
- k 4

Some of the research activities are performedv
&

+ organizations.
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. This publication contains\the abstracts of research whid¢h has
' been carried on.during the 197§~1§/academic yeag. This research has
been supported in part by grants from governmental agencies as well
as by The Ohio State University. Sponsorship with government agencies

.and with other units: on the campus is-identified at the end of an

abstract.
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e I A bibliography of’the research reports published by the Center
is included in this publication as Appendix F. Copies of some of

these reports are still available on a coﬂplimentary basis from the

- . e Cpmputer and Information Science Research Center, The Ohio State

! . ’University, 2036 Neil Avenue Mall, Columbus, ‘Ohio, 43210, Titles with'

) PB or AD numbers may be obtained from The National Technical Informa-

- ! tion Center, The U.S. Department of -Commerce, 5285 Port Roypal Road

¢ - Springfieid, Virginia, 22151, in paper copy, magnetic tapg, or ' \ .

Lot microfiche. .There is a nominal charge for their service.-

- " . _ . Marshall C, Yovits ’ .
. Director, Computer and '

e, Information Sciehce Research Centef'zb
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Al 5 ) \ .
The Computer and Info?hation Science Research Center at The Ohio State
Uniyerhity is an interdisciplinary activity involving the faculty, staff and
graduate students from the Department of Computer. and Information Science.
< Some of the research activities \are performed in conjunction with other AN |
University departments as wéll as of f-campus organizations. "The Center .also
interacts closely with Battelle N:morial Institute, Chemieal Abstracts Service,
and'the Ohio College Librarg Cent\r, which are_adjacent to the 0Ohio State
Campus, as, well as*with & number of other organizations Iocated in Cblumbus, e e
Ohio which are engaged in computer and.information science resgarchaaqtibities,
such as Bell Laboratories, Western\Elettr;é Corporation,'and Rockwell
Intenpational_Cdrporation. Although the Réesearch déhter\and the Department .
o utilize many of the same personnel and have the same Director, thev are two
R separate and digtinct entities. \ . ‘
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"OBJECTIVES OF/ THE CENTER

.
- y . El

! - -~ v
) . ) < The Co@puter and Information Science Reéeé}ch Center has the following
. SBjectiyesﬁ « (1) to develop a broad researchxyprogram in ‘computer and
. " information’science; (2) to develop, test, and evaluate practical applications
of research in épmputer and information science; (3) to coordinate and
integrate’ thesé functions. with an academic program in computer and information
-~ ' science_at The Ohio State Universltv, as well as with other disciplines at the
. University. The Center is a focak point for a number-of applied information
- procesging activitiés or the campus.. \ .

. ' . . ‘ « N . i ‘. " , i ] . y
¢, » SCQPE OF THE PROGRAM ' . - _ ‘ -
- . ‘The program in computer and'information, science at The Ohio State
- University has been defined broadly to encompass most of tHe analytical
. activities frequently. considered ‘to be part of this discipline. This approach
has been chosen because it is felt that in order to penerate the needed
céncepts, foundations, and generalized teéchniqués, it is necessary to-examine -
analytically a number of different areas of computer and information science. . ' !
In this way a firm empirical an® theoretical foundation may be estahlished for
generalized computer and information systems. Such a view commits the program -
. " not only to the theoretical study of computer and information systems, hut glso
\ to the study of their realization and their impact on phe user. .

-~ .
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Those areas of study which are emphasized both in the academic program and
in the research activities of the Center are as follows: ‘ <
1. Ceneral theory of information tte
2. Information storage and-retrieval S . »
3. Theory of automata and théory of computation
4, Agtifieial ingelligence - .
5. Pattern recognition ’ L . s
6., Computer programning, 1nc1uding systems programming. . ‘ )
J Theory and processing of programming languages W N
\ 8. Digital‘cqmputer architecture and organization . . ‘ .
‘0,  Numerical analysis " N : /

v

10. Hﬁnrmachine'lnteraction and systems

11. Formal and computational linguistics N

J12. Management information and systems

13. Biolqgical information processing

14. Social, economic, and psvchological aspects of'information production,.
" processing, and use. . . :

] [} N -

t . “

FACILITIES- . ’ .. . — -
The Cqmputer*®and Information Science Research Centerihas a Digital Lquipment

Corporation DEC System-10 computer. It is a moderate size flexible time-sharing

computer which is dedicated to reskarch and education in the field of computer

and information.science. This computer provides valuable hands-on ekpgrience

for the faculty and students of the Computer and Information Science Research

Center ahd permits research activities involving non-standard and innovative

applications of computers of both a hardware ‘and sofgwWare nature. .Some of .
these research activities which are currently underway are: .° . o
“~N ' . . had , «, “‘\'\-'

< - . “
1) Experimental and developmental research in time-sharing‘and

mu1tipro§7%mming systems.
N 2) Complex dystems simulation research using graphical diqp]ay devices"
« 3) On-line information retrieval systems studies. . .
4) Hardware modification and interface studies+”
5) Software modification and developrient (e.g., PI/I«and COBOI. compilers).
6) Man-machine interaction and psychophysical experiments - .

7) Pattern recognition studies. > . -y
8) Computer simuldtion of <danguage learninpm . .
».9) .. Speech analysis and synthesis. . . ,
10) rAnalysis and synthesis of human locomotion
11) Computer data-base systems. N

.

. The Research Center glso+<has access to the, University Computer Centers. \s
They are: Instruction’ and Research Computer Center; Hospltal Computer Center;
and University.Systems Computer Center. , ) .

¢
!

.- Included in these centers are an IBM 370/165, two IBM 370/158, an' 1RM 1620
for plotting, and an IBM 7 for analog to dipital conversionm, ‘as well as several

" <>
L 48 . Y~




IBM 1130 machines, and a number of remote’terminals. An TBM 370/16§ will be
available January 1, 1976~ . . ’

! Y . - A v -
-

,Many specialized facilities and laboratories of the University are also

. av®lable to the staff and students of the Reséarch Center. Some of these are
the Office of Computer Assisted Instruction, the Institute for Research in' . .
Vision, Telecommunications Center, Behawioral Science Labofatory, Listening
\ ' Center, Communications and Control Systems Laboratory, Mershon Center for . .
: Education in National Security, and many. others. - .

-

The Research Center also interacts with the\Ohio College Lih%ary Center'

* which is administratively ~Indgpendent of" the University The Center was formed
*by the Ohilo College Association, and operates a common compyterized library
network connectfhg the Ohio cqlleges and universities (both private and state
assisted) and many points outside the state of Ohio. These include sixteen i,

. regions with .approximately 500 college, university, public and special -

. . libraries participating in the system$ Two wel)l established national infor—

) . '~ mation systems have units gn the campus of”The Ohio State University .~ The

MEDLINE system is an automated on-line service to access medical journals of . .,

the previous three year period. The ERIC (Educational Res¥arch Information "

Center) system is an automated batch system to access research reports and

Journal literature-in the field of education Thes®e’ systems are available to

the staff and students. Interaction has also been initiated with'The Academy.

for Contemporary Problems . .

) - . . L]
) - . .

ot R ‘ Thé University has estahlished a university -céntered- information system.
« The information system, called the Mechanized Information Center (MIC) operates-
as a department.of the University Libraties. MIC has developed a multi— ‘ ©o :

disciplinary batch-mode irfommation sysﬁem from machine-readable’ data bages, .
primarily for the campus gcientific community. The interface to the MIC
system is decentralized as much as possible throiigh the.@xistinp system of )
twenty-three libraries aréund the campus Jhich serve sepcia117ed publics.- MIC
acquires datd bases from commercial s0urces, ‘as well as from professional - ‘ )
societies and. governmental agencies..~ Research activities in MIC are’ directed . . " .
> toward improving the services of MIC to its users through software refinement -
- and development. This center works closely with the staff and students of “the v
. Depdrtment and the Center. ' Ty . ‘
.- MIC provides two basic types of services: (1) computer—hased current .
' awareness ‘to help people keep up-to-date with current publications, and (2) ¢ B
. computer-based retrospective seaxches to. bring. people up-to-date with previouslyr "
- published :fnfox:mati‘B . There are-three current awareness services: ‘(1) - * .
' multidisciplinary, ainly in physical_and biologfcal sciences, and engineering, )

N\

N
[

(2) social sciences, aid (3) education: *Two retrospective -services, multi- .
* . 4 = disciplinary and education, are also available. Fotr each_ of the five services,
) a.specific data base‘is searehed to gselect bibliographic citations that’ are
' pertinent tq d person's inferests. MIC'now provides current _awareness ‘' ! -
. . gearches to more than 4,000 people and- organizations and has performed-more
than 25,000 retrospective searches._ . ) . e "o ‘e




- . 2 ) \\
* . ) N - 4 ’;. R
£
4 v . . . v
< ACADEMIC PROGRAMS IN COMPUTER AND INFORMATION SCIENCE ?:' g
T - The. program at The Ohio State University emphasizes gducation, tesearch

-and the professional prectice and application of computer and information

science. The acadefiic program is offered within the Department of Computer

and Information Science and encompasses undergraduate and ' graduate degrees

through the Ph.D. Statistics showing the growth of the department are found
., in Table 1. ¢ .

. ‘-

‘ Organization'of The Department’ of Computer and Information Science

4

¢

i The Department of Computer and Information Science is a %eparate academic
-unit located administratively»in the College of Engineering; operating in part
_as an interdisciplinary program with the cooperation of many other departments
. and colleges throughout the University.

P g ‘ 3 .
Objectives of The Department~ o - . - 2 J{A”’\ri:b

The program at The Ohio State University emphasizes education, research
and fhe professional practice and application, of computer and information
sciepce. The educatfonal program offers undergraduate and graduate degree
through the Ph.D. The research activities which are a central”} part of the

. program con§T§t’of a broad conceptual base sypported by a number of contracts
and grants ds weil as by the university. The broad core research program and
these other regearch tdsks fnteract ‘to form an integrated framework.

.
-

Undergfaduate Programs, o .
. Undergréaduate degrees in computer and information®science are aﬁailable
p to students in the College of Engineering, the College of Mathematics and
Physical Sciences of the College of the A;FE‘and Sciences, and the College Qf
. Administrative Sciences.” The particular program chdsen depends upon the
student s Interests rand career objectives.

f

A

E]

-~

The undergraduate preéram in the College.ofeéhgineering leads to the degree

of BachelQr of Science in“omputer and Informatioq‘Science. This program is
designed fog, the student who wants to specialize i computer~and information
science fromiywithin an engineering environment. Hentd,, she pro ram provides
.the student witheareorez of computer ‘and information science, m h@matiCS, and
engineering science Both d%ﬁ%%
are assured by specific required course seq feffces in se
+ and science yets, Sufficient f1exibili€§”eiiqts so. that .a student# can elect a
.portion of his technical course work in order- to develop hie individual
interests. - . v, : .
.' N‘ . ) = A «° RS
' There are two undefgraduate programs- in the Colle&g\:f'Mathematice and
Physical Scienges. . These programs lead either to the degree of Bachelor of
Science or the ﬂegree of Eachelor ofsArts with a major in computer and infor-
matioﬁ’science. The programe are cast in & “liberal grts setting and are
similar in content. The Bachelor of .Science program provides a spmewhut more
technical. and thorbugh education in computer and information science and
* mathematics while the Bachelor of Arts program is ﬂomewhat more flexihle and’
) provides af opportunity to.;elafe computer ‘and informafion acience td some .
. other dchipline. . - '

- P . P - . T ..
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and Ereadéh,i computesy; -and 4nformation séience,
3& etan azees of engineering



A, Staff .
1. Full Time %
2. Part Time

8

3
A
&
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B. Graduate Students
B :

€. Undergraduate
Students

D. Course Enroliment
(Autumn Ouarter)

. ¢

4 v - )
. ¢
~ . ) i
. Students Taught

M.S. Degree Awarded
¢ Ph.D. Degrees Awarded

Applications for
Graduate Study

. .

* Number of Graduate
e ysyudencs Supported

Tgfle 1> Growth of ﬁepartmgntvof Computer and Information Science’

~

»

5 © 11 14

15 .
5 9 . 10 11
32 8a 114 151
N i~ \‘.& L e
100 143 300, 485
542 770 1059  -1203

'67-'68 '68-'69 '69='70 '70-'71

1977 2892 3933 4703
7 17 35 44
» v

Y .
181 190 343 %25
27 72 78 28

/-
’r s o
k- %

e,
.

]

t v

18 18 18
12 ' 14 16
165 187 209
576 450- 510
1447 1676 1728

L

71172 721273 73%-74"

&

L5174 SEhO" 6129
47 40 67
4 - g v 4
400 . 323 290
89 | 83 78"

SEPT'67 SEPT'68 SEPT'69 SEPT'70 SEPT'71 SEPT'72 - SEPT'73- SEPT'74 SEPT'7S ‘

20 .21
2 12
108, 209 (est)
475 490 (est)
1025 2050 (est)
74'-75" 75'-7¢
6876 7500 (est)
58 55 (est)
.7 18 (est)
355 :
81
. :I;)




~with a thesis option or without a thesis option.
"of courses by number and titlé€.) ) \

.one of the research and: inqtructional -areas already listed as wel

he undergraduate gfogram in the College of Administrative Science leads ,
to the degree of Bachelodr of Science in Business Administration with a major in
compu{ér and informaeiiﬁ science. This program is designed for the student
that business ordénted and desires an education in computer and information R
scie ice and a gene al education in the administrative sciences. The program!s -\
objective is not to make a computer specialist out of a student, but rather to

enable him to rigogni7e the opportunities to use the computer in his managerial .
activities, to know what to expect from*it, and to know how to communicate «
effectively with computer specialists so that computerized ‘projects will be a
properly handled from a technical as well as a managerial point Qf view:

Graduate Programs o ) .
N T

.

The Department of Computer and Information Science Qifers graduate programs
leading to both the Master's and Ph.D. degrees. The graduate program leading

, to the Master's Degree is available in seven options.

thion I for the student desiring a theoretical foundation in computer ° .
) .and information science. . : .o
Option II for the student specializing in information systems., '
Option III for the student specializing in computer systems: .
Option IV for the student‘speei&lizing in -numerical -analysis.
Option V for the student specializing’ in operationé research .
Option VI for the student specializing in biomedical information
" processing. $ . )

» i

Option VII for the student specializing in administrative science.

. . <
ﬁgg Each of these options provides a background in several aspects of computer .

" and information science, as well as additional mathematical sophistication J—_
appropriate to the student s interest: Tach of the options may lead to the ~ ’
Doctoral program in computer and information science, and each may be taken

(gee Appendix A for a 1istiﬂg

3

H
. s

All courses of study at the Master 8 level require completion of a core .-
program in computer and information science together with the required courses
specified for one“of the options and additional courses ak specified by the g
student's adviser. The core program'includes courses on; Principles-hﬁ Man- | A
Machine Interaction, Numerical Analysis, Data*Structured, Advanced Computer co \ "
Programming, Digital Computer Organization Mathematical, Foundations of Computery
and Information Science, Introduction’to Linguigtic ?halysis Modern Methods of* .
Information Storage and Retrieval, and.Advanced Qeminar in Cémpu%er and L

~Information Science.’

Ay a . . .

' v ' - ' r

The graduate program leading to the Doctoral Degree in Computer and § )
Information)Science is flexible in that it 1is ta}lored to the particular hack-
grourrd and interests of the individual student. " These interests may iie 1n any

;as in many . _"

- . R [ 4
. 106 : - .
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INTERACTION WITHIN THE COMPUTER AND INFORMATION SCIENCE POMMUNITY

other’cognate -areas. A' cognate field is defined as a fieldr supporting or '
closely related to the fourteen Departmental fields armd is ordinarily specified .
byian f%tegrated program of Btudy in othér departments of the University.' y

: ~ .

cas e

‘Course Offerings'.- o N . ' L ‘

PR v . -

" Currently there are about 81 courses (each one quarter in length) offered
by the Department 22 of which are. largely undergraduate with the remainder , .
being, upper level updergraduate and graduate courses. In addition to these '
courses there are over two hundred courses offered by a variety of departments
of ‘the University which are of interest to our graduate students who are

encouraged to take theseocourses. . . 4 -
Faculty T B * 5 ‘ T
The Department of Computer and Information Science has a full time facult} ) ;

.of twenty-one members -at the assistant professor level and above. They have a

wide range of backgrounds and experience. The above faculty is supplemented
by staff whe have joint appointments with other departments by staff from |
other departments who teach courses primarily for Computer and Informagion .- °
Science students; and by adjunct staff people who are employed in off campus
organizations who teach courses in the Department of Computer and Information -
Science (see Appendix B). Ihefe«are“currently a total of about 14 supplemental.
staff in this category. . / o,
o * /.
. ’ Coe ) : ' H o .

P4 v g ‘.‘ ’ ’

INTERACTION WITHIN THE UNLVERSITY T 2

-
w T
*

phs's
Wy gﬁotp tha-Research Center and the Department of Computer and Information : .

_Science “interact with other departments and résearch programs within the

University. This is essential because of the multi-disciplinary’ nature of .
the activities' encompassed in this field. A number of the academic faculty have, .
joint appointments in othér departments. Staff members of the Department of

Computer and Information Science have appointments in the following departments
and organizations~ ’ . . - .

[

) — ¥ .

a.° Accounting ’ + g.. Instruction- and Réeearch .
‘b. Allied Medicine . ‘ ©  Computer Center :
o Co- Art, h. Mathematics /
*d. Biophysigs 2 i. Psychology /= g .
e. Electrical Engineering j. TUniversity Libraries L.
f. Engineering Graphics k. niversity ﬁystems Computer : s

- Center /[~
. . . N / 4

- - . P s
~ . ’ ’ -

' .

' 4 " .

L I - Ld - u -"‘
‘Columbus, Ohio is one of the majar centers forf inférmation science and .
for the transfer of infotmation in the United Statgs. A number of organizations

‘are involved with the activities of computer and nformation science.~kThis -

affords dn opportunity for studentsg and faculty

o interact with. appropriate -
personnel in these organizations. #Some of thes . ‘ -
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-—:; .} .. . s s, . "
P + Chemical Abstracts Service h. ¥ndustrial Nucleonics
o C. Battelle Memorial Institute -1, State 'of Ohio Depaxrtment ' .¢,
P ;e Ce Bell Laboratories of Finance; Department of.
: . ‘d. City National Bank Highways ; .
. " e. Columbys and Southern Ohio j# Columbus Board of Education.
R R » Electric Company k., Ohio College Library Center
. A f. Western Electric Corpbration : . . .
_;#)} g. , Rockwell Infernational Corp. - ' , ot

v o, < . . /

' Therg'are a large-number of scientists who come to Columbus in order to
visit with tﬁe Department and Center and who-usually present a seminar. (The
.seminars for 'the period’of this report are listed in Appendix C. ) The people

. \\Eozer virtually all phases of computer\and information science. .

s * In addi‘tion,: our people interact at most of the major technical meetings
in this‘country as' participants giving papers, assisting on panels, as

. .attendees, and as officials. Hardly a major technical meeting in the
~ appropriate .fields is held without -2 contribution from one or more of the .
< personnel from the Ohio State Computer and Information Science Research Center.
“ }ist of these activities can be found in Appendix D.

TSRS

. _ Reseatch efforts of the staff are disseminated to the professional
commpnity through several publication chafinels. A list of current publications
of the Research. Center staff is included as -Appendix E. In addition, the "

‘Research Center issues a technical report series (see Appendix F).

N @n e . -~ ., R ~

i ©- ) S . )
BOCTOR OF PHILOSOPHY DEGREE - PO - ' ,
The Doctor of Philosophy degree ‘wag awarded to the following students )
" during 1974-75. - See Appendix G for a complete listing of Ph. D. dissertations.

]

. Y . g

A Name - | . ] ’ Dissertation )
A N '
PO James L. Beug, e Human Extrapolation of Strings Generated
: ' By Ordered Cyclic Finite State Gramars
.g » ‘ ! '.
Mithael E. Doherty A Henristic Fgr,Minimum Set Covers dsing.
Q‘ - ‘" . Plausability Ordered Searches .
. ' - , . ! '
‘Serge Fournier .The Architecture of a Grammar-Program- ~
. ) mable High-<Level Language ‘
Oluwumi Longe = * An Index of Smoothness for ‘Computer Program
-, ) . . JFlowgraphs L
Edwin5J McCauley : ) " A Model‘for Pata Secure S;a%ems_’
Frederick E. Petrv ' Prohram'Inference From FExample Computations
% - Represented by Memory Snapshot Traces.
[ 3 . Y ’ ' .
. Hui-Yang Su’ T . Pagination of Programs for Virtual Memony
7€ . A R Systems T g « .
.o ‘ R 18 : t
- oo ’ ) ’ '
A -~y




RECENT TECHNICAL+ REPORTS .
The Computer and Information Science Research Center began publishing a
technical report series in 1968. A list of recent reportSvof .the researc@
center follows (see Appendix F for complete list.)

»

\

t

NN :
., BIERMANN, A.W.: KRISHNASWAMY, R. Constructing programq from example
computations. August 1974, [41]p. (OSU—FIQRC—TR 74 5)

BUTTELMANN, H.W. Semantic ‘directed translation of context free
languages. September 1974, 36p (OSU-CISRC-TR-74-6)s (PB-242 854/As)

L 0-.

‘f
HARTSON H.R.: , HSIAO, D.K. Languages for specifying protection
reQuirements in data base systems (Part I). January 19%5.. 61p.
(0su- CISRC-TR~74-10) . AD/A-006 280/2GI T o
hf‘*% “L ‘
3 HORCER, Jr. W A. Data base module verification - a certification method
for data secure systems. June 1975. 125p. (OqurCIQRF—TRQJS 3)
HSIAO, D.K.: BAUM R.I. Information secure systems. November 1974. 55p.
" (OSU~-GISRC-TR-74-9) T : . !

HSIA6, D.K.: McCAULEY III, E.J. A model for data secure systems (Pert 11).
October 1974, 40p. épSU—CISRC—TR—74 -7) (AD/A 506 776/OPA)

HSIAO, D.K.: KAFFEN, N.E. ' A model for data secure systems (Part III).
- November 1974. 32p.. (OSU-CISRC-TR-74-8).(AD/A-0N4 £76/3G1)

{

McCAULEY III, E.J. A model for datd secure systems. March 1975. 119p...

~(0SU-CISRC-TR-75-2) (AD/A-011 359/7GI) t ] .

» 4
!

‘ PETR{, F.E. Program inference from example computations represented by
memory snapshot traces. February 1975. 143p.* (QSU -CLSRE~TR-75~1)




1. INFORMATION STORAGE AND RETRIEVAL ‘ S

» b . * ’

‘AUTOMATIC PROFILE ENHANCEMENT BASED ON ASSOCIATION MEASURES DERIVED FROM SDI
SEARCH PROFILES

2

v

The use of association measures to improve information,retrieval per-
formance has been explored to a considerable extent ih the past decade. .Much
of the work done to date has been based on small, static document collections
where thq documents in the collection have been used as a basis for deriving the
association measures. However, this approach appears to be impractical for

large or dynamic document collections such as those used in many SDI (selective.
dissemination of information)- sys tems.

. b . -
[y

. An interesting alternative, whigch isgbeing explored in this research, makes
use of thevintellectual effort expended oh manual preparation of a fairly large,
but re1at1ve1y stable group of profiles used for an SDI sys'tem providing current
awareness and retrospective search services on both large and dy amic document
collectlons. Accordingly profile-profile assoclations and term-term associations
dérived’ from a profile—term matrix are being investigated to determine their

usefulness for automatic profile enhancement of both existing proiifés and new
proflles entering the system.

o , '

////A E. Petrarca, G. J Lazorick B. {//irinkmqn (Sponsor: National Scieunce’ . -

Foundation. GN. 27458)°

A CONCEPT SCATTERING.FUNCTION FOR EVALUATING THE EFFECTIVENESS OF VOCABULARY
-CONTRQL ALGORITHMS USED IN AUTOMATIC INDEXING

To improve vocabulary control in indexes ‘derived automatically ffom hatural
language text it 1s desirable to have an objective and quantitative method o&f.
evaluating the effectiveness of different vocabulary control techniques.
Automatic indexes produced without vocabulary control are generally beset by '
& certain amount of concept scattering resulting from the inflected forms of
words or phrases representing the various goncepts being indexed, and in
extreme cases, some inflected forms pertain to_one concept are completely
separated. by inflected forms of words unrelated to +hat concept. This last
phénomenon is illustrafed by the alphamerically ordered set of kcywords plan,
planar, planarity, plapning, plans, where the words |denoting the concept of  *
planning are separategrby those denoting the concepf of pZanarth. CC

-

The disorder associated with concept scatteripg: represents a form of index
entropy. Accordingly,‘a concept scattering function has becn developed ‘which
is intuitively ,based on the dlfference in index entropy between any, given -index
and its correspontiing ideal index (having zero index entropy). Appropriate
ideal indexes havé been constructed and computer programs have been written to
calculatevalues for this scattering function on indexes subjected to different
automatic vocabulary tontrol-techniques. The results obtained thus far clearly

& . . T
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~ «characteristids (e.g.
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. prov1de a quant1tat1ve and .objective evaluation of the relat1ve efféctiveness
.of the particular vocabulary cortrol algorithms studied. ,The congept scattering
function is now being used for, selection of a superibr,vocabular? control al-
gorithm to be incorporated into' an automatic indexing sysﬁem. .
A, E.'Petrarca,'W, S. Stalcup . .
~ g ’ - , - . e

-
, *
. °

¢« i3
A DISTANCE MEASURE FOR AUTOMATIC DOCUMEVT CLASSIFICAEION - .
, * This research has concentrated on the~ esign of .an efficient algor1thm for
autohatic sequential document ‘classificatiod. It is assumed that a set of .
categories and a set of keywords:describing ﬁhese categorles is given. Each . T
- keyword is viéwed as a k-dimensional vectorj where k is the number of categories.
This enables a document to,be represented dset of points in a k—dimensional
space. A distance measure, called the Bay sian*Histance, is then,defined on
this, SPpace, and consists ‘of "a magnltude aﬂH‘a diredtiod. It is shown that by
‘studying the variation of this magn1tude and direction as keyword’ are read from
a document, noisy or inappropriate keywords can be isolated and clusters of

. similar keywords can bé identified. By analyzing these clusters of Keywords,
primary and secondary classes for a document can be obtained. IEas algorithm
has been implemented on the SPIN data base and encouraging results have been

obta1ned . _ T
L. J. White, G. Kar (Sponsor: National Science Foundation, Offiée'of Science .
Information Servicey GN 36340 ‘ A -
i o S )
s - . v - . -
N ) . . ' :
GEVERATION OF UVIQUE CDVFIGURATIONAL REPRESENTATIONS OF CHEMICAL STEREOISOMERS.
FROM NON-UNIQUE UNAMBIGUOUS 3 DIMENSIONAL INPUT DESCRIPTI
During the past few decades, many: techniques for computer-based storage and’ ¢
retrieval of chemical structural information have been developed, several of
which are now heing utilized for creation of large files of strucfural data. - ’

The two mast promiriént storefof such data are those being created and maintained

"by Chemical Abstracts Serv1ce (CAS) and the Institute for Sgientifig Information L
asn. | , "5 ~ '

AY
—— e ®

-

P

' The basic objective of creating such stores is to enable researchers to - —
interrogate them in, various ways to obtain information whigh is’ difficult to
retrieve Ry -conventional printed indexes. Such_-interrogations pay take the form .
. 0f requests “for (a) in mation on compounds having a4 common set of. str tural .
% studies on structure-activity relationships); () in- - -
ernation on gompounds ing a desired set of chemical, physfﬂhl, or biological
properties needed for some specific application; or (3) information, on precursorsy ,
needed for the synthesis of a desired chemical structure. The data bases also. -
. provide many interest1ng oppprtunlties for pattern recognition studies. -

~ - > - *
'L There are several prototype systems available, or under development, to
‘provide search capabilities such as the above, utilizing data bases such as those
provided by "CAS and ISI. These systems permit sophisticated substructure searches ..
}1 .e., searches for subgraphs ‘of chemical.structures) on most 2- ~dimensional

aspects of chemical structure. However, stereospecific substructure searches

.
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Ry
__Jhannot be readily performed on most of the large data bases availaBle because of
the way in which the stereochemistry\(i e., the 3- dimensional structural re-
lationships) is handled. ‘The CAS and ISI data bases, for example, handle stereo-
chemistry in a manner suitahle primar11y for making global distinctiows between
two molecular structhres whose Z-ﬁimen31onal representations are isomorphic. .
o~ T ' P
‘ Beca&se of the 1mportance of local a$<we}l as glgbal steredthemistry in
’t:j) many” areas of research’ (particularly in mgdicinal chemistr bjiochemistry, etc.)

>

a prototype system- for handling these relationships has been»developed The

system generates unique global and local descriptiQns‘for each s tructure exhibiting

certain types of stéreoisomeérism in terms of a glohal operator comhined with a

set of unique.configurational descr1ptors——one for each dlocal site'contributing

to the overall stereochemistry of the molecule. , The configurational descriptors

are derived from non-unique, unambiguous input descriptio . The prototype system,

which is an adaptation of that used by CAS, is currently ing tested and extended
. to cover-a wider range of geometrical configurations eacountered in chéemical

structires. ) Lol

< . - / S

A. E.- Petrarca, D. G. Williams, K¢ J. Wells,

. ~
/ ; »

IDENTIFICATION & MEASUREMENT OF COST & PRICING FLFMFNTS OF COMPUTINC RFSOURCES

" Dual economic measurement and allocation clﬂteria For computing, 'cost"

. and "price', are necessary due to the increasingly multitasking, shared resource,
characteristics of computing. "Cost" relates to.resource utilized: "price"
relates to the placement of ‘value (ufility) on a service renderéﬁ" ‘Resource .
utilized is not necessarily congruous to service rendered; qost “allocation &nd
pricing may require separate, distinct measurement and allocation mechanisms.
. A methodology is being developed to\identify cost .and, pricing ceénters and to -
synthesize measurement and allocation methods on the basis af that identificzti;p
In conjunction with this methodblogy, declarative and procedural -capabilitie 11
be added to.the Information Processing System Simglafer (IPSQ) to provide the
modeler with the capability to develop cost and gervice statistics in a manner
similar to response time and queuing. . S .

’ i : [ X ¢ "’.:&.‘ ) ..
D. Isaaes, T. G. DeLutis (Sponsor: National Science Fouﬁdation. GN36622) .

Z\IMTROVEMENT OF AUTOMATIC 'VOCABULARY CONTROL IN IND DERIVED, FROM NATURAL
LANGUAGE TE _ . I
One of the main purpofes of vocabulary control in an indeking°sy§tem is
to reduce the uncertainty/in locating information on.@.particular topic. This,
effect is generally achieved'by restricting tHe number of gynonyms or near
synonyms used to .describe a particutar topic, gg by providing cross references
C .

to the preferred synonym chosen to ¥epresent eacn topic. - .

Unfortunately most “automatic indexing systems are totaIl:STacking in T
vocabulary control so that information oh a given, topic may be schtt among g
many infldcted’forms of a word (or phrase) “as well as, under synonyms having '
togélly‘different word Yoots. In extreme cases, some inflected forméd pertaining

to ofte cogcept are completeiy separated from each other by words uprelated to
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;‘fthat concept. .This can be seen in the alphabetically ordered keyword sequence
’ rat rate, rating, ratio, rats where the words rat and rats are scattered from
3 each other by unrelated keywords. . *

- concept-scattering function (see separate abstract) which was designed to ,

%

A o ? 3 g )

s

Automatic vocabulary control, like manual control, can be 3gttained by
replacemént of the original natural lénguage keyword by a pyeferred word looked
up in-a thesaurus or dictionary. However, there are many situations where
thesauri are unavailable or too small for adequate vocabulary control, and —
other situations where the thesauri are' too large to conveniently store, main-
tain, or use very efficiently. Many of these problems can be eliminated or
minimized by stemmlng-recodlng algorithms which not only recognize conceptually
related, keywords via removal of their inflectional endings, but create preferred/.
index words by appending suitable sufgixes to the word roots obtained from the
stemming process, The use of such algorithms for improved automatic vocabulary
control in an automatic indexing system is being explored in this research.

The effectiveness of each algorithm chosen for study is being evaluated by a

AS

provide an objective and quantitative evaluation of techniques for providing
automatic vocabulary control.

A.,E. Petrarca, W. S. Stalcué\

t S
%
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THE INFORMATION PROCESSING SYSTEM SIMULATOR --.IPSS

’

Thé Information Process1ng System Slmulator (IPSS) will be’ the reallzation
of ,a methodology developed for investigating the behavior of complex” computer
based information processing systems. IPSS is being designed to deal with the -
‘problems associated with Information Storage and Retrieval systems, and to . ’
serve' threé distingt -users: the researcher, .the information system analyst/ ’
desjigner, and the student. One important r¢search. area foy which IPSS will be
especially useful is the investigation of suitable data structures/data manipula-
tion operations for generalized Data Base Management Systems (DBMS). The most 4
impdrtant departlre from current .simulation packages is¥its emphasis on the -
interrelationship between the application, the system‘’software and the I/O -
process. ¥PSS can be used to describe 1/0 activity for a wide variety of computer
systems and applicatlons. It is being designed in a modular fashion to assist .
_continued development of both language and“-run control facilities, and to/permit '

“the simulation’ time system to be otﬁer than IBM §/370's ¢ . &

T. G. DeLutis (Sponser: National Science Foundat‘bn, Office of Science Information
. " N ~
Services. GN 36622) . : TS .

. s . - . }
‘« . > . : . e -&‘ -

A METHODOLOGY FOR A MULTIPLE GOAL APPROAGH T COMPUTER SYSTEMS DESIGN '

- - AR . . .- e
The computer systems design process is formalized for more effective -

analysis. The formalization follows a normal problem solving approach (goal

determination, etc.) but requires quantif¥cation of goals and constraints at

each level. Because the design of a computer system inherently has many levels

of conflicting objectives, the multi- level multi-goal structure of goal .

programming was selected ‘for the metholodo?y This approach forces a designer.

“to determine the value of his goals before testing his desipn, rather than -
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molding them to fit his results. The output of thé‘éoal programming‘approach
yields more effective information to the decision—méker (designer) than other
linear programming techniques. The goal programming appraoch will ‘be extended
to utllize data generated by the\Information Processing System Simulator (IPSS)

about a given coRputer system model, and then indicadte which variables need

modification in succ@eding runms. . Z .

J. S. Chandler, T. G. DeLutis, (Sponsor: National Science Foundation. _; .-

GN -36622) . - . - .
N . . . £ - -

OCCURRENCES OF TRAILING N—GRAMS AS A FUNCTION OFDATA BASE SIZE

\

To facilitate the development of generalized automatic procedures for the
removal of suffixes ftrom natural—language words, the occurrences of trailing n- ©
grams In natural-language data bases are being -.studied. Digram and frigram
occurrence counts_have been obtained for 7 graduatedrsize samples of words taken

”from the natural—lﬁnguage titles of do cumenjts cited fn a multidisciplinary data

base. . The, 7 samples contain approximately 1000, 3333, 10000,...., 106 title.
words. @,plot of digram ocecurrences as a function of sample size clearly $hows
asympotic behavior, with likely occurrence of all theoretically possible digrams
“in a 107-word sample of natural-language titles.  However, a similar plot of
trigram occurrences suggests that a data base of approximately 109 title words
would be requiredfor the theoretical upper.limit of trigram patterns to be
reached, if at all. The data cqollectéd in this gtudy is being used for
evaluation and improvement of stemming—recoding algorithms to-be used for.auto-
matic vocabulary” control in indexes derived from.natural language text (see
separate abstract), ' . ,

* . ]

A, E. Petrarta, W, S. Stalcup (Spofisor: National Science Foundation.

GN.27458)
L h R
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PERFORMANCE EVALUATION OF DATA BASF. MANAGFMENT SYQTtMG- J
A methodology for the performance evaluation of data base management
systems is being developed. A data base management system (DBMS) is s .
characterized in termg of: , (1) the ‘structure and content8 of ,the data baue,
an'd (2) the capabilities provided by the DBMS -for the creation, update,
minipulation, and accessing of datp in the data base. The.methodelogy
‘consists of déclarative .and procedural domponents for the characterization of’
4 DBMS. There are declaratives for the logical description of a data hase
(in terms of the relational structure of the data and the desired.access °
paths to the data). Declaratives and procedureg are pravided for mapping
a logically—described ,data ‘base to physical files. Special data management
primitive operations are provided to_characterize in a procedural manner

the data manipulation facili;ies of a DERMS. The methodology is qufficiently
general to model a wide variety of“DRMQ designs. .
l / .
J. A. Aitken, T G. DeLutis, (Sponsor: National Science Foundation. . N 16622).
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HUM%N EXTRAPOLATION OF STRINGS GENERATED BY ORDERED CYCLIC FINITE STATE GRAHMgRS .
, The problem of systematically investigating human %ehavior'ﬁn relation to .
. the complexity of sequential concepts can be decomposed into that of devigipg a
. suitable measure of human behavior and a measure of comglexity for sequential
.- concepts. In this study, human learning was measured in. tepyms of errors. made . .
in extrapolating character. strings. The strings used were, ordered ia terms oﬁ)
structural parameters of the grammars used to generate the strings. The structurail
. parameters .used were the size of the terminal alphabet and the level of embedding
or chain Tength of the generating grammnars, Two experifents were performed
‘%" using human subjects'in a. computerized implementation of a string extrapolation -
aradigm called the character prediction task. :

\

In the first experiment, it was found that increases in the size of the .. .
c terminal alphabet and the level of embedding’of the generating grammars produced

- .. statistically significant increases .in the number of trials to last erg8r d foe
the number of errors made in extrapolating the strings. In the secongfexperiment,

it was found that increases in the chain length of the generating .grammars

produced statistically significant increases in the number of -errors made in
-extrapolating the strings, corrected for those trxials where there was insufficient ~
information to correctly predict the strings. Finally, for all grammars with 12
characters in their:terminal alphabets, a correlation of 0.695 was found Between

the corrected number of errors and the chain length of the génerating grammars.

These results show, strong agreement betygen difficulty of learning the strings
.and the complexity of theé strings defined by the generating grammars. Cyclic

) L finite state grammars oﬁ the kind used in this study may thus be considered as ,
) * reasonable. represen;ations of tasks involving the attainment of sequential
concepts where difficulty is a parameter, .
s ’J. L. Beug, R. L. Ernst . o ) .
4 ’ .. .
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+ measuring ‘the effect of differeﬁf'information displays on a decision task In
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AN EMPIRICAL ANALYSIS OF INFORMATION AND’RELATIONS AMONG ELEMﬁ T§ 0¥« A PECISION
'SYSTEM- - ‘ _ R =
. * . * . . R i .

\ The relationship among elements of a decision’'system is being—analyzed by

the- decision task, a decision maker (DM) was placed in the* role of director of -
an information retrieval system with the objective of maximlzing the number of
users of the system. .The DM specified relative weights of butcomes, action-

* .outcome pair probabilities, and course of action selection for the time frame of

twelve consecutive decision periods. .The information' diSplay was a medéum for .

+ feedback,of -results of DM ‘response after each decision period. Djfferentiation - e

amqng 1nfoBmation displays was made of” the basis of level of informatign pchented ‘5
and combinations of these levels. Variation in information display and the

associated performance is viewed as a transformation of data into different l¥vels

of 1nformation. : - Lo S . ’

- \ - » < -~

Three system functions transformed ﬁh responses into three levels'of infor- ° '

mation ‘defined as follows: operational ~'information to aid the DM in operafional

or procedural control; management - information §o aid thé DM in maﬁagerial or

policy control; and strategic - .information to aid the DM in top level control.

The system functions so defined imply that the informatiorf content of” operational ‘
level information is contained in management level which in tyrn is° contaiped in ;
strategic level, LT . . . o

-
A -

\

- Three sets of valuee related to DM responses were examined a) the actua&“ .
pre—defined ordering of courses of action as- specified by the-.system (i. ey, State '»5w‘
of nature), b) the DM-specified ordering Qf courses of action,'and c) the DM course

~

of action seléction. System and DM ordeting of acts* were based on expected value ’

computations which were determined from att—outcome pair probabilities and. felativ

weights for the outcomé set. . o o, - e ©
- P . T Eo ’

Several techniques were, applied in thecgnalyaia of pM/teaponsea. DM perfor- -

mance measures were developed to determine the deviation from the optimal declsion
state as specified by the system. In addition, a mathematical model of Soncept
learning was used to define and categorize DM responses for two methoda of analysis. .
For the first method, this mddel evaluated DM respgnses’over all twelVe decision N
periods as® steady—state transition probabilities. For the second,, Bayesian ~, .
techniques were used “to, analyze theirate of convergence-to the optfmal decision ¢
.state from ome decision: period to the next. Thus, the impact of information dis-
play on DM responses was in terms of Markovian and Bayeaian probabilities respec-+

T tively. Both methods. analyzed DM resporises with respect to the prevailing state
_of” ndturq'ab deffhed by the system and E? the DM'a perception of that state of

P \
'

n«ttu re . . .

- : ~ -

\‘~)4 - L - . -
Thc docidion tdsk and the, Information displays wérc'indorporatgd into an

-
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Irif:erac\tive simulation. A prototype model of this si‘mu*la-$ﬁ was developed
earlier ip the form of a management game supported by the echanizedulnformation
Center of The Ohio State University and was reported elsewhere.,

- M. J. Lee, R. L. Efnst

~
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A GENERAL THEORY OF INFORMATION FLOW ANALYSIS . T

LLN

A ggheralized framework for the development of a theory of information
. flow which permits the analysis and quantification of information has been
suggested. In addition to its theoretical and conceptual interest, there are
major and immediatg,implications for the development of fnformation Systems
and networks as well as for the general understanding of information flow,
retrieyal, and transfer.. \ . .

g S~

Numerous intuitive notions exist about the interrelationship between infor-

"mation ani decision-making. At the pragmatic level, information has value to
the extent that it {s useful as a resource for purposeful activity. The primary
"purposeful activity" in life 1s decision-making. Hence, information and
decision-making are inextricably tied together., In our formulatfsn, in fact,
information is defined in just that way, as being data of value in decision-
making. - .

- S . ' -

As a*bqgég;;ence, a measure of the amount of information in a data set or
message_;é defined.in term8 of a quantity called the decision state of a decision-
maker. The decision staBe is a function of the determinism of the decision-
maker, i.e., how easy it is for him to make a decision in a particular decision
situation. We suggest a way of evaluating the decision state quantitatively*éf
. We assume that the decision—maker can compute expected values for each
alternative.’ _The relative expected value of each alternative can then be T
computed and normalized so that the sum of all the relative expected values is
1. The vaZue of ‘the decision state 1is then defined'hsﬁ;he summatioh of the
expected values of all the possible courses’ of action ‘weighted by the relative
expected value of each course of action. A new measure for the information
contained in a'particular decision state is developed: ~

\ oL

oo
m 2
‘T=m I {RE‘V(ai)} -

1=1,

where m is the number of courses of action available to a decision—makefﬁhnd
REV (a .) is the relative expected value of each course of action., The informa-
tion ig defined in terms of a two-choice deterministic situation which we call

a "binary choice vnit". This measure is universally applicabi/pgbr all informa-
" tion that is concerned with the effectiveneas of the data upon the recipient.

4 LR ’

A méasure of the amount of information ina data set or meaaage can be
arrived at by computing the difggyence in the amount of information in the ™~
decision state before and aftey receipt of the data. Thgt is, the amount of -
o inforpation is arrived at by conaidering the impact this new daba has on ‘the .
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decision—maker's‘decision’state.- Inysymbolic terms, L(D), the amount of in-
. formation in data set D, is . : -

) ’

H ! s 7 _ - : ~
- _ L IM ST T oy )
* where T and T arevthe amounts of information in the decision std#te after ]
and before receipt-of .the datd set. ’ . ) *

v

.

The‘suggested information measure leads to a measure of the. pragmatié'
information content of a data set for a particular decision-maker at a partic-
uZar point in time.. The data acquired, processed, stored, and disseminated by
.an information system may be used, however, as a resource by various decision-
‘makers at Yarious points in time. Hence, in thé design and development of )
information systems, there exists a problem whose level of complexitv is ,an’ order
of magrniitude above that of the primary problems’ addf%Ased in this study —-= the ,

. problem of quantifying the information contained in a data set in terms of its
overall usefulness for a range. of decision-makers over a period of time.

One possible approach to this problem of " assigning a number to a data set
to ind1cate its composite information content would be to start by determining
the relationship between the effectiveness of a decision-maker and the informa-
tion content of the data set. Since what is really desired is, some indication
of the information content of this data set for this decision—maker over a
period of time, ome may detérmine somé #dndex I(D) of the average information
contained in data set D over some period of time. 1hen, if one were to develop
a mgasure of the effectiveness of each of the decision-makers for whom this
data set serves as a resource, it would be possible to formulate an information
profile for the data set. Such an information profile would indicate, the
average information content of a data set as a function of a decision—maker-
effectiveness. : e~ . .

If such a profile.could be determined for every data set to ‘be stored in
an informatidn system, then some nuimber derived from ‘this profile could serve
:as an index of the composite value of this data set. This method would be of
major importance for the devélopment of a sound “procedure for- the design of
more effective information systems. .

M.g%. Yovits, J. G. Abilock {Sponsor: 'National Science Foundation. 'GN 31628)
. Tt ’ ' TN . ' “
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STRUCTURAL MODELS~FOR DECISION SYSTEMS

" " This research 1s a continuation of’previous efforts concerned with the
development and application of gern®ralized information systems model, Its major
focus 1s on the structural properties and organization of elements‘of deciston
systems. T0 date, the research has been confined: to the formalization of such

systems. . . . .

\,.

. A decision system 1is a gpecial case of an information system that possesses
connected information acquisition and.dissemination, decisionhmaking, execution,
and transformation functions as in the - ‘Yovits apd Ernst Generalized Information

- System model. The majdr distinguishing characteristics of-a decision system are
- that the decision-makipg situgtion is well defined such that the elements of the /

.
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decision task may be represented as elements of the information system. For a
standard analysis of a decision task into acts, states, events, probabilities of
states, values of act-state pairs, and consequences, correspondences .between the
decision elements and the Generalized Information System are: (a) infdrmation
‘acquisition and dissemination--under environmental and prevailing decision-making
policy (i.e:, partitions of the set of consefuences) inputs, an-act state matrix
whose values are pairs of state probabi ies and vdlues of acts conditional upon
the occurrence of a state is generated; (b) decision-making--given the act-state
matrix and its associated values, and/a choice rule (relation), a subset of p#rs
within the matrix is defined and outputted as the ‘course(s) of action, (c) exe~
.cution--giwen the course(s) of‘action,-a system consisting of a subset of the
environment produces a subset of states (events), and (d) transformation--under
the prevailing decision-making policy and environmental context, the event(s)”

are assoclated with a particular act ,generating an act-event pair. Partitions
over possible act-event pair yets and the- associated medsures of the partitions
defin® the decision state(s) for a particular decision. system. The states .so
defined also specify’ the prevailing context of the environment and decision-

making policy (consequence set partitions)

r
N ~

These correspopdences have been cast as a system of reticulated linear
stochastic seq@ential machines whose kernel is the act-state matrix. Preliminary
investigation of the system has shown interesting tentative results bearing on
informatiaon acquisition and utilizatian (learning), and uncertainty ‘in ‘decision-
making when approached theeugh mathematécal models of learning and Bayesian
probability analysis. Moreover, the research shows c0nsiderable promise for
developing various design criteria for some kinds of command and control decision
systems, and developing their simulation. :

R. L. Ernst, M. J. Lee _ -
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V. LINGUISTIC ANALYSIS.
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P
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THE AFFEOTS OF PHYSICAL ENVIRONMENT ON THE INTERPRETATION 0% LANGUAGE —~
a -\_ . e e
The aim of thisdwork is to explore the ways in which the spatialf®ontext
of a speech act is. involved in the assignment of an interpretagion tgXhe
utterance and to allow for such involvement in patural language.und anding
systems. Linguistics have studied aspects of ‘the interaction of phySical

., environment and meanihg under the title of space—deixis. Sugh work has E

can have ‘the #pterpretation of an utterance. Howevey, the location of other
objects can al$o have 1nfluence. This 1s seen when the orientatidn of one

centered on accounting for the affect the location of t?e speaker and addressee'

- object affects the 1nterpretation of spatial relatidns with respect to another,

such as when a theatrical stage defines what is to the left of ar-acter without

consideration of his orientation. .

o’
.

"
The study is also considering the ways in which objects take “on spatial
descriptions. This includes such._conventions .as assuming orientation based

on position when ,utilized by humans and assuming orientation based on object
movemenc. o . . .

-~ N

. The phenomena studied bear importantly on natural language man—machine .
1nteraction in such application as machine control and compyterized consultamts
for phy31cal tasks! One way to allow for them is to sufficiently restrict the
linguistic forms such that the point of view and the, spatial descriptions are
wvell defined. One such set of English forms with appropriate rules of inter-
pretation has been identified. A possibly*preferable means of operation
would be to allow the machine access to ‘some of the nonlinguistic sources of
information which humans utilize. Work to this end\is now in progress in_
connection with other projects here at The Ohio State University:

N . . ¢ ! .
‘¥. K. Sondheimer - <. e I X -

\ . ) -

A FAMILY OF TRANSLATORS FOR PHRASE STRUCTURE PRDGRAMMING LANGUAGES P

Formal properties of translation between high—level programming languages

)

are studied. The basis for this’ study is a formal model of programming languages ° -

called a "phrase—structure system" which has both a formal grammar.and a formal

semantics. The sets of “sentences of phrase—structure systems8 are just the recur-

sive sets, and the meahings of the sentences are the.récursively enumerahle
sets. We defipe and study a family. of "phraae—structure tranglators', Trans-
ldtion can either be "syntax—direhted", or "semantic-directed™ or a combination

* of both. Phrase-structure translations fall inte the latter category. For
each member of the fdmily, we give sufficient conditions for the

lation from language A to’ B, an "inverse™ phrase—structure translation from B
\ -

13

correctness' of
" the translation. We ShOW‘in certaih cases that for a phrase-structure-trang———-

4
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" 'A FORMAL THEORY OF THE. SYNTAX, SEMANTICS AND TRANSLATION OF PHRASE-STRUCTURE

family and certain languages (eg.., ary G ternary notation), nottranslators
exist. .Next we prove that for any fHo recyrsive phrase-structure languages, A
and B, where there is an effective anslation T-from A to*B, if there is a
constant k such that for all w in A /k*le th(w) < length(T(w)), then there is
a plirase-structure, translator whic jcomputes T. Finally, we investigate the
relative time complexities of the nguber§ of the famjly of translators. Tt
H. W’"?uctelmann, A. Pyster (Spongg Atr Force Office of Scientific Research
75-2811.) . fitt - .. ¢,

¢ ° - Y

(unpublished). - Pure grammars are. 'ormal grammars with no nonterminal symbols
(except the axiom, which may not ap--ar on the right hand side of any production).

A’hierarchy 'of grammars and lan_Qages, parallel to.that of Chomsky's, is
formed and investigated. The propert es of the pure hierarchy are markedly

. different from those of the Chomsky hi rarchy and many resulfsspn these differences

are proven. In addition, we discuss sdqme of the functions of nonterminals. and 'why
not having them in pure grammars affect§ “the generated languages.

- N A . .

H. W. Buttelmann, A. Pyster, L. Reeker& !

s . r ,
* [

LANGUAGES . . .

A formal definition for a semantics for phrase structure grammars, called a
phrase structure semantics, has been developed. It is a model of the following
semantic philosophy 1) it is phrases which have meaning, and 2) the meaning of
a phrase is a funftion of its syntactic structure.and of the meanings of*its
constituents. A pair (G, 8) where G is a plirase structure grammar and S is a
phrase structure semantics, is called a phrase structure language desecription.

A language 1is not just a set of sentences, but a set of sentences with meanings
assigned to'them. The language of.a psld is the set of all pairs (x,m).such
that x is a sentence of the grammar and t, is' a non-empty meaning assigned to x by
the language definition. The sets 'of sentences of the langpages of psld 8

are just.the recursively enumerable sets. It has been shown'that for any psld
with a type 0 or .type 1 grammar, there exists a psld with a context free grammar
that defines the same languagé. Translation is defined on the languages of psld's,
and it has been shown that the translation function Qf" the languageés of arbitrary

.pairs: of psld s 1s effectively computable. ) \ -

.
>

H, W. Buttelmann (Sponsor: Air Forpe Office of Scientific Research «75:-2811)
- ¢ " R »
’ L} A' .
, ON IHE SYNTACTIC STRUCTURES OF UNRLSlRICTLD GRAMMARS l:  GENERATLVE GRAMMARS
AND PHRASE STRUCTURE GRAMMARS - .
- vt ~ " /

' Formal éefinitions"for the syntactic structures of unrestricted grammars are
"given. The traditional fotms for grammar productions give rise to "generative

-‘.‘ - r / 31 . }H' | } ’

, ° N o . .
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grammars" with "derivation structures" (where productions have the form o + 8),
and "phrase structure grammars" with "phrase structures" (where productions have
the form A -+ 8- / u_v),-two distinct notions of Brammar and syntactic structure -
i which become'indistinguishable in the context free case, where the. structures
ﬁ : are trees. Parallel theories" are developed for both kinds of grammar and structure.
oo We formmlize the notion of structyral equivalence for derivationms, extended to
Lt unrestricted grammars, and we prove that two derivations are structiurally equi-
vaTent Af and only if they have the same syntactic structure. Structural
equ1va1ence is an-equiwalence relation over the\derivations of a grammar, ‘and we R
give A simpler proof of a theorem by ‘Griffiths that each equivalence class contains
-a rightmost- derivatlpn. We also give a proof for the uniqueness of the rightmost
der1vat10n, followi&g a study .of some of the properties of syntactic structures.
Next, we 1nvestigag§ tpecrelationship between derivation structures and phrase
. ﬁyﬁ Strucupres and ‘show that‘the two concepts. are non—isomorphic. There is:a natural
< correspondence between generative productions and phrase structure productions, .
.and, by extension, bemween the {two kinds of grammars and between. their derivations.
But we, show that the correspondence does not necessarily preserve structural
. equivalence, in either direction. However, if the correspondence from thé -
productions of a phrase structure grammar to the ‘productions of a generative
EN grammar is a bijection” then structural equivalence on the generative derivations
‘refines the image under the correspondence of structural equivalence on the phrase ™
‘stractuge derivations. - - . )

* : ol
"H. W. Buttéi@ann - ’

-
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ON THE SYNTACTIC STRUCTURES OF UNRESTRICTED GRAMMARS. II: AUTOMATA AR
. ’ ,

We define a generalization of. the finite state acceptors for derivation
structuresgand for phrase structures. Corresponding to the Chomsky hierarchy of
grammars, there is a hierarchy of acceptors, and for both kinds of structures,
the type 2 ac;eptors araer tree automata. For'i-= 0, 1, 2, 3, the sets of stryctures
recognized by the type i acceptors are just the sets of projections of the

. st¥uctures of the-type 1 grammars, and the languages "of the type 1 acceptors are
-‘just—-the—type 1 languages. Finally, we prove that thesset of syntactic structures
of a recursively enumerable 1anguage is recursive.

/

, ) - ’ » . ‘ ) ¢ .fm
PRACTICAL ALGORITHMS FOR. COMPUTER COLLATION OF LONG NATURAL TEXTS FOR
* SCHOLARLY USE . _ )

H. gﬁsButté‘lmann e

4 -
.

A collation of -a text and its variant, say- of a first and revised second - . .
gdition of a novel, consists of an indipation of the changes.that were made
from one text to the other. It is evidently deairable that the tedious task
.of preparing a collation be automated if possible; the scholar 18 more interasted
in using. than in preparing collations.. Unfortunately there are séveral problems
which arise in attempting to automate the process. The data base in large, say
twice 100, 000 English words, and -any ineffiéﬁent algorithm could be expensive
' to use. The definitions of what constitutes a collation are somewhat subjective.

. - Also the direct inear scan approach can easilyaget 1ost on texts that have

teceived arfy but the 31mplest revisions. - | S

©
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We attack this problem by making precise definitions of global and local
collation. We are developing an algorithm which realizes ‘both definitions and
uses newly developed techniques for fast pattern matching in attempting to
produce useful collations at. reasonable cost. . .

. D. J. Moore .

SOME PROPERTIES OF SYNTAX-DIRECTED TRANSLATIONS

We are investigating problems relating to the existence and'computability of
syntax-directed translations. The properties of-the set of syntax .trees generated
by a fipite generating set of trees, and maps on' those sets. of trees, dre being
studied, and we aré investigating the following conjecture: Let L be a phrase—
structure languagé of numbers written in radix a and L, a phrase structure language

., of numbers written in radix b. Then a finitely specified syntax-directed trans-
lation from L to Lb exists 1f lob b is rational. 3

.

H. W Buttelmann, F. J. Dickey (Sponsor: Air Force Of fice of Scientific Reéearch\
75-2811.) = ) .. . ' .
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SPS: A FORMALISM FORéEMANTIC INTERPRETATION\ - .
Y

This project is experimenting with a formalism, called SPS,,for writing
semantic processors for natural language understanding systems. SPS is intended,
for use in turning underlying syntactic structures in the form of constituent
structure trees into underlying semantic structures in the .form of nets composed
of PLANNEerike assertions. The formalism is based on Woods-style "pattern +
“action" rules. The pattern element specifiés tree fragments and various types
of seleétignal restrictions. .0On the action side a variety of devices, including
the use of registers, allow common reference to entities in the assertions
produced. The registers used for reférence oan also be used to specify .
selectional resfrictions acros rules and for establishing default conditions |
.for handling semantic ei;ipsfz?’ Finally, SPS provides a control structure for
the ordering of the application of the rules that interpret conStituents and td
control, in part, whére the tree fragmefits’ are matched. = ,

' The power of SPS 1s seen in its unique ability to allow for the develop-
ment of Case structures, especially’ the structures connected with the English.
prepositions that reference location, orientation and, motion in space. These
forms have always been troublesome for Case systems. Particularly difficult-

.are the factd that 1) more than one of these prepositions can appear in a *
sentence in the same rule, 2) their appéarance can correspond to -the need for
mﬁltiple predicator sémantic structures, and 3) they exhibit complex distri-
butional and semantic relations among themselves and with respect to other
senten&i;}/elemencs. SPS. can allow for each of these phenomena.

~—

2

. An Interpretation system for SPS has been implemented in LISP l 6 on’ the-
DEC System-lO. . .

! ',

'N. K. Sondheimer, R; Pardo,-D. Perry




. theory needs to be extended" Thus, the technique ti

«

STRUCTURE OF COMPUTER AND NATURAL LRNGUAGE ALGORITHMS
w“ " .

The ultimate aim of the research is to provide hetter. techniques of storing
and retrieving information in a computer ‘data basej by developing a theory of .
the manner in whicK the information contained 'in such data bases is distributed.
The contents of such data bases might be vojumes of text written in some natural
language, such as English, or algorithms written'in some computer language,
such as FORTRAN or PL/1. Th/’basis of such a distribution: theory for computer |
algorithms has already,been prpposed, but* the area of applicability’of the
be followed will includey
(1) extending the area ®f applicability of an exist ng distribution theory of’
computer algorithms’, (2) developing a parallel theory applicable to natural .
language, and (3) imple enting that theory via computer program and testing it
against current natura language data samples. E

S. H. Zweben = ~ . : . e - . <

‘provide ‘this guarantee.

bé%

Ve .
. STUDIES OF THE REPRESENTATION AND MANIPULATION OF LINGUISTIC INFORMATION
N - , .t

" tp study various types of translation

e - N ‘
. - \ .
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STUDIES IN DECIDABILTITY, EXISTHNCE AND EFFECTIVENESS GF TRANSLATIONS ON PHRASE-
STRUCTURE LANGUAGES . . . . \ .

« L4 -~

' This research s direc%ed towards.an analysis of téchniques of translation
of formal languages. A formal médel of semantics, from earlier work, 1s used -
Properties of the translators are studied,
and conditions under which they translate are investigated. A set of conditions
is'provided in .order to guarantee ‘that_the translators produce correct trans-
lations. It 1s proved that these’ conditions are a minimal set in order to
Two types of translators’are studied and- compared.
Finally, a study is made of a-limited cladk of translators that can be algorith- -
mically generatéd. An algorithm is develdped to provide a\translation mechanism
which is a 'best possible translator. It is then proved that no other trans- ' ‘
lator of this type can translate’any source language sentences that the translator
produced by the algorithm cannot . |

.

H. W. Buttelmann R. Krishnaswamy (Sponsor. Air Force Office of Scientific

)

.
. \
. .
.

-Research 75-2811.) ) , \
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"The computation and manipulation of information abétracted from linguistic
forms for use 4m such tasks as Question-Answering or Robotics p&esents many,
interesting problems. This project is freely attacking whichever of these
problems appear tractable. The representatiog of quantification, and spatial .
and temporal refetence héve/heen the problems ,most considered. Thé area of ’
spatial reference has been *th mostfeuccessfully studied with results including
d proposal for extensive revision of the Case deep structure representation. .
Work is also in progress on a. theory of interpretation for sﬂman?id nets
which would permit the nets to be considered as procedural idformation.

rad

N. K. Sondheimer ' : _ : ‘ ‘. 2
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‘ SYNTAX—DIRECTED AND SEMANTIC-DIRECIED TRANSLATION OF PHRASE STRUCTURE LANGUAGES
The basis of this theory is a model from earlier work, of language desc¢rip--
‘tion called a phrase structure language description, which contains both syntax
and semantic information. Certain translatiom algorithms for these languages are
being studied, which promise to be more efficient than the general algorithm ‘of *

. earlier theory. These algorithms are either syntax-directed or semantic-directed,
depending on whather they are controlled by syntax information exclusively, or hyt
"both syntax and semantic information. A particdlarly fast translation algorithm a
«ls a slight generalization of the syntax-directed translatjons, called a '"phrase-"
structure translation," where the syntax contrdl informatien can be specified in
a simple, finite way. It has been shown that it is possible to use a semantic-
directed transla%ion scheme 'as a translator generator, to' produce the finite
specifications of a very fast phrase-structure translation, if such a’translation
exists. : ! . )

7/ . * o '

.o Running computer programs of the translator and translator generator have
been developed, and the programs are being used to develop and test definitions
and translations of very simplg 1anguages.

-t ~

<
H. W. Buttelmann  (Sponsor: Air Force ‘Office of Scientific Research 75-2811)
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VI. ARTJFICIAL INTELLIGENCE ' R -
THE INTLGRATION OF GRAPHICAL -AND. SEMANTIC, KNOWLEDGE L= ' ’

‘This work addresses the problem of integrating(Graphical and, Semantic
[ Knowledge into a’data-base for the;support of'Graphics and Natural
\ Language Processing Systems.' The goal of “the project is to allow . .
Graphical Information to be used in the interpretation of Linguistic forms, L .
and Semantic information to be used in the interpretation and construction®
of Graphical Structures. "Achieving this:goal should facilitate man-
.. machine interaction. s 3 ) R
As part of this project, current programs and structures in the -
areas of Computational Semantics, Computey Graphic®i~and Computer Vision -
ate being considered with the intention of isolating sultable structures
and techniques or identifying the need fof new ones. .Suitable -ddmains for
. use in devglopment of a prototype system are also being considered v &
. J . .
D. C. Brown, B. Chandrasekaranr A, P, Luckdo, N. K.<fondheimer

+

. . . .
PR . - . b

A .
2 o '
- LOW=-FREQUENCY RADAR AIRCRAFT DETECTION AND~CLASSIFICATION3 ‘ - .
Previous research has demonstrated the feasibility of using multiple low-
frequency radar returns for target classification" Simple object shapes have R
been successfully classified by linear techniquessy but»aircrafg,data poses
greater, difficulty, as in general such data are not linearly separa 1e. Since
two parameters specify the aspect angle, this data lies on a 2-dimensional’surface
'.L in n-space, where g {s the number of frequencies utilized. 4 biliEZar approxi-
mation of this Jurfacé has provided interpolation capability, improved proximity -
information, and an intersection algorithm which determines whether the aireraft
data is separable. Imnroved separability together with decreased susceptibility
to additive noise was ’*taim,d by mixing horizontal and Vvertical ‘polarization v
data at an optimum polarizatlon angle, Studies have indicated the,importance of
a phenomenon known *as’ bias, ‘'where in the idenfificatidn of -a tegt signal as ohe
of . two given aircraft, the probability of misclassification for one alrcraft can
* be substantially larger for one aircraft than the othér for high noise lévels"
Thus classification algorithms are currently being develgped which .jointly mini-
mize the probability of misclassification and the bias effect. Anogher .appgoach
. being investigated is multipoint classificafien, where the input is a sequence -
of independent radar measurements of the aircraft target to be identified. It
has been shown that this approach can SubStantiallx,reduce the effects of noise
even for a modest sample size, and a numbér of classifiers are bgﬁng invegtigated ®

for -this purpose. ) . . . . S I
. s . > . " N v >
L. J. White (SPonsor: Air Force Office of Science Research. Grant 69-1710)
) ’ ‘, > b t - ] N Ii‘"
e > . . 9 \
: - P i




. posing, hierarchically relating, and extracting topological regions from

.itself, and it is, in turn, decomposed into surrounds and collages. ' The®

" ’ .
. 27 A
- ’ " 4 {: . ,
- N * 9 = .‘/ t N Ld . . )
PROGRAM INFERENCE FRQM EXAMPLE COMPUTATIONS SENTED BY MEMORY SNAPSHOT TRACES
Example computations are studi an easy means of communicating a person's

idea of an algorithm to the computer. A computational environment is developed
in which"tHe user can carry out a computatipn needing to-express himself only by
the changes in contents of the memory variables produced by the calculations.'

The sequence of. these memory changes is captured by the:kystem in a memory ' /

snapshot trace. Using the trace and the specificadion of the computational . -
environment in which it was produced, two steps, decomputation and synthesis, are

performed to infer the program from the given computation. Numefous experimenﬂs ‘

on the inference of various programs are described illustrating the use of the

system. ! . ? ..

] ]

o/

F. E. Petry s k )

-
\

A @yNTAX~DIRECTED METHOD OF EXTRACTING TOPOLOGICA REbIONS FROM A SILﬁOUETTE
FOR PATIERN RECOGNITION

o . i

The overall objective of tﬁe_research is to develop a method for decom-

pictorial data. 'ﬂuuobjective is accomplished in ‘two steps bogh of which
necessarily depend on a hinary-valued pictorial pattern--a silhouette,

In step 1, the picture decomposition, a silhouette, defined as a picture,
can be decomposed “into two type8 of topological regions:, surrounds and aoZZagca
(multiply-connected images). Each “collage is then considered a picture unto .

decompogition is directed by a t0p—down parser. The topological regions at

any level of dec position are related by the parser through a-.context-free
grammar. Such a decomposition.enables any picture to be expressed in terms of,
surrounds and Gollages where the’ collages are solzdeg‘(simply—connected images)

-, -’

. In step 2, “the solid decomposition, a solid ig further decomposed into -
topological regiems by Separating it into disjoint subsets, which are formed by
selecting points of separation that break the solid into meaningful subsolids.

The problem 48 formulated in terms of a graph-theoretigﬁl problem of recursively
selecting the weighted median and/or center nodes of a tree and its subtrees, .

A solid is first reduced to a tree by forming its skeleton or medial axis. This: )
tree 18 then expressed as a weighted connection matrix from which the weighted '
median- and/or ‘center nodes of the tree can beAcaTculated. The tree is then v

—Broken at the selected nodes forining subtrees (and submatrices) on which the

-

decomposition procedure is repeated. As in step 1, the decompositi is , .
directed by, a top-down parser and the topological regions a# any leve) of . c
decomposition are related by the parser through a context-free grammar.; -The

N output of the parser is a string description which can be used to extract any-‘ -

indicated subset of the solid. ] . ‘ o .

- ’ R

. Software has been writtemr to simulate the array procesgor and to focé ce
‘group variant euler skeletons. R . v -

[y

S

J, Amoss K. J Breeding, B. Chandrasekaran (Sponsor: Air'Force‘foice of .
Scientific Research Grant 72-2351) - - , N : T . e
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VII. INFORMATION PROCESSES IN PHYSICAL, BIOLOGICAL AND SOCIAL SYSTEMS

> : -

. -

.

DISCRETE COMPUTER SIMULATION MODELS FOR ANTHROPQLOGICAL STUDY OF

SETTLEMENT AND SUBSISTENCE SYSTEMS

We atféﬁpt_to apply the techniques’ of computet-modelling using,
discrete simulation’ to the problem of understanding patterns ‘of
settlement and subsistenge of human groups. We concentrate on
prehistoric populations which are small and isolated, and for whieh the
archeological data are abundant. o . s

A model is being daveloped for a particular aboriginal tribe’that -

 1ived in the Glenwood locality of southern Iowa from 900 to 1300 A.D.

During this period a transition occurreg-from dispersed to nucleated

* communities,. apd there is ‘ample archeological evidence that the ‘manner

of subsistence changed égpcurrently. These transitions éccompanied—a
continent-wide climacti¢ transition. | . -
- S ’  §

¥ 4

’

The simulation parameters include climatic, ecologica?tand
kinship patterns. Hypotheses.are being formed oconcerning the effects
of these parameters on the settleiment and subsistence patterns. They
are to be tested on -a, SIMSCRIPT program for the model.

The main reason for the research is to study the usefulness of this
type of modelling in anthropology, and to develop a methodology for
constructing and validating such models. Thus careful attention is
being paid to the problems of proper utilization of .artifacts in the

oi_nference'stgp, and tHe place of simulation models in this process.

D. J. Moore g : %
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VIII. MATHEMATICAL TECHNIQUES o ’ g

- . '
3 ~ . . !

" AN ALGORITHM FOR SUB~OPTIMAL SET COVERS WITH CONFIDENCE MEASURES OF OPTIMALITY

| .
" An effective heuristic has been developed for the minimum set cover problem:
min cx such.that Ax > 1, = 0 or 1y A binary. Two algorithms have been developed:
one for the general costs problem (arbitrary c vector), and omne for thetcardinality
‘problem (all c, equal). Both algorithms are implemented in computer prpgrams 4in:
FORTRAN and asSembler. .Test results for the cardinality problem exhibiF very good
performance on test problems from the literature. An analysis has been completed
which can be applied to give a measure of confidence of .obtaining a global op timum
solution ’ ' ) ) ‘
s ) o °
L. J. White, M. E. Dohert : - h ;-

Y .

R ' . . :
BINARY STRINGS AND.TOPOLOGY . . LS

- a /

As little time was available f8r this research durifdg the past year?'only.
one- significant result was obtained. The procedure for generating strings .
tbinary decimals) over (0,1) corresponding-in the limit to.points in a space
admitting both metric and measure, was applied to the following case.' €onsider
a rectangle 1n the Euclidean plan whose diagonal divides it into 30°-602-90°
triangles, and drpp perpendiculars on that diagonal from the -other two Vertices.
Identify hypothenuses of equal length for each of the two pairs of congruent
triangles, whereby the original rectangle is split into a larger and a smaller.
rectarigle, both similar to it. The points in, tife larger rectangle have their
stringg start with l,_the~others with 0,, Continuing this procgae ad
infinitum associates a unique point with every string. At every gtep dimen-
sionality is. preserved but connectivity increases. 1In the limif we have an
\ infinitely connected "supertoroid", a 2-D manifold whose geomeétry axd topology

[

are ﬁind—boggling The discovery of su¢h spaces and very preliminaky studies of
their propertiee'comprise the year's activity in this area. \ . h
. ~ i} \

J. Rothstein ” ‘ 3 s, , )

N ~

COMPARATIVE STUDIES TOWARDS THE PERFORMANCE EVALUATION OF SOFTWARE FOR SOLVING
SYSThMS OF NONLINEAR EQUATIONS .7

y,
Ve

“The success of algorithms for solving systems of nonlinear equatfins
very dependent on the nature of the.particular system being solved. This research
was diyected towards perametrizing nonlinear. systems of equations so that one
could more effectively select which algorithm is best suited for a given: system.

The parameters investigated included the size of tha system, the goodness of the .
initial dpproximation, the nonlinearity of the system, and the huhber of potentigl
nonconvergent regions inherent in the system. Comparative studi€s ware conducted

-
-
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.




for'six different algorithms. These studies showéd fhat’ the &bove patameters -
did influénce the efficiency and likelihood of sucegss of each of the algorithms.
Baséd on these comphrisons, a userjoriented gutdelihe for the choice of algorithm
relative to these parameters was suggested and & model for comparing algorithms,
fdQ qnlving syqteme of nonlinear equatians was developed, .

) a ® .« ot

In. addition to parametriiation, two additional related topics wvere persued
Pirqt,vpropert<:s for\a measure of .the degree of nonlinearity inherént, in a
" gydtem of nonlfnear equations, were established and one such measure was 55veloped
and .tested. Secondly, a special type. of nonconvergent region was discovered and
descrtbed,,then, appropriate steps fors identifying and dealing with sug¢h regions
were * established. ) .

.D. L. Kalmey, D. S. Kerr, L. J. ghite

9

JﬂINIMUM—REDUNDANCY VARIABbE LLNGTH CODING
h .

.

25

This research is aimed at obtaining efﬁicient sofntion techniques for solving
prefix encoding problems involving cost associgted code alphabets. An efficient

< algorithm has been developed for finding a most economical enco ﬂé for equipro- -
bable messages using arbitrary size alphabets. For the case of’ non-equiprobable
messages and a binary’alpfiabet, two_techniques have been developed--a selestive
enumeration technique that outperforms the previously known techniques, and an
algorithmic technique that is better suited for large problems. Based on.a o
xpreliminary study of the latter technique, it is conjectured to obtain optimal
solutions under general conditions. ‘Development of a proof of this conjecture is
currently under study. - ° - ’ ‘ :

¢
~

L. J. White, V. Santhanam

o

— L d

SELF SOLVING QUASIGROUPS’C e . N
% ¢ s t

Propcrties ST gr poids satisfying the condition that ab=c implies a=bc
have been investjigated. hey are necessarily quasigroups. The squares of all
clements are_both two-sé ed identities for the elements and idempotents. They
exist for all n (n an integeér, the order of the quasigroup), and for all n, are
at leaSt -as numerous as groups of, .the same order. ’With any group (G, *) we can
introduace the _associated self—goqaing quasigroup (G,*) defined by & * b= cif
and only if a<b = el Thexge are self-sol¥ing gua51groups which are not ‘-‘
asscciated with any group for all n 3. Only for n-= 2™ can~a self‘solv1ng “
quasigroup be group, and ‘it must be.a direct product of cyeclic groups of ‘order
2. It is believed that these quasigroups can be useful in cryptography and dagh
security. (“x -~ .

- 4

-
L
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J. Rothstein "
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SOME L —NORM MAXMIN PROBLEMS *.LGORITHMS AND APPLICAEIONS

v {0

This rcsearch examin s a few closely rélated maxmin nonlinear programming
problems-that have,fpplidétions in such diverse aréas as location theory, infor-




- .
mation theory and pattern recognition. One investigation involves the location
of a point in a given convex polyhedron which maximizes the minimum Euclidean”
distance from a given set of m points in the polyhedron. .-This problem is also
equivalent to finding the minimal radius of m hyperspheres centered at the
given 'points such that ‘each pbint in. the polyhedron is "covered" by one or . .
more 8f the hyperspheres. The existence of a finite candidate set solution for
the problem is demonstrated. The computational growth of an al orithm which
generates this finite candidate set solution is shown to be m®l where m and n
are the cardinality of the set of given points and the dimensionality of the
spage‘respectively However, efficient algorithms are suggested for the problem
in the plane, and in three dimensions when the convex polyhedron corresponds to
the convex hull of the given points. Several heuristics were employed in achieving
- this efficiency. The potential relevance of the abgve problem to pattern classi-
‘v ficat®on is shown. In particular, algorithms are suggested to gegerate, nearest-
neighbor.décision surfaces' for dn ‘arbitrary number of disjoint p&tgern sets in’
two and three dimensions- as an appliqption of the above maxm}n problem.

. L. J. White, B. Dasarathy L % .
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IX. SYSTEMS PROGRAMMING ' ~ R
SRS __ A
THE ANIMA GRAPHICS PROGRAMMING LANGUAGE" T .

' In conjunction with Professor C. Csuril 'Bepartment of Art and Director of
the Computer Graphics Research Group, the graphicsgprogramming language ANIMA is
being developed. ANIMA users will be able to. .

1, Treat picture descriptions in a fashion analogous to the treatment, '
: given othe:\structured data types, such as numeric array; °

. «4_,_

. 2. program in a device independent manner, in that a file and a graphic ,
input device may be used interchangably to assist in, say, picture :
definition, . - . W .

Also, the intent is to

¢

3. have a compiler available for the language.
base the language implementation on a minicomputer.

¢

ith the inclusion of a data type specifically for the storage of pictures
escriptions, and verbs in the language that are patterned “for effective manip-
lation of these data types, ANIMA becomes a true graphics progr amming language.

1

A. P, Lucido (Sponsor: National Science Foundationv) \

R Y ’ . - .
. .
- . N N /

v " N
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COMPILATION OE SEQUENTIAL PROGRAMS FOR PARALLEL EXECUTION ) .
This research derives techniques for the practically optimal compilation -
of a subclass of the class of acyclic programs for execution on.an, idealized ™ |
parallel computer. The computer, partially described by Hellerman in 1966,
has a single central processing unit controlling several arithmetic units. Each .
arithmetic unit‘can perform any of the computer's arithmetic instrggtions in ‘ N
‘one time quantum. Completion of a design optimal for a given work load would -
require information on the number of arithmetic units,required for minimal
time execution of ‘programs representative of that work load, information . i f
derivable from optimal compilation of programs. LEven in the. abséxce of a - -
‘"Hellerman computer" compilation of sequential programs for it could give {
insight into the degree of parallelism inherent in the programs, setting apart ~ ¢
§
!

L

array parallellsm. " . . . .

hE}

- "Hellerman offered two techniques for the compilation of single algebraic
"expressions: earliest stage assignment and latest stage assignment; preferring
the latter to minImize simultaneously the number of time quanta and the number
of arithmetic ufits required for execution of the expressions. In this rehearch, |
an algorithm has been developed, called "balanced assignment', intermediate
between Hellerman's techniques. Balanced asslignment 1s proved to be optimum !
' for single expressions and for maximal sequences-of branch free code, "basic . :

1
}
- S 42 e o
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blocks!'. Prosser s 1959 definition of dominance is employed to generalize this
algorithm to some branching programs. The notion of the "compound block" is
further defined_as the set of program statements domingted by some program
statement. -In loQE;free programs these compound blocks are proved to be ‘nested
like programming language blocks if and only if the.program has a flowchart
that is.a series-parallel network with two-way branches and junctions. This
property is named "acyclic smooth!. _The property is independent of the pro-
gramming language used, but it is possible to specify acyclic smooth programming
languages; i.e., languages that can express only acyclic smooth programs.

The balanced assignment rule is generalized to acyclic smooth programs, but -
tHe* optimality of the generalization is proved only within a subclass of the
cla§s of all permissible, arrangements of the program, a class called the. class
of linear level assignments. Generalizatign/6f’§§lanced assignment to looping
programs appears possible once a suitable\definitio of cyclic smoothness has -
been formulated, a topic left to future research. n&k~ '

~
v

%

¢

C. R. Foulk, 0.°C. Juelich . N &
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y
v
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THE COMPUTER EXPERIMENTATION FACILITY

N

A computer experimentation facifity is being assembled ‘that wikl support
research into areas such as computer, 'graphics, ptogramming léhguages and thelr
translators, operating systems and .compgter architecture. :Currently available
equipment irtludes an Applications Groupétlnc., model AG-60 plasuro panel basged
graphics-terminal, a touch panel for 'the AG-60, a sonic tablet, Hewlitt-~Packard .
21}5A - minicomputer, data commu cations equipment to allow long distance 2400 based
rate communications between thé AG-60/H-P 2115A and the DECIO of the CIS Depart~

- ment, a plotter, and more. The mainwidearis o pravide an environment -that will
foster and aid research into some of‘tbe:appzied areas of computer science.

A, B.NLucidb, c. Kearns'(Sponsor: French Fellowship of the Engineering Graphics
Department,) N ~ : .

v S . |
‘ /

The work investigates four log}cal levels cf computer protection structure:
system\grggzction, data communication Aand processing, protection of stored data
ro

e,

(COMPUTER SYSTEM FOR SECURE DATA PROCESSING™ -
' i

- D

and p and usger ‘identifi t16% and authorization procedures, The complete
secure computer system is designed which is~general enough so that it enables
all opera ions that present day computer systems offer. The protection mech-
anism is realized in hardware for better security and it is independent of any
internal jprogram, machine or data structure. The main problehs in such a
system (execution of prograns, data set manipulations, hardware modifications
and security procedures) are-all given in detail. 'The system is evaluated in

, terms of hardwake and pperational overhead..

.o JIn additidn, cryptographic&techniques for computer use  are investigdted,
classified and compared. ° The design of the generalized homophonic cipher )
system, its secrecy and efficiency are given too. Finally, necessary hardware

: N ) . -t
'423 '
'
. .
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. mod1fications are, all designed and, their operations in the system are all.
described.~ . - .

"M, - T Liu, S. Muftic, J- Rothstein

s
. .
. v - . '
N
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CONCURRENCY IN REAL- TIME INFORMATION SYSTEMS ' ) . ’ : -

A method ‘of synchronizing processes of a real-time information system 1is ‘
developed. Two requirements of the system are that if a query Q is submitted * ° ) '
at time T;,, all queries .submitted before T, are not affected by Q and all i
queries Sibmitted after T, are affected by Q- Many ‘current systems satlsfy thase
requirements by sophisticated 'scheduling algorithms and data base lockout :
mechanisms; our synchronrzation method quarantees these requirements without '
. - either of these mechanisms. We haye also' identified the, system design. require-
B} merits that will allow the maximum amount of multiprocessing Assuming there is

only one process that .can change ‘the value Of a vatiable, it is.desirable foér . = ..
. variables to have common reference sets, It also has been shown that if, -for
each variable,‘the only process that referentces a variable directly foliows the .

} process that changes that variable, conéurrent processing, of all processes can
! - occur. )

N 3
1

. H'S, Koch = . . IR L .
7y : .-

CONTEXT PROTECTION IN DATA BASE SYSTEMS.

«

“ ' The goal of, this research’ is the development of a new type of "

g protection mechanism krfown as the context protection mefhanism for ) ” ‘

interactive data secure systems., < . , ) .

i} » . . f , . ~

. 1n all currently known protection mechanism$ access control ' " .

. decisions, are made a priori fon the ‘basis of access rules related to ..
users, data and data base erations., In this research-an attempt will o < v
be made to include protectlon mechaniSms‘in-which access control decisions
depend upon additional factors such as past access hi'story and the content

* 6 data units. £ . X . g
- . ; - . .
N Plans for implementing the*new type of"’ mechanisms in an é&perimental
data base system will be cpnsidered v ‘ . -

- - 3 .
- . . .

@ .

D. Coh n, D. K. Hsiao, M., T. Liu (Sponsor » Office of Naval Reséarch,

" (R4

+ NO0O14+75-C~Q573) : , , .
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COST—ﬁFFECTIVE.ACCESS CONTROL IN DATA BASE SYSTEMS %  « - . : _
Incevery data ‘bdse system’ thaﬁ has been prOposed, "an, unnvoidable -
consequence had been the introdiction of system performance . overhead'
atyributed ‘to the™logical access control mechanisms provided by the SR
data bage system. This overhead.possesses the- characteristics that T Lo ‘
. the cost of providing.adeguate data security for each user of the- system ) '
is directly pr0portional to the effectiveness and sophistication of

. - |
. o - |
¢ * [

. ’ ’ ®




- "that securify. A data secure system that can providé the user with his
> required level of security and still keep the cost of information’® ~ v B
- processing and transfer at an acceptable level is termed "cost-effectivg".
» The objective of this research is to conduct an examimation of the
. .requirements for providing cost-effective data security in data base . -
ot _ systems. C i i ‘

J. M. Henpings; D. K. Héiao (Sponsor: -Of%icé of Naval Reseé}ch. N00014-75~
C-0573) : ’ : S
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DATA BASE ACCESS CONTROL IN THE PRESENCE OF CONTEXT DEPENDENT RROTECTION
REQUIREMENTS - - B ~

.
< ~

y . Although the capability of the access control mechanisms to

Ty " regulate field, record, and file:secuxity has been recognized- as .
indispensible in advance data base systems, there is the need Qf more

AR subt%e-protection which we shall call context dependent protection.

- A i

> Context dependent protection og data enables us to’'change the
accessibility of adata unit (field, record, or file) dynamically when

) somé other data units have been .accessed. A context depeﬁdent ﬁrotectioﬁ

requirement specifies how and under what condition such a change is-to

be made for a particular data unit, : : ' - ’

.
¢ - .

In this researcli, two basic types.of context dependént‘protection
, requirements will be identified and studied. s The first type of require-
. went, called an access decreasing requirement, will reduce the 'accessi~ -
< bility of a.dgfd unit when the condit{on specified by it is satisfieéd, ,
- The other typé of requirement, called an actess' increasing requirement, -
will make '‘a data unit more  dccessible when the condition specified is b
. satisfied. Our research shows that, both types of requirements can be i
studied/by means of certain built-in Télétionships among the data units i
involved. Therefore, the first goéal of this research is to, investigate
these relationships and theif enforcement, Since the introduction of
s .~ context dependent protection will definitely have soime. ef fects ,on the
. " access control problem as a whole, the second goal is to study - theorecti- l,‘
P cally the overall impact of context dependent ‘protection om protectingh. .
data in data base systems. A graph-theoretic éppfoaéh will be used 8 :\
diregted graphs are good candfdates for representing simple relations, )

3

« "~ {_" ' C.J.Nee, D. K, Hsiao, D. S. Kerr - SO ‘ ‘ e
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- DATA GENERATION FOR COMPUTER CRAPHICS S )

v

. In this project, whié% ts performed~inmconjﬁnctfon with the Computér ‘
Graphics Research Group on?campus (Prof. Charles.Csuri, Directlor), the problem
of simplifying whac‘is'curreﬁ%ly a chore and a drudgery, namelly, the generation

" of three-dimensional data specifically for use in Computer Ani:%tion,‘is‘being
a migicpmputgr. .

investigated, Some of the problem,consﬁraints-are: the use of\|
, APDP 11/45) and-the tequirements of user interaction-.and real-ti

N -.‘ s - * °.
. 7 . . , [
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" A DATA SECURE COMPUTER ARCHITECTURE . ‘ .

A scenario we are working towards can b¢ described as follows: The user
sketches in frée. hand (using, say, the sonic pen in its 2-D mode) two or three
orthographic projections of the object he has in mind. The System constructs
the 3-D version of the object, which'will necessarily be only approximately the
object desired. Thi§, however, involves not only the interpolation of the

ject in three space from two-dimensional information, but also the preproces-—
sing required in cleaning up the inaccuracies and inconsistencies associated

with hand—drawn p1ctures. The user.might also, for classes of polyhedral,

obJects, use the’'system's projected capability to obtain plane edges from free-
form lines drawn in orthographic projections. Naqtice that these capabilities
involvée forhation of hypotHeses by the machine and drawing upon stored know-
ledge about different kinds of objects, / Once the approximate 3- -D version'is
created, then the user might sculpt the/ finished product by,calling upon a
variety of 3—D warping and sculpting routines. ° . * ¥

/
/

B. Chandrasekarad, R Parent (Sponsori 'ﬁational S¢ience Foundation. Grant BCR-.,

74-00768 A01 ) -
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A nevw computer architecture to support a very large, high y secure attribute-
oriénted data baseqmanagement system (DBMS) has been developed. A secure DBMS
‘must be designed frdm the ohtset with sécurity in mind. The system's security
. mechanisms must’be an integral part of its- architécture. The complex software
currently necessarI/£’£ a secure DBMS is a primarz cause of unacdceptable
performance, and reliability in many systems. The architecture developed ‘here
overcomes this by providing unconventional hardware that inherently simplifies
“the algorithms of a secure- DBMS The proposed architecture contains four major
components: the dirgctory memory, ‘the intersector, the mass storage and a pair
of interface processgis The directory memory mairitains attributes of the data
base, the intersector executes set manipulation opérations, the mass storage:
contains, the data Base, and the interface processonégcontrol the other 4omponents.
The diredtory memory, intersector and mass storage are implemented wif segment
associative memorips. This new kind of memory does not asgribe to the extremes
of easy-to-use "logation-addressed" memgries. Segment associgtive memoxies of
‘many different s1zes and speeds--including ones of sufficient capacity to contain

a very large data base--are .well within the capabilities of near-term.technology. -

By using segment assoclative memories it is.possible to build an inherently more

.relfable and better performing DBMS thdt can support a widc.range of eentem-

porary data management activities,, . . .
\ - L]

5 . s ] =
R. Baum, D. K. Hsiao (Sponsor: Office of Naval Research..‘NOOQ%4—75-C—0573.)
. ’ L3 / ) ) s . $
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DESIGN AND LEMENTATION OF A DATA SECURE SYSTEM N ’ o \

A - . -

The,g al of this research %s to: design and lmplement an cxperimental datd
base, management ‘system with multi-level access control capabilities. The design

*-work has been completed Jhe implementation work is being done on the DEC-10

computer. Languagesifor thewimplementation include both MACRO-10 and PREST4,
which™M& a formof structured FORTRAN that was creagted for this effort. The

three levels of Iogicéﬁ'%cCess control in the system, the files, recordg, ‘.
) S s - . : ) ' .
vy 1y 46 . . o " .
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and record fields, %are each partitioned into those which the user can access
and those which the user cannot,access. The, system is based on some known
research. results such as the Genéralized File Structure, 'the Parallel Access
kigorlithm, and the Security Atom concept. User queries to the stem are in
the fgrm of Boolean combinativons of keywords. The system_also zépports full .
update capabilities. When finished, it will be used as a test bed for other .
> concepts in data)security. N
. ki

o

N. Kaffen L. Breene‘ T. Rodeheffer, ﬁ Schmaltz, D K, Hsiao (Sponsor: .Office
“of Naval Research., N00014-75-C-0573)
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DESIGN OF A DATA BASE MANAGEMENT SYSTEM FOR CONCURRENT PROCESSING ° RN

We have- described how a DBMS can be désigned to be structured to allow
concurrent processing of that system as it is pProcessing various: queries. That
is, we want to resblve queries by multiprocessing the components of the DBMS.

It 1s assumed ,that the DBMS will be operating in a real-time environment, which
puts further constraints on the system. Normally, in a concurrent processing
environment, variables are shared between processes and the critical sections
are monitored to solve the mutual exclusion problem. However, this’' solution
is not ‘syfficient for a DBMS that operates in a real-time environmenta 1t has - T
been shown why this solution is not sufficient. A model has been developed > ’

-, that’will be able to satisty real—time constraints. ‘ . ‘\l © B
. H. S. Kochy °, \ , o o e
B N S . L] * .
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bETERMINING THE STABILITY OF DISCRETE SIMULATION MODELS . - - L i

/ To facilitate the study we define a simple simulation lan uage, SSL

~ 2 -

When modéllers write discrete simulatiqf‘programs using SIMSCRIPT or GPSS
they usually do not evaluate the stability -of 'the model directly. This is_a
very . difficult analytic task and the best they can.do is to obtain an empirical
- "estimate of the stability. -They execute the simulation program many timed,
varying slightly the parameters. of the model #nd changing the seed of the -
pseudo-random number generator, determining how much the output is affected.
This can'be a very expensive process, and it is not as infotmative gs: many
would like. ‘ o

M . . . .. &«

2*
D

' DS . We are attempting tg develop a way to analytically determine the stability X
' properties of such models.” Consider a differential equation (d.e.) and a

numerical integration scheme for obtaining the approximate solution of its
initial value problem. There are substantigl theories déaling with the .
stability -properties of the d.e. (Lyapunov's for example) ard the numerical ! '
stability, roundoff and turncation problems of the integration method. We use d
these theorjes as follows: let a simulatien modelling program be written in

» a normal form which» is so designed that one may conveniently view it as & - . —
numerical integratipn scheme.for some d.e., and from that normal form program ~
extract the d:e. in question. Analyze the stability‘behavior of the d.e. and

‘. the integration scheme and apply the results to the” 81 lation model.

2
-

which has the two important properties that any discrete simul tion model can * .

©
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’"integrated data bases has agttracted much attention. Along with the ° .

_(PLCP!s) that embodies access coptrol features at many different levels
_of sophistication. The PLCP approach '"compirtmentalizes" the language

N .

be expressed in the language, and that any program in the language can be
easily transformed into the: normal form. . . \\

o
e ¥
. >

D. J. Moores P. Miller \}
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A FAMILY OF PROTECTION LANGUAGES FOR SPECIFYING DATA BASE PROTECTION
REQUIREMENTS

’

’

In tecent years,. the issue of security and privacy in large

installation of access control systems td protect stored informationm,"
there is the need to develop a protection language for the users to,
communicate to the system their security requirements. Due to increasing
demand for more effective communication.and sophisticated security
requiyements, thé;scope of protection languages has evolved from simple
commands that result in a limited range of features to a language with
sophisticated constructs, providlng highly discriminating security
control.

This research develops a set of protection language component'parts

salient protectiod features. We show that the varipds features ia the

PLCP's can be selected ,as the basis of a family of rotectiBn languages

for usealn different system environments. An interactive protection .

language: for use in an attribute-based data base is implemented. '
-~ - s

Experience with the-system reveals extensions for further.study,

constructs, allowing concisé language desgriptions E;fh emphasis on

especially, in the ‘area of enforcement dypemics. ' , ¢ .
L4 N 1 4
. D. H. Wong, D. K.'ﬁsiao‘ _ " o
. : N ;
LANGUAGES FOR SSPECIFYING PROTECTIOV REQUIREMENTS IN DATA BASE SYSTEMS——A . W
SEMANTIC MODEL - . T s

ar

»

* This work develops a model to provide a sémantic base ‘for constructs of
protection languages at many levels of sophistication, accommodating a wide
range of protection policies. f' .. N ' - ‘ o

The basic sets of“the model are presented and subsets of states are
defiited ‘by Boolean expressions (conditions) of arithmetic relations bdn the
resource values. ,History keeping is used to allow a sensitivity to the context
of access history so’ that access decisione can be baeed on the occurrence’ or
non-occurrence of previous operations. Provision is made for the speéification
of auxiliary program invocations to achieve additional protection meagures
before, during, and after the access decision making—procese. The concept of
extended resources allows a user to invoke proceduree having greater access
rights than does the user himself. . R

R ' y . . ’ ’ M . '
. A family of protection languages are propoee% as the- key to expression of
&)liciea and rules' of acceas by authorizera. Translation of protection languages

.
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consists of lexical (syntactic) translation into entitiés of the model and
semantic tranalation by the authorization and enforcement procésses of-the model,
Protection language constréicts fall into four categories: definitional, e
-operational, advanced protection Servicesy and semantic parameters. The . -
deﬁinitional category is for specifying definitions.of users, user groups,
resource units, and, conditions. The operational category ssays who can do what
operations, on what resources, and under what conditions. Theé advanced pro=
tection services contain .protection constructs sugh as history keeping, auxiliary
program invocationg, and extended resources. Semantic parameter specification
‘. provides the means to define protection policies at ‘the. highest levels, of
sophistication. - . - .. ' v 7

'

« -

The work is now completed and has resdlteé’in.a Ph.D, dissertatigqn. \v///é

H. Rex Hartson, David K. Hsiao (Spoeéor: “Office of Naval Research. N OOOlA-?SL
c-0573)/ ’
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A MODEL FOR A SECURE DATA BASE AND A FRAMEWORK FOR THE APPLICATION OF
CRYPTOGRAPHIC TRANSFORMATIONS IN A DATA BASE, SYSTLM

In our research we introduce a top-down approach to data security.
Starting with the general subject area'we_ show why the security problems in daga
base systems should be discussed separately from those in operating systems. We
have defified some basic concepts such as: protection specification, protection
mechanism and protection binding. Using these concepts W& analyzed the current
models of data base system (mainlx the CODASYL model) and pointed out some . -
serious disadvantages.related to security, in particular. the, problem of centra-
lization. We then developed a levels structured model which™>incorporates in
At many . of the security models known today and we have shown that with this
model ‘decentralization can be achieved if.desired. We developed some notation

+ for the levels model and using this notation we were able to deal with the :

question of the application of cryptographic transformations in a data base.

transformations are going to be-used. More research has to be done also on the,
security engineering problem, the evaluation of different protections mechanisms
., and in particular the evaluation of cryptographic transformations.

- LA
E. Gudes,.H. S. Koch, .J. Rothstein, E, A. Stahl ‘
. ot N ‘. . . . . ° . (X e )
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STRUCTURED DATA BASE GENERATION. ) * - Pes T

-t/
-~ !
As ‘part of data bage management 8y8tem fuhctionb, thé 5Lneration of a
“Variety of new data bases is a large effort. In order %0 minimize the amount

N

“-%.efeffort for each data base generation we propose to structure the process -
, into four basic steps. - . -
l “ R = .
R s

The first stepqgequires a special-purpose program that conVerts.raw data i
N into records in the form of attribute-value pairs. During the conversion from
raw data to attribute-value pairs, a standard statistic?Tgpackage 18 used to B
gather information about the raw data, for the data base administrator. Since
_ the conversion must be tailored to the raw data format and is used only once

L w2 R . ’ s . &
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More research has still to_be done ¢n the problem of how the cryptographic 2




for each data basé generation, a one\bime program is needed Subsequent
steps can be standardized, for they deperd only on well defined input formats.
Once the data base administrator”knows the required record organization and file
structure of the new data base, he cadn proceed with ‘the second step by building
recqrd templates and specifying the physical sizes, of the attribute dictionary
segmént, the atom diregtory segment, and the Storage cell. This step is: done’
interacdtively in order to aid the data base administrator to review his work, *
" Step. three involves converting re;nrdb from groups. of attribute-value pairs to
the system's physical organization. This Jprocess involves the use of record
templates to validate attributes and values and to verify the hierachical
organlzation of the records. The final stepgis to insert the records (in
system's physical organization) into a cell of data base storage. This
process includes updating attribute dictionaries and atom directories to

©

reflect the presence of new records. ) .

o

. Al

f

T ) ‘ e
nablein, D. K. Hsiao (Sponsor: Office of Naval Research. NO000l4-75-C-
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in the PREST4 1anguage, and generates an output'flle in
. As an option it aléo generates a 11st1ng,, Basically,
uage ;is an extension of FORTRAN with changes made to facilitate
the writing of strfigtured programs Thusﬁ;he‘name PREST4 - Eggprocessor for:
STructured FOR(A)TRAN; ich01ned . o? P

LS
v

° ) PRE &\gcognizes four aypes of stfuctures .an IF-THEN-ELSE' structuré for

xy Specifylng g8hditibnalvexecution, a DO-END structure for grouping a.series d?‘
s tatements “into a “unit and” for. specifyﬁ@g a petition criteriaj-a READ, . .
Structure §$§ ‘Yeading datay angLfor handiing ‘he end of file by specifying an
assignment, &% 14 subrouvine eal and a simpleégtfucture which consists of a
single stateméﬁt. a : -

t’ .
- ;\ o S * . > .

Besides PLogram statements H& d%er may*éupply prcprocessor control
statements in e PREST4 eource e. . These Control satements cause PREST4 to
perform sone specific ‘action (e. B.s eject a pagé in the .1isting) and do not
cause themselves to be generated in ghe %ugput file Every control statement ’

- has a percent sign (/) in Column l.. Ve > . . -

« & . - - -

PREST4 can be told to TRACE a,pquram, in which case it places a subroutine
call to the tracing package (passingtheiline number as an argument) into the
output file ‘before examining each statement, of the .program. The tracing pack-

* age“records at run,time the last 500 cai}é%fnd can list the line number® upon
request. Thus jn the' event of 4an error the user-caﬁ-determine which statementa
have been recently executed. N . {- i c
T. Rodeheffer, D. K. Hsiao (Sponsor. OX{ice‘of Naval Rescarch’, N00014-75-C~
0573) : v ’




X. COMPUTER ARCHITECTURE AND NETNORfi;/f ‘ L
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THE ARCHEFECTURE OF A GRAMMAR-PROGRAMMABLE'HIGH-LEVEL~LANGUAGE HACH}NE

This research is concerned with system design of a grammar-programmab{//
high-level language machine. The term.grammat-program is applied to the .
context of HigH-Level Language Machine ‘and defines an intermediate level be- .
tween the basic hardware/firmware functions of a computer system and its-soft—, -
ware language translatofs: Through,grammar-programs, the syntax and semantics '
of various. programming languagesecan bg spetified to the Grammar-Programmable ~ .

, _Machine which uses these specifications to process directly the users,' high— ..
1evel(language programs. . i . , e . )

Taking advantage of its intermediate position between software compilation

. . and hardware interpretation of high-level.languages, the grammar-programmable
. ) machine emphasizes the strong points of interpreters to overcome and even ¢
. * enhance the best features' of compilers., an® vice-versa.. For this reason, it =~ .
enables the realization/of the potential which peither a compiler nor an”irter-
preter can achieve in

.
~ . v

.« THE DESIGY OF THE IDISTRIBUTED LOOP COMPUTER NETWORK
. 's
R This research is concerned‘wtfﬁ“fke desigh bf the Distributed Loop e
a4 °  Computer Network (DLCN) using a new transmission mechanism proposéd *in previous
work. Jhis new transmission mechanisqais much more efficient.and sophisticated
than those in current use‘%nd haé the following advantages: 1) concurrent
transmission of variable-length messages8 is allowed, 2) nearly immediate loop | :\\\\\\d
access is guaranteed, regardless of load, and 3) automatic regulation of message -
traffic is prpvided? all accomplished in a completely.distributed network: L
o * The design r uiremente} properties aind hardware implementation, using’ o :
. standard logic cizguits, of the loop interface are investigated. Following ]
- that, everal novel solutions to mesSsage types and fﬁrmats, message ‘ackrow- |
i

*

ledgement, error detection and retransmission, lost message detection and
" removal, priority message insertion ‘and lockout prevention are added to' the :
. interface design. In addition, software system reﬁ“Irements for the Distributed
. Loop Opérating System (DLOS) are 'studied, including network protocol, interproc 8s .
. ’ communication, resource allocation and management, andrerfor detection and '
recovery., . ) . )~ /
.o . ~ A . |
. The main goal of DLCN 1is to develop an integrated. hardware/software/ /.
. communication system with distribdted control that provides efficient, felexiﬁle,
reliable and fail<soft service at low cost in the face of constantly changing “
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COMMUNICATION :

- This research is concerned with the development of a novel‘model for a
mixed model for a mixed voice/data transmission system for compufer communication
Wwhich operates by,embedding digital data signals into & set of voice channels
during the silent periods of voice conversation. Several previous works are
vl ‘briefly reviewed. “Mini/micro computer technology is used in the control of the

digital signal embedding procedures. Design consider¥tions such ‘as interfacing
to the existing telephone channels, voicé detection, voice/data~recognition and
: separation,,routing strategies, modems, message protocols, data security, etc,
are discussed in sufficienft detail. It is expected that' the proposeﬂ model )
. will not'only lower communication costs for computer networking but will ‘also
" improve tbe efficiency of ¢hannel resource utilization.

. . . e

L *.M. T. Liu, J. ¥. Wang

. K‘

. OPTIMAL PROCESS ALLOCATION IN DISTRIBUTED HETEROGENEOUS COMPUTER NETWORKS
- ‘/t

" This research is ‘concerned with optimal process allocatign in’ distributed -
heterogeneous computer networks so as te minimize hardware/software redundancy. .
A mathematlcal model is proposgd ¥or analysis using integer and dynamic pro-
gramming wh1ch allows different service rates for each progess. A simulation .
deElblS to be implemented to verify the results. .It 1s expected that the goal
of mxnimiz;§g,redundancy can.not only inerease éverall system efficiency, but

can also self-turte the system accofding to the constantly thanging request

)pattern.‘ , . . )
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.~ M. T. Liu, T.'T.. Cheng .. c

S ‘ t @

. y v - - - o . “ & < v
| A PREDICTIVE }{ESPONSE TIME MON‘ITO‘( FOR COMPUTER NETWORKS ay -

. s =~
.

3! A predictive response time'module to assist users of a heterogeneous network
. of computers was designed. The netwqrk user is able ta query this dyndmigally
. updated’ software module to obtfiin current igformation relating to the busyness of
v tinie sharing systems Qn the network and the amount of time required on these
: systems to run various classeg 6f computing applications. o ’
Y t. -~ .
7 The implementation of~ the module is propesed’ as an extension of a Network -
Access Machine (NAM) developed by the Computer ‘Networking Section, at the National -
R -Bureau of Standards. The NAM is a minicomputer which agsists the network user
.- in obtaining network services. Ihe reBponse time module will accept from users
the designation of time sharing systems on which they wish to do'work and will* ™
return- either a narrative description ‘of the general response time characteristics

~ L.
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of thoae systems or comparatiye lists of response timeg for running short and'
1ong FORTRAN, COBOL, .and BASIC jobs on those systems. . ,

-

~ -~ 3 ~ N 'v- :
* The feasibility of the design and implementation plan was verified by -
o response time measurement experim s conducted on a DEC System-lO A measure «

of system busyness called "Percen CPU 1dle Time" was found*;; be a satisfactorily
accurate parameter on which to bgge re§ponse time predictions for the FORTRAN,
COBOL and BASIC jobs mentioned above. ,

° ’
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A survey of women and minority students and faculty in computer science
during the years 1971 to 1975 was conducted. Analysis of the data indicated
that effective affirmative actipn programs for recru tment into graduate degree

programs are needed to enlarge the number' of women and minorities qualified for ~
later employment in computer science. Al possib.le discrimination in employ—
ment of women and minority ‘graduate students was revealed. T )
< . 4 -
S. Mamrak, R. G. Mentanelli (Spopsor. Tthiversity of Illinqis'-at Urbana- :
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XII. COMPUTATION THEORY - /

° . . . . -

- . § . a -
. . . . - N
THE COMPUTATIONAL COMPLEXITY OF ORACULAR ENUMERATION PRACEDURES
. We study enumeration procedures in which an oraclé iéﬁﬁsed which supplies
L . @ stream of ‘information at no cost., The model developgg,j_fsu{ggpdh?for a
3 study of the abstract compléxity propertiés of the situ j?” LN
v R ¥

+

:Thq questions asked concern the existence of oracular setsﬁgﬁich are very‘
helpful, and output sets which can be hélped by no recursively enumerable,
. oracle. We investigate the influence of the order of thé stream of oracular

o

"/ datd on its usefullpess. :

£ . il )
’ We attempt to study questions analpgahs to those answered by Nancy Lynch
T in the case of recursive oracles used by oracular Turing Machines. \ .

Using techniques d%veyoped by Paul Young, Albert 'Meyer and Pat Figcher

we have shown that the effectiveness of an dhumeration oracle can dspend very
. heavily upon the order in which the oracular‘infoymhtton is presentéd. We

v, '._ . ‘qpnjedtuqe that. thex€é are interesting sltuations in which the J}acular
;_f . Information is so redundantly coded that it is useful no matter what the order
T " -of presentation might be. | ) < . . :
Lt o _We dfscuss the'applicability of this work to theogem proving. !
D. J. Moore ; - LT
3 ye ) ' '
~ i
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. . ¢ . .
;THE FOMPUTATIONAL COMPLEXITY OF RECURSIVELY ENUMERAB&F TOTAL ORDERS

A
-\ , . I © b . A <
in the study of abstract.complexity theory many disturbjag pathological- ,

'~ characteristic of recursive functions have been discovered. Here we investigate

. the iyﬁothesis that sets w@ich‘ére graphs of total orders, and thus highly
: “strdttgred, may possess lest severely patholqgical properties. We study in,

. \in the graphs of recﬁrsively enumerable (r.e) total orders.
- i e

- ‘- We. show that, independently of the order type and underlying field, there
.are%jl) r.e. total orders for which it is arbltrar{ly difficult to recognize
. infigitely many elements, and (2) rﬂe.-tothl orders for which any membership
. recognition procedure tan be sped up.by an hrbitrary amount on.inflnlte yoo.
b 'z - . manyiarguments, Also,, we show that whether or not there are r.e. total ders

R -’posséssing these properties on all but finitely many arguments fa strongly

( .. dependent-on order tjpe. Total orders with a.jeast or greatest elément possess
f240.° ~  the'infinitely often’ but not the almost everywhere complexity properties;-
PR © " however those total ordérs with no least or greatest element possess, the almost

. Lo . o .
' . c ! . . .
. , : s ; : -t
[ Y [ PN I ' S - : ,
.

¥ v 2 .
A S : . R .

o ey P )
e
)

“particular the'computgliongl complexity of the problem of recognizing membersh}p
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everywhere complexjity properties. The proofs ‘that the infinitely often
complexlty properfies hold for order type w make use of finite injury
priority arguments. . . 8 >

[, . . . .

-

D. J. Moore - . ~

# ‘% -
. " h o

s - . .
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PARALLEL RECOGNITION OF FORMAL LANGUAGES . .

We hayve generalized cellular autometa and iterated switching networks to
‘what we call bus automata (BA). These can switch programmably variable commun-
ication paths between altomata (cells) This permits speed-up in computation

by}worklng on different parts of a problem in parallel at different lochtions.

Immedzate formal Zanguages (IML) are defined as’ those accepted by BA in a
finite number of state—change intervaIk independent of length of input ﬁtrlng
I 1ncludes\§ll regular languages' and importdnt classes of CF and CS languages
also. . Closuxe_grgperties of IML languages_were investigated.

Several relationsnips were established to previously inyestigated langqage
systems including the,'Chomsky Hierarchy", various parallel acceptance language
families previously studied, and the polynomial time complexity families PTIME
and NPTIME. A nierarchy of languages amenable to parallel «acceptance emerges.
J;jRotﬁstein; M. Moshell " - . .

f [ 4

* [

THE STRUCTURE™ OF THE SETVOF FEASIBLY COMPUTABﬁE FUNCTIONS °"

{
Functions whose values can be calculated in a time which is a ploy§pmial
function of the length of the input are consjideréd feasibly cémputable.

‘1nvest1gate the structure of the set of feasibly computable’ functions in

several ways., - . ,

> 3 . : -\7\
We define a polynomial hierarchy analogous to the arithmetic hierarchy A

of recursion theory This notion has been.linked to the concept of oracular
polynomlal computations. We use both characterizations in looking for natural
problems which 1ie at the,various levels of the hierarchy.

We define a polynomial T-predicate, and analogies of Ricé' s Theorems,
recursion theorems, creative and simple sets. Any successful developments of
this nature can help in attempts to solve the problem of whether P=NP,,

D. J: Moore,  W. Ikggett ) RS . ST '

~ .
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TOWARD AN ARITHMETIC FOR‘CEELULAR AUTOMATA AND PARALLEL'COMPUTATION

r

The base 2 number system suggested by groupoid patterns (which was ueported‘
.on last year) , has been further investigated and found to have properties at once

fascinating, frustrating, and encouraging. It is frustrating in the sense that
the Simplest«arithmetic\operations can’ 80 far only be done in a complicated

.

v .. .- '506
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manner, fascinating in the sense that many complicated combinatorial relationships
rcan be dealt with simply, and encouraging because the operations examined to
date can be done simultaneously, in.large numbers, and.without mutual inter- t

. ference, by cellular automata.

~
-

e

_ An earlier generalizatiol of base-2 to an infinitude of integer repredent-
tations using O and 1 also grew out of the groupoid research. They correspond,
in the limit of large numbers, to mu}tiplication by a fixed number between 1 =~ ,
and 2 when the number of digits is infreased by one. It appears -likely that
all of these systems will have counteélpart "parallel" systems in the same sense’
that ordinary base 2 has its counte art in the system of the previous para- ;
graph. Co ’ T s b

‘ . N -

J. Rothstein . ‘," _ S %
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TURING UNIVERS{;LITY AND PARALLELISM OF GROUPOID STRING ALGORITHMS
& ‘ ) . L8 ' y
The chief "theorem to emerge during the past year describes a general speed- k
up of Turing maching “calculations by an I<D, cellular automaton. It builds on .
the groupoid¥parent string" parallel computation earlier reported. We simulate
. a glven Tur}n chine, augmented.by the parallelism cgpability of the I-D CA,
Its cells cog;rol switching paths running .parallel to the CA; this device is,-: i
called a bgs automaton (BA). The theorem is that a bus automaton can perform
exdctly the same computation’ as a,Turing machine in a number of state-change !
intervals exceeding the number of tape reversals of the original Turing machine - |}
. by unity. Furthermore, if the distance between reversals is bounded for the N
¢ class of computations that Turing machine does, then the. entire computation can ,
o
i

be done in one incerval.‘ -
v - . . . Y‘ . [N
[ 4 ] ° -

J. Rothstqin g . .
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APPENDIX A -
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‘q : ' COMPUTER AND INFORMATION SCIENCE COURSE LISTING
. ' N
. BY NUMBER AND TITLE - *
- . - . ' NN
- ‘? . . ) - . { . . @ ¢ »
100 Comput in Society _ 549 Numerical Analyeis for Pigh
. ' : . - 9chooI Teachers .
201 Elermentary, Digital Computer g . )
) Programming " 550 In;roduction to Tnformation ! ;
N C - ) . . _Storage, and Retrieval ' .
211 Computer Data Procesding I'°~ '/ - o Ce . /
- - . N s 555 Survey of Programming Lanruages
212 Computer Data Processing II ’ .. o «
: ' - ~ 3 594 Group Qtudies (Dfscontinued 7/75
221j Programming and Algorithms I
, a ) . 610 Vrinclples oﬁ Man-Machine-
222 Programming and Algorithms II Interac&ion .
294 Group.Stidies ' - " . 640 Numerichl Analvsis
294/223 Int:roduct:iofl to Computer . 641 Comljuter Systems Programming b[ K
o Systems - . , « - L K ..
. ’ 642 Numefical Linear Algebraa -
311 Introduction to File Design and ) "
Analysis , . 643 - Linear bptimization Techniques
o An Information Processing
. 411 Design of On—Line Systbms :
7 644 Advanced Computer Programming
422 Topics in Computing for * . . ! e s
Engineers _ o 652 Modelid? oF Information Systems
- 494 Group Studies: (Discontinued 7/75) 675 Digital Computer Organizatioq
i < ‘.l A ' L4 \
505 Fundamental Concepts of Computer 67§, Minicomputer Fvaluatipn and
and IQformation Science Selection s .
’ i ; 4 ! E3 ' -
509 Survey of Computer & ‘Information 677 Computér Networks.- ,

Qcience for High School Teachers ) .
680 Dita Structures

541 Survey oﬁ*Numerfq@l Methods . & . Co
. 693 Tndividual Studies K
542 Introduction to COmputing in the . ’ .
Humanities : . > 694 Group Studies -
- . : N ', ' : .
i 543 Tntermediate Digital Computer . , 703 Mathematical Foundation of
- Programming . . i Compucer and Informatdon Science
’ 54§ Digital Computer Programming for . 706 flnformntion Theory 1in Behavioral
figh School Teacherq ) Science )

“ D . 8 ° -
v - . »
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712 Mﬁn-MatHlne Interface -
-~ .

720 Introductiogfto.Linguistic

Analysis
’ \
726 Theory of Finite Automata :
727 Turing Machines and Computability

728 Topics in Theory of Computing

730 Basic Concepts in ArElficial
Intelligence ¢

735 Statlstical Methods in’Pattern
’ Recogni;ion

740 Computer Systems Prégramming II

.

) 741 Comparative Operating Systems .

745 Numerical Solution of Ordinary

Differential Equations

.. 746 Advanced Numerical Analysis

¥

L . o

750 - Moderny Methods of Information

Storage & Retrieval
751 Fundamentals of Document—-"
Handling Information Systems

752 Techniques fop~Simulation of

o "Informatdon’ Systems

+

P
753 Theory of Indexing L

1

-

754 Language Processing Tor Infor-
‘mation Storage and Retrieval

755 Progremming Languages -

, >

756 Compiler Design & Implementatign

760 Sele fted Topicg in the Mathe-

matigs of Information Handling

of.Managenent Information

e

kS

PR

v 788.06

)
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780

781

788

- 788.
788.
788.

788.04

s

788.

788.

788.

05 Pattérg ﬁecognition '@&

File Structures Ty
Aspects of Computer Graphics\\\\\\\\\<
Systems . .

"Intermediate Studies in Computer
& Information Science
.

01 Thebdry-of Information

Yoe

02 Informatlon\Storage & Retrieval

]
a

03 Theory.of Automata !

-~

Artifiéfal Intelligence .

Computer 9ystems Programming /
06A 0S-MUT ,

07 Programming Languages
% . . rd

08~‘CgmpuEem’Organization .

788:C9 Numerical Analysisi ' Nk
788.10 Han-Maghine Interaction: >
788.11 Fornal,languagee s .

788;12 Management,Information Systems

788

788

793

" 794

797

805.

\

806

1

812

.13 _Biological Infprmation Processin;,p

.14 roio-Psychological Aspects of

Information Prooeesing

Individual\Studieek :

Group Studies (Discontinded 7/75)
3 T
Interdepartmental Seminar -

~ .
Information Theory in Physical
Scienée

Cellular Automata & Models of
Complex Systems. ¢
C -
R 9 .
Computer & Information Science’
Resedtch Methods




7 . - ] . r
820 Computational Linguistics . + ———_ 888.13 Bielogical Information Procegsing
- . N \ . v . ’
835 Special Topics in Pattern . 888.14 Socio-Psychological Aspects of
« * Recognition Information Processing
840 Operating sttem Implementation 889 Advanced Seminar in Computer &
. —— *Information Science
. . - .
845 Numerical Solutien ¢f Partial , R o )
Differential Equations™ ' v © 899 Interdepartmental $eminar o
. . R ¢ . * )
*. N LV i N - -
850 Theory of Information Retrieval I 999 Reseatch C
851 Theory of Information Retrieval.¥I < - ) ) . ' % g
. ¥
. . 3 ] ‘ !
852 Design and Analysis of Information s N N T
Systems Simulations - i KR T . ?? ‘
855 Formal Theory of Programming ° LT - * n
Languages ‘ |
865 éeminar.og Socio-Psychological : 0 . .
Aspects of the Information Sciences -
880 Advapced Ahedty of Computability *  * . A
" N - .. ‘.b &’ 4: 4‘ . s + | *
888 Advahced $tudies in Computér & ' o~ oo ) ; ' ? 3
Information Science . * z - iy
888.01 Theory of Infor@ééion R » '
888.02. Information Storage & Regtrieval 8 o Ca .
L) . . [ .- <y
888.03, Thepry of Automata
‘ . IR 3
! -t x4
+888.04 Artificial Imtelligence i . o it
888.05 Pattern Recognition h 2
A : ' "‘“
888.06 Computer Systems Programming ‘
888.07 Progiamming Languages ‘ o R
a ] - 3 ' ! . .:. S \5.‘
888.08 + Computer Organization ) . o0
N 4 4 -
888.09 Numerical Analysis =~ - , (.
- . - ) , L) + (’.
888.10 . Man-Machine Interaction ¥ ;
. ) - ’ . ' ’ Q Y 'i' i‘; E’.
.888.11 Formal Languages ‘ __’/;7 by .
1 . " Y
888.12 Management Information sttems; C . ' ) .
’ v : K : ' %
80 L
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a

. COMPUTER AND INFORMATION SCIFNCE FACULTY
Marshall C. Yovits, Ph.D.,. (Yale University) T T
Profegsor and Chairman bof. Department  of Computer and Information Science
and Professor of.Electrical Engineering. -Director, C.F.S.-Research Center.
N Information systems, theory of the flow of information, qelf—organizing
systems.

4
a'Ranko Bojanic, Ph.D., (Mathematical Institute of the Qerhian Academy of Science).
. : . Professor of Computer and Information Qcience and Professor of-Mathematics,
Mnthematical ‘analysis, theory of approximation. .

Charles A. Csuri, M.A., (The Ohio Qtate University) '
Professor of Computer and Information Science and Professor of Art,
. Advancement of computer graphics technology in software and hardware~—
L (language algorithms, data generation=or inputs), ‘uge of computer . .
- technology in telecommunications. ' ) )

) ~ > )

L

L2

Richard I. Bang, M.S., (The Ohio State University). -

! Professor of Computer and Information Science” and Professor of Enginegring
* Graphics. Computer graphics, engineering application of. computers.

: ' . o . ) ~ '

. Clyde H. Kearns, M.S., (The Ohio State University).
U Professor of Computer and_ Information Sciepce and Professor of Engiueering
Graphics. Computer graphics, engineering application of computers. . B
. 5 <t
;. Robert B ' McGhee, Ph.D., éﬂniversity of Southern California) .
. -Professor of Computer and Information Scilence and Professor of P]ectrica] s
; ! +~ -Engineering. Control thebory, switching theoty, logical design.

H ’ ¢ ¢ . ~ ) !
LB , Harold B. Pepinsky, Ph, D., (University of Minnesota).. ‘
7 . Professor of Computer and Information Science and Professor of Psychology.

inical and socio-cultural psychology. f:K

N

Roy . F Reeves, Ph.D., (Iowa State University)

* Professor of Computer.and Information Science and Professor of Mathematics.

Director, ‘Instruction and Research Computer fenter. Numerical anarysis and
s : ' programming. ‘ L , N
- ' I . . 2
. Jerome Rothstein, A.M., (Columbia University). . ‘
_ Profesgsor of Computer and Information Science and Professor of Biophysics.

e » Informational problems in science methodoloyy, biocybernetics. > 4
< Charles Saltzer, Ph.D., (Brown University)
- v I professor 'of Computer and Information qciende and Professor of Mathematicd®

Coding theory, numerical analysis, automata theory.

. Hugh Atkinson, M.A., ‘University of Chicagn)
' < Assoclate Professor of Library Administratidn and Director of Libraries.

- . . Library on-line automation, data processing .for libraries, technical 7
! . service processing modela. i oo
{  ‘Kenneth Breeding, Ph.D., (Universityaof I11inois). NI . )

*  Associate Professor of Computer "and Information Science and Associate

i . Professor of Electrical Enginee&ing Computer organization and awitching
v A theoryo 5 ! R ": . | L i




52

H..William Buttelmann, Ph.D., (Univer ity of North Carolina)
. VAssoc te Professor‘of Computer/and Informatign Science -(Summer 1975). /,
’ Automata theory, computer architecture and programming languages.
?ﬁi
Balakrishnan Chandrasékaran, ,Ph.D., (University of Pennsylva ia). .,
Associate Professor-of- Computer and Information Science..” Pattern recopnition
and artificial intelligence, learning ‘automata theory, finite memory decision

theory and game theory. - .

Ve

Ronald L. Ernst, Ph. D., (University of Wisconsin) :
Associate Professor gf Computer and Information Science and Associate
Professor of Psychology. Human performance theory and engineering, complex
information processing ano systems evaluation. ) ..
Clinton R: Foulk, Ph.D., (Unive¥sity of Illinois). S f‘J
Associate Professor of Computer and Information Science. Programming T
languages, systems programming, programming heuristics. y o .

David K. Hsiao, Ph.Dw., (University\of Pennsylvania). . N ‘
Associate Professor of Computer ‘and Information Science. sttéms programming,
1nformation storage and retrieval systems, file systems, data base manage-

‘ment. systems, access control and privaédy protection of dat’a, data definition
language: and processor, systeri architectures. -

._Douglas S. Kerr, Ph.D., (Purdue University). ., Cel T . \
Associate Professor of Computer and\information Science. Numerical an;§¥ is
and programming. . . . . N
Ming—Tsan Liu, Ph. D., (University of Pennsylvania) . . o
Associate Professor of Comp ter and Inforpation Science. Compdter organi-
zation, switchjing and* autom:ta theory, nghematical programming, computér

architecture pseudo—Boolea pro ramming, 'threshold logic.

v ®

Anthony E. Petrarca, Ph. D., (University of New Hampshire).
. Associate Professor: ‘of Com‘f/er and Information Science. Automatic indexing,

chemical stnucgural infefmation processing, aitomated search sy?tems, other’
aspects of inﬁormation storage and retrjeval. \ .
. L -
Jamgs B. Randels, Ph D.,: (The Ohio State University)<
. Associate Professor of Computer and Informatian Science and Assfstant
Dfrector, Leanning Resources Computer Center. Computer operating systems
and’ utilities, tele ommunications applications, subroutine libraries, -
: programming 1anguages. : . T )
¢ 3
. James E. Rush, Ph. D., (University of Missouri)i ™ — = 77 .
’ Adjunct Associate Professor of Computer and Information Sc¢ience. Tndexing-
. theory, automated langpuage processing, organization of information, and
parallel processing .

. [ L
H / - s ‘\

Cefianna I. Taylor, B:S.L. §., (CGraduate School of Lihrary‘Qcience, 9a8e—Western
" Reserve University), :

Senior Research' Associate and Associate Professqr of Iibrary Administration.

Information dissemination and utilization systema, information .centers,
library systems and%management ; N .

o

t .

{
i

1

Lee J. White, Ph. D., (University of\ﬁichigan): Come o m

X Associate Professor of Computer and Tnformation Science and Associate*
O+ Professor of Electrical Engineering. ‘Mathematical programming,. data .
. structures, organization of information.
do > O i - 62.
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' Ronald L. Wigington, Ph.D., (University of Kansas). E g - . |
Adjunct- Associate Professor of Computer and Information .Science and Director
of R, & D., Chemical Abstracts Service. Computet- system design.

. <
o N .

& Thomas G. DeLutis Ph.. D., (Purdue University) . - e
o Assistant Professor of Computer and Information Science. Design and - .
i evaluation of information siystems, syste programming :

Donald L. Kalmey, Ph.D., (The Ohio State University)

Appointed Summer 1975, -
Assistant Professor of Computer and Information Science. Numerical analyxis,
/ ‘ computer architecture and organization, programming : . ‘
‘ IR ~
Harvey %, chh Ph.\D., (Penhsylvanfa State Univetsity)., -

Assistant Professor of Computer and Informatidn Science. Data definition ,
language, data base management,,programming languages ‘and compiler design.

Frederick S. Koehl, Ph D., (The Ohio State Univeraity) N
Adjunct Assistant”Professor of Computer and Information Science and Math _
Analyst, Instruction .and Research omputer Center.”
topologicaI groups, compiler desi n.

[

Sorting: techniques,
. Y ' , o ;'
. Anthony ‘P. Lucido, Ph.D., (Iowa State University). - ’ )

il -
. ,

Assistant Profesgor of Computer and Information Science. Fomputer architec~
ture, ‘compiler design,.interactive computet-graphics.

4

Sandra Mamrak, Ph. D., (University of Tl]inois) Appointed Autumn 1975,
o Assistanb Professor of, Computer and Information Science.

Performance

.o “evaluation, computer networks, systems programminy. , . .

. E ;
._Robert F. Mathis, Ph.D., (The Ohio State University) . A )

’ Assistant Profegsor of Computer and Information Science and’ Assistant Dean
and Secretary of the [Graduate School. Programming lanpuages, numerital -
analy§is. PR
Daniel J. Moore, Ph.D.; (University of Kansas). Cte v )

Assistant Professor of Computer a Information Science. ‘Complexity;theory,
, recursion thedry, artificial intelligence. ) ’

¥ : . ‘
y

i i .
Lawrencé L. Rose, Ph.D. (Pennsylvania State-Univorsity) Appointed Autuirn 1075
‘ Agsistant Professor of Computer and Information Stience

Information
retrieval, simulation, data structures, propramming lsnguages.

H

-

¢ . 0 . 3 ' 1 )
Norman K Sondheimer, Ph.D., (University of Wisconsin) - /f/ . -
. .+ Assistant Professor of Computer and Information Sciénce, 'Natural 1angunge
processing, artificial intelligence, information stor?ge and retrieval.

Frederdck A\ Stahl Ph.D., (University of I1linoisg).

i
) Assistant Professor of Gomputer and Tnformation Science. Pomputational
o ecuglty, cryptpgraphy, Information .retrievil, computers.in the human!ties,
»  and n the law artificial intelligence. - .

i
kN
-

Stuart H. ZWeben., (Purdue University) ' b i v
Aggistant Pro

gor of Computer and Information Science. Programming
languages, compilers, data structures, operating gystems., ’ )

2

Ernest Staveley, B.S., (U.S. Naval Postgraduate School) T .
Administrative Assistant and Assistant Director C.I.S. Research Center.
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October 31 1974 "An Overv1ew of Debugglﬁg Tools and Techniques,' Robert F.
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October, 10, 1974 "Real-time Computer Animation," Charles A. Csuri, Professor of

. s, Art and Director, Computer Graphics Research Group, The Ohio State Univer-

" sitys ) S T ! .
Soos | /- o ‘ R
October 17, 1974 "BanyaneTrees and Live Research,! Jerome Rothstein, Professor >

of Computer and Information Sciénce, The 0hio State University. R '

. .
~. . N -

0ctober 24 1974 "A Heurrstlc AIgorithm for the Minimim Set Cover Problem Using

* " Plausibility Ordered Search Neighborhbods," Michael E. Doherty, Ph.D.’
. Candidate’, Computer and Informatfon Science, The Ohio State University. . v

H

! Mathls, Assistant Professor of Computer and, Informatlon Science, The Ohio
State Univetsity. ’ : . )

. 1 .
. N ‘ > )

November 7, 1974 "Mlcroprocessors and Microcomputers, Fred:A. Hatfield,
President, Computer Data Systems.. ' §

4 -

- . r--

November 14} 1974 "What is Industrdial Computer ScienceZ’One Man's View," . -
Phlllip S. Dauber, IBM Thomas J. Watson Research Center. . . -

November 21 1974 "A Model for Data Secure Systems, Edwin J. McCauley, Ph.D. I .
Candidate, Computer and Information Science, The Ohio State University.
; - . P
December 5, 1974, "Interpretive’ Sgructural Modeling," John Warfield, Battelle,
Y Columbus, Ohio. . s . -

January 7, 1975 "Qomparative Response Times of Time-Sharing Systems on the ARRA
NetWork " Sandra Mamrak, University" of_%llinois

January 9 1975, "Where Did All the Computer Power Go°“ Herbert.R. J. Grosch, \ 4
Cogputerworld £ > ) v

. . " 3

4
~ #

January 16, 1975 "Emulation of Computer Networks by Microprogrammable Micro-

computers,T David Cohen, Ph.D. Candagate, Computer amd Information Scionco, .
" The éhlo SFate UniVersity. . . . ) . e

January 23, 1975 "Protection ‘Structures in Languages and Systems,' " Anita Jones,
‘Assistant, Professor, Computer Science, Carnegie-Mellon University.‘

- °} / K M .0.

January 28, 1975 "The "Proper Role of Retention in Programming Languages, -

Howard Ross Hale, Jr., University of Delaware, Newark, Delaware. :

? 0! -

January 30, 1975' "Some Thoughts on the Care and Feeding of Research Sponsors,“ .
! McIder W. Woody, ASsociate Direcsor for Development,' Research Foundation

The Qhio State University -, J

-

oS
-
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. February 6," 1975.. "Performance.Measurgs of Derived Search Keys," “edward T. .
©'Neill, Assistant Dean, §chool of Information and Libra;y'Stﬁdieé, State
*  University'of New’ York a ffalo. .. < =,

v

.

/’. e,";’\ ‘
. « 1 . :
February 13, 1975 "Careers%ﬁﬁféoqputing;" Robert Porter, Jf., Corporate .College:
"Recruiting, IBM Corporationi apd David Knog, Programming Manager, Office
Products Equipment, IBM Corporation. . o -
s S : ) ’ ¢ - ' ’
February 20, 1975 "Automatic Programming: Inference of Program from Memory i
Snapshotsf of Sample Calculations," Fred Petry, Ph.D:. Candidate, Computer and
* Information Sciehce, The OhiogStaEe University. i .
- February 27, 1975 "Organization of Stored—Pfqgram Controlled Switching Systems--
An Overview," Santanu'Das, Head, Maintenance and Diagnostics Research Group; *
~_Paul H. Hepson Regearch Center, North Electric Company. ) )

-/ March 6, 1975 "Adaptive Systems Modeling,f\Daniel Howland,.Professorl‘Manage—

gent Science, The Ohio State University.

‘ch 10, 1975 "Automatic Keywords Selection for Reference Retrieval Systems,"

hang-Shu Hubert Yang,'Ph.D, Candidate in Computer Science, Cornell Univer-
sity. e ] .

March 1&,,1975 "SERAPS: A Self—Repairing'Automgtic Programming System;"‘Michael -
. J. Késsler, Instructor of Computer Science, State.University of New York at
Buffalo, I : .
‘ ! J . -
; March 13,. 1975 "Comput;r,séheduling Strategies and Their E?fects,& Walter, =
Doherty, Manager of Computer Usage Measurement®and Evaluation, 1BM Lorpora-
tion. . : .. .
o . ' . s . ( . z 3 R
' March 31, <1875 "Automatic File Management Heuristics," Lawrence L. Rose, State-
7 L_ Unive;si;y of ‘New York at the Binghamton University Center. . . .
T . i
’ 6' i
April 9, 1975 '"The Design of Programs for Asynchronoug Multiprocessors;"
Philip H. ggson, Carnegie-Mellon University. ) Q 1 )
=, . P S vt ‘ ', ‘<‘\““‘ .
April 10, 1975 '!Teacher Control in Computer Assisted Instruction," Peter Calingaert,
.Professor of Cdmpuﬁe; Science, University of North Carolina. : '
- N . ". ) " .-" \ .o, 'Q
April 14, 1975- VAannteractigg Analysis System for Execution-Time Exrors,"
Alan M. Davis, Ph.D. Department of-Computer Science, Unlversity of Illinois
at Urbana~Champaign. ~ ' ; )
April 16, 1975 '"Graphically~Enhanced Data Bage Mahagement.SXstem Design," Wd&ne o
D. Dominigk, Vegelback Computing Céﬁt@r and Department of Computer Sclence
Northwest University, ~ ) ) SR ’

‘&

?

4

4

April i?, ;575 hParallgl Recognition of Formal Languages by Cellular Au%omat@,?
J. Michael Moshell; Ph.D. Candidate,‘Compgter and Information Science,~The

.

Ohia, State University, = \

0

<

.
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« o N i .
April 24, 1975 '"Real-Time Process Control——The Programmer s Cloud Nine," James
P. Shaffer, Senior Analyst Programmer, Industrial Nucleonics. N Lo .
May i, 1275 “"Compilation 8f Sequential Programs for Parallel Execution, ..
Otto C. Juelich, Ph.D, Candidate, Compg;er and Information Science, The R ’,
Ohio State University. ] A A - h
‘ —~
. May 8, 1975 "High Capacity Optical Storage Systems," Carl Verber, Research C
. Leader, Solid Stateaand Oﬁ%ical Seiences Sectiom, Battelle Memorial,Institute. ‘
May 15, 1975 "Data Securixy apd” Privacy," Robert H, Courtney, Jre., Manager, s,
'y Ddta Security angd Privacy, IBM Corporation. - e A .o
R L ,
M@y 22, l975 "The Ohio College Library Ce; ter Network ;' Larry L. Learn, Director, . "
& Computer Facilities DiVlsion,§The ohfo College,Library Center. i Lt
. Qg' i Y - < . é
May 29, 1975 "Extended yntax—Directed Translation ,of Programming Langu uages," . r
. Arthur B. Pyster, Ph.D. Candiaate, Computer anq Information Sc1ente, The/ . '
Ohio State Qniversity. . ¢ . ¢ oi )
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. o - ° APPENDIX D
' "RELATED-ACTIVITIES OF THE STAFF OF - . .

'COMBUTER AND INFORMATION SCIENCE RESEAﬁCH CENTER

( R ;
L - J. G, Abilock pre§£:ted an invited paper entitled "A Semictic Framework for

Informaéion Science Leading to the Development of a Quantitative Measure offy-
Information" (Co-author: M. C. Yovits}\at the 37th Ameriqan Society for -

~ r
N

I

. Information Science Annual Meeting, Atlanta, October 15. e paper éppears o
" in Information Utilities, Proceedings of the 37th ASIS Annual Meeting, Vol.
11, , ‘ . _ -
’ J. A, Aitken presented a paper entitled "Performance Evaluation of Data Base e
: . Management Systems.(Co-author: T. G. DeLutis) 'at the Computeq Science
‘ "+ - Conference in Washington, D.C.," February 18-20, 1975. , 2 I
/} J. %A, Aitken presented a paper,entitled "An On=Line Inferactive Data Base ° ’
) ‘ Management System' (Co-authors: J. S.'Chandler afd T. G. DeLutis) at the
‘\\\b‘k—’: ) " Computer Science Conference in Washington, D.C., February 18-20 1975, '
. LN 2 _f . A .
B. J. Brinkman presented a paper, entitled "Use of "Association. Measures Baged on
. .+ ' SD¥ Search Profileg" (Co-authors: G. J. Lazorick and Agthony. ' 'E. Petrarca) __
at the Computer Science Confereﬁce in Washington, n:c.; February 18-20, 1975:
i *  H. W. Buttelmann presented a seminar on "Applfed Research in Automated ianguape
’ -Processing" at Chemical Abstracts Service on Octpber, 24, 1974.J . =
. . . j SN
* o J. S Chandler presented a paper entitled "An On-Line Interactive Data Bage Man~ .
. agement System (Co=authors: J. A. Aitken and T. G DeLutis) at the Computer
Scienca Conference In Washington D. C., February 18ﬁ20,~1975. .
» 3
) . J. S. Chqndler presented a paper entitied "A Methoddlogy for a Multiple Goal

% Approdch to Computer Systems Design" (Cp-author. T. G. DeLutiB) at the .
Computer Science Conferejtce in Vashington, D. C., -February 18-20, 19754 | -

. B.’Chandrasekaran presgﬂ’ed a pdper entitled "Digtance Functions i/;/éhdependent '
/E\‘§ Measurements .and Fénite Sample Size™ at the II Internationa imt Confer- _ °
: °*, ence on Pattern Recognition Lydgby, Denmark, August 14, 19745 Co-author v
o . and co-presenter W§8 A. K. Jain, Department of Mathematics, Wayne State -

University. The- péper appears in the proceedings of the conquence. °

E. I. Cohen presented a paper entitled "Goals and, Directions for Research in
. Program Verificatién" at the Computer Science Confereace in Wéshington 4. .C.y.
beruafy 18-20, 1975 d a, . .

¢ ’ ‘ € T . ? 1

B. Dasarathy presented a’paper entitled "Some’ Maxmin Location and Phttern Clasgi--
, fier Problems: Theory and Algorithms" (Co-authbr: -I.. J. White) at the
. o, - Computer Science Conference in Washington, D.C., Febfuary 1$—20 1975,

b '
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[N
Deggfis was the speaker’ for a session on "Siﬁulation Techniqyes' at.the
Aggdciation for ,Computing Machinery East Central Pegional Conference,
Troy, Michigan on November 1-2, 1974. . = -~ 2 A

-
.

DeLutis presented papers entitled "Simulation of Data Base ‘Files:
Definition Independence" and "Simulation Fmploy ngfﬁultinle Cégputeré”
(Co-authors: J. A. Altken and.J. S. Chandler) At the Computer®Science
Conference in Washington, D.Gw., February 18220, 1975. :

Fo@k was the chairman of a,panel discussion o 'SErucg&red_Programming".

at the October 9, 1974, meeting of tlg;Centra /6h19_Chabter of the

Association flor Computing Machinery ¥T Columb s, ¥ :
16 Tathnel Y

o,

. _"_ ) a“ "
. Friedman presented a paper entitled “Design and Implementation of ‘a Methcd
for Controlling Postmortem Diagnostic- Output" at the Computer Science

Conference in'Washington,.D.C;,_Vebruary 18-20, 1915, - ;

E. Gudes presented a p;;ér entitled “Cryptography and Data Bdse Security' at the.,
| Computer Science Conference in Washing%gn,'D.C., Fnguary 18-2n, 1075, ’
o -2 . ¥
D. K. Hsiao presented a paper entitled 'Minicomputers as Communication Subnets
on Computer Network'" at the International Meeting on Mini-Computers and
Data' Communication, Liege, Belgjum, on January 1, 1075, Co-authors are
Roy Reeves and Thomas Wyrick. - ’ . : &

T

S -« M . &

and Rela
sity on

D. K. Hsilao pr:iented an invited talk entitled "Data Base Models--Attribute -Rased

t dnal"‘at~;hé°Computgr Science Colloquium held at Har}frd Imiver-
4anuary 13, 1975. - ) . :

‘Q -

B
v " L . ’

. . . : R A .
* D.. K. Hsiao presented an invited talk entitled fInformatiBn Secure Systems"‘at#
the Computer Sciengce Colloquium, Rutgers University on April 3, }%ZS. N
L 3 . b

° ] N 4 3

D. K.’ Hsiao has accepted invitations from the Programme Committee of IFIP Conpress &
74 to serve -as Chairman ofzmthe ‘session on Applications -of Interactive '\
Computing arrd as a panelist in the dession on Privaey and Computers. The
Congress will be held on August 5-10, 1975, dn Stockholm, ‘Sweden. - o

D. K. disiao has been appointed a member of the-Publications Committee of the '/
Institute of Flectrica) and Electronics Fnginéers (IEFF) Computer Society
and as a member of the ‘ditorial Board of the Cgmputer Magazine, a monthly
publication of tHE\same‘Sociéty. S , | ° L i
- . . AT L . A l'\ . .

. D. K Hsiqgféccépﬁ%d an dnvitation-to serve ‘on the Daté'ManEgement Papel of the
Committee on Computer Science and Engineering Research Study chaired by
Prgfess r Bruce Arden, Princeton University. ' The committee is preparing a
ggf:ni:ive volume on computer ;Fiencefand enginge%ing reéearch‘of which
nagement is one of ,the ten areas of research specidlization. .

) * 4 vlﬂl . L ' !
. D. Isaacs presented a paper entitléd "TdefitYficdtion and Measurement of Gpst and
' Pricing Elements of Computing Resources" (Co-author T. C. Delutis) at the_"
//4 -Compgiter Science Conference "in Washi%ﬁton, ND.C., ‘February JRréOj 1075, .

G. Kar presented a paper entitled "Craphatical Ipference Problem'! (Co—uulhor:.

L. J. White) at the ComputérjScienqg.cénference;tn Wéahiﬂgton3 n.C.,
February 18-20, 1975. v ' )
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ﬂ#f"” ? " € v . ! . -
D. S. Kerr was an invited participant in a Symposium/Workshop on "Planning for
Action - The Privacy‘Mandate" co-sponsored by the Institute for Computer
'~ Sciences and Technology of the National Bureau of Standards and by the MITRE
3 Corporation, held in Washington, D.C., April 2-4, 107§.

. | NP -~ ‘ .
S " D. S. Kerr was elected Vice-Chairman of the Special Interest Group on Co;puter Tt
) Seience Education of the Association for Computing Machinery.
- " 'H. S. Koch presented a ﬁaper entitled "A Missing. Component of Current Data Base )
' . Management Systems — Dafa Base Reorganization" at the 37th American Society
. for Iﬂformétiod“Sciencg Annual Meeting, Atlanta, Oectober 17'"1974x The«
s paper appears in Information Utilities: Proceedings of the 37th ASIS Annual
Meeting, Vol. 11, ‘ .
: - SN .
l H. S. Kock-served as Se@rétary .of the Subschema Task Group of the CODASYL DDLC
April 74-April, 1975¢° - )

r

o

- e R. krishnaswamyaand Al'an W. Biermanm, Comﬁuter Science, Duke University, co- -
authored 'a ‘paper entitled "A System for Program Synthesis from kxamples"

which Dr. Biermann presented &t the Institute of Electrical and. Electtonics
Engineering ‘Systems, Man,{?pd Cybernetics 1974 International Conference,
Dallag, Texas, on October ?*@; 1974,

T. Liu presented:-a paper entitX&d "Emulagion of Computer Networks by Micro-
, ~programmable Mierocomputers' at the 7th Annual Workshop on Microprogramming
- - held in Palo Alto, California on September 30-October 2, 1974. Co-author

0" was David Coheh: The -paper is'published/in the Proceedings of the Workshopé
) PP. 159-167. . o

/

M. T. Liy co—qdﬁhoreg,a paper "Variable-fbngth Message Transmission for Distributed

Lo Loop Computer Nétwor;ﬁg presented by C. C. Reames .at the 2nd Annual Symposium
. . : :

on Computer Architec » Houston,-Texas, January, 1975.

-

M. T. Liu presented "Minicomputers as Communications Subnets in Computer Networks"
(Co-authors: D. K Hsiao, R. F. Reeves, and T. P. Wyrick) at the. Inter-" *

: national Meeting on Mini-Computérs and Data Communication, Liege, Belgium, -
& January, 1975,

«: A, P. Lucido was fhe'Session‘Chairman for graphice languages at the First Annual

3

Conferenbg on Computer Graphics and Interactive Techniques. :

. e - _ ' ' ;
¢ e P '

A, P, éucidg X:s t;e Technical Program Chairman, and Session Organizer for the ‘

’ econ nual Conference on Computer Graphics and Interactive Té hni

v  (STGORAPH'75) . . ooane
.© "+ AP Lucido s Editor of the Proceedings’of SIGERAPH'JS. 1o addition, he is
. L. Editor of SIGGRAPHITI, the newsletter of SIGGRAPH, the Special Interest

] i Group on: Computer Graphics, and Interactive Techniques, of the Asgociation
. . for ‘Computing Machinery, S . ‘ Y

D. A. Marik ptesenfhd a ﬁ;per entitled "Grahm;ticai Iﬁfef‘;c;.Probllm"
: A R (Co~author:

R 'Ly J. White) at the Computer Sditqce Conference in Wa

, ) FEbrua!.‘y 18.—20, nw75. ) ) é ‘ ..hmgton. Dl Cl’

. . L ‘ v
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- - ~

P. F. Mathis presented an invited paper entitled "An 0verview of Debugping Tools
and Techniques" at the.Association for Computing Machinery Fast Central
Pegional Conference, Troy, Michigan, November 1, 1974. )

& ‘ N\

R. F. Mathis presented a paper entitled "Pre-Fxecution, Batch, Interactive, and

Post-Mortem Debugging' at the Computer Science anference in Washington*
l D¥C., February 18-20, 1975.. C i
D. J. Moore presented a paper entitled "An Algorithm to Collate Long Natural . o

Language Texts, for Scholarly Use (Co-author: F. R. Horowitz) at the -
Computer Science Conference, Washington, D.C., February 20 1975
. N . N -
D. J. Moore presented a paper entitled "Simulation of Settlement/Subsistence
s Systems: A SIMSCRIPT Model for the Glenwood Locality" (Co-author: ' .

L. Zlmmermann) at the Thirty-First Plains Anthropology Conference, November,
1974.

‘

-
.

M. Moshell presented a paper entitled "Parallel Recognitfon of Formal Languages
by Cellular Automata" (co-author: J.‘Rothstein) at“the Computer Science
Conference in Washington, D. C., February 18—20 1975, .
. .
J.. Rothstein was invited to ‘speak at a Svmposium on Parallel Processing in Arti— .
ficial Intelligence at the Courant Institute of Mathematical Sciences )
‘SDepartment of Computer Science), New York, January 17, 1975. The symposium .
was co-sponsered by the Office of Naval Research. Professor Rothstein
wuspoke on '"Universality and Hierarchiality in Parallel Process'ing and Their . ¥ .
Importance in Pattern Recognition and Artificial Intelligence." el R
T Rothstein was elected secretary of the local Institute of Electrical & Elect- .
’ ronics Engineers (IEEE) chapter of the Professional Group on Computers. P
J. Rothstein and Carl Weiman, New York University, co-authored a paper entitled . ’
"Fast Algorithms for Generating; Translating, and Rotating Straight Line e
Paths on Grids for Computer Graphics! which Dr. Weiman presented. at the.
Computer Sciente Conference, Washington, D.C., February 18, 1975
J. Rothstein presented papers entitled "Groupoid Strings, Tu¥ing Universality,
.and Parallel Processing in Cellular Automata! and "Parallel Recognition of..
Formal Langpages by Cellular Automata" (Co-author: M. Moshell), at the
Computer Science Conference in Washington, D.C., Februa;y 18-20, 1975

V. Santhanam presented a papér entitled "An Algorithm-for Efficient Géneration of
Optimal Prefix Codes" (po—author. L. J. White) at the Computer Sciencec
Confexence in Washinggon, b. C., February 18-20, 1975. .

-

- ’ -

J. Smith presented a paper entitled q"Sequential Document Classification Techniques°
~ Experiments ‘and Experimentdl Results" (Co—author. L. J. White) at the
Computer Science Conference in Washington, D.C., February 18-20, 1975. L
S. N. Srihari presented a paper entitled ”Statistical Classifier Design-for
Aircraft Identification" (Co-author: ‘L. J.iWhite) at the Computer Qcience
v Conference in Washington, D.C., February 18—20,gg975
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’ N }
N
. Stahl accepted an invitationﬁfrom UﬁESCO, the United Nations Educational
Scientific and Cultural Organization, to advise and assist in the development
“ of graduate studies and research in’ Computer Science ‘at Univerdsidad Simon
Bolivar, Caracas, Venezuela, under the National System of Engineering -

Education for Industry Project from September to December 1974,

Stalcup presented a paper entitled "Automatic Vocabulary Control in Printed
Indexes: Evaluation Through Use of a Quantitative Measure of. Concept
Scattering" (Co-author: A. E. Petrarca) at the Computer Science Conference
in Washington, D.C., February 18-20 "1975.

|

¢

. White presented an’ invited paper entitled’"An Efficient Algorithm for
Maximum k -~ Matching in %eighted Graphs" at the 12th Annpal Allerton Con-
ference on Circuit and System Theory éponsored by the Department of,
Electrical Engineering and The Coordinated Science Laboratory, University
of Tllinois, Urbana, Illinois, October 2-4, 1974 The paper appears in
the Proceedings oﬁ the Conference.

.
-
e

. C. Yovits presented an invited paper entftled MA Semiotic Framework for
*Information Scienze'Leading to the Development of a Quantitative Measure

of Information" (Co-author: °J. G. Abilock) ‘at 'the 37th American Society for
.Information Science Annual Meeting, Atlant’a, October 15, 1974. THe paper
appears in Information U;ilities, Procgedings of the 37th,ASIS Annual Meeting,
Vol. 11. Dr. Yovits also chaired a session at the ASIB Mseting.

. C. Yovits vas Chairman of a session on Education at the Conputer Scicncc Con-
ference in ‘Washington, D.C., February 18-20;,—1975+~——

.C. Yovits presented a paper entitled "Graduate Edjtation in Conputer Sciqnce
and its Relationship to Industry" at the National Computet Conference*‘
Anaheim, California, May 20, 1975 & -

H
-~ *

C. Yovits was a panelist on "Inform tion.Transfer Today and Tomorrow 'at the

American Society for Engineering ducation National Conference, at, Rengselaer
Polytechnic Institute, June 17-20, 1975

<

’

°
+ -
3 A . .

C. Yovits is Co-editor of Advances in Cogputers, Volume 13, Academic Press,
1975 with M. Rubinoff. . ' .

|l

C. Yovits is a member of the American -Committee for the Second: World Conrerence
in Education (WCCE '75), sponsored by the International .Federation fox
Information Processing, September 1-5, 1975, Marseille, France.

C. Yovits is a member of the Accreditation Committee of thé Asgociation for
~Computing Machinery beginning March 1975,
C. Yovits is.a member of the Curriculum Committee on, Computer Science of the .

. Association for Gomputing Machinery, beginning May 1975. .

. H. Zweben presented an_invited paper entitled "A Recant Approach t§ the Study
of Algorithms" at the Assdciation for Computing Machinery Annual™Conference,
San Diego, November 11, 1974. The paper #ppears in the Proceedings)\of the
ACM Annual Conference, San Diego, 1974, p. 747-748. Dr. ZwebenuqéE?alao_a
member of a panel 6n "Software Physics" at the Conference.

¢
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Marseille, 'France, to be held in September, 1675.

ol

'‘S. H. Zweben will be a rdviewer for the World Conference on Computers {n Education,

-

S, H. K Zweben will be a reviewer at the ACM 75 NatiOnal Conference, Minneapolis,

Minn., to be held in October* 1075

/

.

-

a

S. H. Zweben was awarded a $4,000 University Research Grant from the Graudate
,» > School for his research on "Structure of Computer and Natural language
. Algorithme." . .o L. \ g
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APPENDIX E

- PUBLICATIONS OF THE COMPUTER ‘AND

INFORMAIIOﬁ‘SCIENCE RESEARCH CENYER STAFFl

[

ABILOCK, J. G.: YOVITS, M. C. A semiotic framework for information science '
leading to the development of a quantitative measure of information. In:
Information Utilities; Proceedings of the 37th ASIS Annual Meeting, Vol. 11,
Atlanta, October 15, 1974. . 4

*

> I
. .

ATKINSON, H. C Extension of new services and the role of technology Library
Trends, October, 1974, - -
- u ]
ATkINSON *H, C. Priorities for new librarian of congress. Library Journal,
. July, '1974. , e

. . . o

~

ATKINSON, H. C. The Ohio State University mechanized information center. In:
Y Proceedings of EDUCOM 1973 Fall Conference. .

BAMMEL, S. E.; ROTHSTEIN, J. The number of 9 x 9 Latin squares. Discrete -
Mathematics, Vol. ll 1975, PR. 93-95

BUTTELMANN H, W, Semantic directed translation of context free languages.
American Journal of Computational Linguistics, microfiche no. 7, -
November, 1974, N

) . v T .

CHANDRASEKARAN, B.; and YOVITé M. C. Artificial intélligen'ce. In:" Encyclopedia
of Computer Science and Technology, Vo§§:2 Marcel Dekker, Inc., New York
l975 - . <.

. » £ LY N -

CHANDRASEKARAN B. Artificial intelligencé - The past decade. In: Advances in

Comg#ters Vol. 13, 19755 pp. 170«225. .

CHANDRASEKARAN B.; JAIN A. A. Distance functions for indegendent measurements
and finite sample size. Im: Proceediqgs of the II Inshrggtiznal Joint
. Conférence on Pattevn Recognﬁtion, Lyngby, Denmark, Augu y 1974,

?

. CHANDRASEKARAN, B.; LAM, C C. A finite memory dgterministic algorithm for the
symmetric hypothesis testing problem.: In: Transactions oh Information

. Theory, published by the Imstitute of Electrical and Electranics Engineers, ®
Inc., January, 1975.

HSIAO, D, K.; BAUM, R. A Semantic:model for protection mechanisms in data bade
systems. In: The Proceedings of the Gth"ﬁawaff—fnternational Comference
on System Science, Honolulu, January 6, 1975, .
‘KOCH, H. S. A misging component of current data base management systems - data
% base reorganization In: Information Utilities, Proceedings of the 37th
ASIS Anﬁual Meeting, Vol 113 AE&anta, October 15 l974

-
. - <.
- . ]

. v . i . FERE Y

¥
\
4 ‘»‘ - .
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. . ,
ISee Appendix F for publications issueduas part of the Computer and Information
Science Research Center teThnical report‘aeries
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LIU, M. T.; COHEN, D. Emulatiodﬁof computer networks by microbrogrammable .
micro-computers. In: Proceedings of the ACM 7th Annual Workshop on
Microp ogramming, Palo Alto, California, September-OctoB%r, 1974.

PP. ~167.

»

D

LIU, M. T.; REAMES, C. C. Variable-length message transmission for distributed
: loop computer networks. In: The Corference Proceedings -of the Second
+ Annual Symposium on Computer Architecture, Huston, Texas, January, 1975,
PP. 7-12.. 'ﬁ;

MOORE, D. J.; TﬁGGLE, D. Computer solution of verbal adalogf pr6blems.= Computer
$tudies in the Humanities and Verbal-Behavior, Voi.,Vi, No. 3, October, 1973,
PETRY, F. E.; BAUM, R.I.; BIERMANN, A. Speeding up the synthesis of programs from
« traces. IEEE Transactions on Computers, ‘Vol. F 24, No. 2, February, 1975
pp. 122-136.

B
STAHL, F. Cryptography in the age of automation. 'In The Proceedings ot the
IEEE Internatiohal Symposium on.Information Theory, October, 1974. ]
+ \3 "
- Foa
STAHL, F. Cryptography_and computation. In: Encyclopedia of computer science.
_Edited by A. Ralston. Auerback, 1974. '

-

te

WHITE,.L. J.; KSIENS®J, A. A. Aircraft identification using a vilinear surface
*  representation of radar data. Pattern Recognition, Vol. 6, 1974, pp. 35-45.

WHITE, L. J.; GILLENSQN, M. L. An efficient'algorithm for minimum k-covers in
weighted graphs. Mathematical Programming, Vol. 8, 1975, pp. 20-42.

WHITE, L. J.; KSIﬁNSKI, A.'A.,and REPJAR,;§ G. Object Identiﬁication fré% o

muiti-frequency radar returns. _The Radio and Electronic Engineer, Vol. N "

45, No. 4, April, 1975 pp 161-167. ‘ , )

‘ WHITTEMORE B. J., YOVI¥S, M. C A generalized concept for the analys#s of
information. Informatien %cience _Search for Identity; Proceedings of ;
the 1972 NATO Advanced Study Institute in Information Science, A. Debons,\gg.
Marcel Dekker, Inc.,’ New York, 1974. ‘ ) . . *

\ - -

!

WHITTEMORE, B. J.; YOVITS, M. C. The Quantification and analysis of information
used in decision pfocesses. _ Information Sciences, Vol. 7, April,‘1?74,
pp. 171-184, . ) \

v
.

YOVITS{'M. C.; RUBINOFF, M., EDS. Advances in Computers, Vol. 13.” Academic
.fPreég,,1975. . C ) : .

" ' -~ A . -( . )}'
YOVITS, M. C. Graduate education in éomputer science and tts relationship to

industry. - In: AFIPS Conference Proceedings National Computer Conference,
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